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Abstract 

Load balancing is critical for container-based cloud computing environments for sev-
eral reasons. A lack of appropriate load balancing techniques could result in a decrease 
in performance and possible service interruptions as some nodes get overloaded, 
while others are left underutilized. Cloud service providers can reduce latency 
and boost system performance by strategically placing containers using clustering 
algorithms. These techniques aid in efficiently using resources and load balancing 
by clustering related containers together according to their shared attributes. Cluster-
ing strategies are effective in allocating and controlling resources to meet the demands 
of a changing workload. Algorithms for clustering combine related workloads or con-
tainers into clusters, improving performance isolation and maximizing resource usage. 
One popular methodology for data clustering is the K-Medoid Clustering Algorithm. It 
is especially helpful when working with categorical data or when the dataset contains 
outliers. K-medoids is an unsupervised clustering approach where the core of the clus-
ter is made up of data points known as “medoids.” A medoid is a location in the cluster 
whose total distance to every object in the cluster—also known as its dissimilarity—is 
as small as possible. Any appropriate distance function may be used, such as the Man-
hattan distance, the Euclidean distance, or another one. Thus, by choosing K medoids 
from our data sample, the K-medoids method splits the data into K clusters. This work 
presents the K-Medoid clustering technique for containers, which can enhance load 
balancing, decrease resource execution times, and increase resource utilization rates 
all at the same time. The results of the experiment show that the proposed method 
outperforms MACO and FCFS in terms of throughput by about 70% when number 
of cloudlets increased. The relative improvement of execution time of the proposed 
K-medoid algorithm w.r.t FCFS is about 50%.
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Introduction
In cloud computing, virtualization [1] is the process of the abstraction of computer 
resources from their actual hardware to allow for the simultaneous operation of sev-
eral virtual instances or environments on a single physical machine over a network of 
devices. This technology creates virtual versions of servers, storage, networks, and 
operating systems, enabling effective resource management and utilization by using a 
tiny layer of software known as a hypervisor. There are two types of hypervisors, type 
1 (bare-metal or Native) and type 2 (Hosted) [2]. Type 1 is hardware virtualization that 
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runs directly on the system with VMs running on them since it has direct access to hard-
ware it provides better scalability, speed, and security. Type 2 is OS virtualization that 
should run on an operating system [3].

Containers [4] are an OS virtualization technique which has an indispensable part of 
the cloud computing system because of their ability to bundle and isolate applications 
together with their dependencies. One of the main benefits of adopting containers in 
cloud computing is their lightweight nature, which enables rapid application scalability 
and deployment. The growing acceptance of containerization technology has increased 
the demand for efficient scheduling systems. Clustering techniques [5] are important 
for container allocation in cloud computing environments since they efficiently allo-
cate resources to meet varying demands of workload. Clustering algorithms combine 
containers with similar features together to improve communication and provide low 
latency. One can group the clustering algorithms into density-based [6, 7], hierarchical 
[8], and partition-based clustering [9]. One popular methodology for partition-based 
clustering is the K-Medoid Clustering Algorithm [10]. It is especially helpful when work-
ing with categorical data or when the dataset contains outliers. The primary points of 
distinction between them k-medoid and k-mean [11] is the way they identify cluster 
centers and manage noise and outliers. Table 1 shows the difference between k-medoid 
and k-means clustering algorithms. In k-medoid clustering, one of the actual data points 
in the cluster acts as the cluster center, or medoid. K-medoids represents the center by 
an actual data point unlike k-means, which calculates the mean. When using k-means 
clustering, the mean of all the data points in a cluster serves as a representation of 
the cluster center, or centroid. The objective of the technique is to minimize the total 
squared distances across every point and the specified cluster centroid [12].

Since K-medoids use real-data points (medoids) as cluster centers, it is less vulnerable to 
outliers. Using actual data points as cluster representatives directly increases the robust-
ness of k-medoids against noise and outliers. Due to its reliance on the mean of all points 
allocated to the cluster for computing cluster centers, K-means are susceptible to anoma-
lies. Outliers can dramatically affect the centroids’ positions, sometimes resulting in less-
than-ideal clustering. K-medoids can handle clusters of various sizes, densities, and shapes 
more easily since it doesn’t make any assumptions about the shape of the clusters. K-means 

Table 1  The difference between k-means and k-medoid clustering algorithms

Feature K-means K-medoids

Cluster center type Centroid (Mean of points) Medoids (Actual data point)

Cluster Shape Assumption Assumes spherical cluster shape and 
equal variance

Does not assume certain cluster shape

Data Type Only numerical data can be used with it It is applicable to both categorical and 
numerical data

Objective Minimize the SSE (Sum of Squared 
Errors), or the sum of squared distances

Reduce the dissimilarities between 
clusters of data from the dataset

Outlier sensitivity Not sensitive to outliers within the data It is outlier-resistant and can reduce the 
effect of outliers

Computational cost Less costly to implement More costly to implement

Speed Faster Slower

Noise Handling It does not cater to noise in the data Effectively reduces the noise in the data
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presupposes that clusters are spherical and have equal variance. It may have trouble with 
varying sizes and densities of clusters. This may not always be the case in real data. To 
identify the optimal medoids, pairwise dissimilarity calculations between data points are 
required in k-medoids, which makes it more computationally demanding than k-means. 
With bigger data sets, this might be more difficult. K-means is computationally efficient and 
often faster than k-medoids, especially for large data sets.

Although both algorithms are widely used for grouping data into clusters, k-means is 
more scalable and faster, but it is more susceptible to outliers and cluster shape assump-
tions. In contrast, K-medoids (PAM) do not require spherical clusters and are more resilient 
to outliers, although they come at a higher processing cost. The unique properties of your 
data and the objectives of your clustering task will determine which of these algorithms is 
best for you.

To enhance load balancing, shorten resource execution times, and boost resource utiliza-
tion rates for containers and virtual machines (VMs), the K-medoid clustering technique 
for containers is presented in this paper. The reason for choosing the K-medoid clustering 
algorithm is that the K-medoid algorithm’s resilience to noise and outliers is one of its main 
benefits. K-medoid is hence more suited for datasets with skewed or noisy distributions 
since the medoid is less impacted by extreme values because they are actual data points 
from the dataset. The interpretability of K-Medoid clustering is an additional advantage. 
Medoids can offer valuable insights into the features of each cluster because they are real 
data points. This can be especially helpful in practical applications when it’s imperative to 
comprehend the underlying patterns inside clusters. The execution time of the suggested 
solution is compared to Modified Ant Colony Optimization (MACO) for containers [13] 
and First Come First Serve (FCFS) algorithm and keeps the resource utilization of virtual 
and physical machines much improved. More precisely, the major contribution of this 
paper might be summed up as follows:

•	 Present a detailed comparison between k-medoid and k-mean clustering algorithms.
•	 Introduce and implement a K-medoid clustering algorithm for containers.
•	 Comparing the outcome of the suggested method against that of modified MACO and 

FCFS algorithms.

This paper has been structured as follows: “Related work” section explains the related 
work. “Basic K-medoid clustering algorithm” section identifies the basic k-medoid cluster-
ing technique. “K-medoid clustering algorithm for containerized cloud computing envi-
ronment” section presents the proposed k-medoid clustering technique for containers. 
“Implementation and Simulation Results section covers the implementation and simulation 
results. Finally, future work and the conclusion are discussed in “Conclusion” section.

Related work
The most recent research on the K-medoid clustering technique is reviewed in this sec-
tion. Yaobin Jiang et  al. [14] proposed a Hadoop-based parallel K-Medoids technique 
known as HK-Medoids. Although the K-Medoids clustering technique resolves the 
K-Means algorithm’s issue with handling outlier samples, its temporal complexity pre-
vents it from processing large amounts of data. Map Reduce is a huge data processing 
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paradigm for parallel programming that has been integrated into Hadoop. To surpass 
the big-data constraints, the parallel K-Medoids algorithm HK-Medoids is proposed. 
Several iterative MapReduce algorithms are present in every submitted job: The map 
phase involves assigning each sample to a cluster whose center most closely matches the 
sample; the combine phase involves calculating an intermediate center for every cluster; 
and the reduce phase involves calculating the new center. As soon as the new center 
resembles the previous one, the iterator ends. The experimental findings demonstrated 
the linear speedup and good clustering performance of the HK-Medoids algorithm for 
big data. The paper’s drawback is that the work didn’t consider platforms other than 
Hadoop.

Algorithm 1  K-medoid clustering containerized allocation algorithm for cloud computing

Input: VM list, Container list, Number of Medoids (k). 

Output: Allocation of Containers on VMs

for each container in the container-list do
Compute the values of MIPS and RAM size 

end for
Choose randomly k-medoids

for each container in the container-list do
Assign each container to the closest medoid based on the established 

distance metric
Compute the total cost.
for each cluster do

Choose a new medoid that decrease the total distance to all other 
objects in its cluster 

Swap new medoid with the previous medoid
Calculate the total cost of the new medoid
If the total cost (New medoid) < Previous medoid then 

Make the new medoid permanent
else 

Undo the swap and choose a new medoid
end for
Iterate un�l convergence 
return Container-Clusters

end for 

/ Clustering the VMs using K-medoid

for each VM in VM-list do
Get the values of MIPS and RAM size 

Apply the K-medoid clustering algorithm on the VMs 

return VM-Clusters

end for

for each container in the container-list do
Assign container to appropriate VM 

end for
send now (VM ID, Container ID)

Md. Touhidul Islam et al. [15] provide a Hybrid Genetic Algorithm (HGA), in which 
n data points are divided into k clusters. The methods employed in the k-means and 
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k-medoids algorithms of data clustering are utilized to determine the cluster centers 
of the created clusters. The sum of the Euclidean distances among every data point 
and the respective cluster centers is then utilized to determine the clustering’s fit-
ness. We have conducted experiments using the UCI Machine Learning Repository’s 
Iris, Seeds, and Ionosphere datasets. According to experimental data, the clustering 
accuracies produced by the suggested HGA were between 2.67 and 28.68% greater 
than those previously reported in the literature. The drawback is that this paper didn’t 
consider other clustering algorithms such as density-based and Hierarchal clustering 
algorithms.

Manila Gupta et  al. [16] present a strategy that takes Quality of Service (QoS) con-
siderations into account by proposing Modified Fire Hawks Gazelle Optimization 
(MFHGO) algorithm. Partitioning around K-medoids (PAKM) clustering is used to 
attain an optimal resource allocation to do this. K-means clustering is extended by the 
proposed paradigm. The JAVA program is used for exploratory analysis, while the GWA-
T-12 Bitbrains dataset is used for simulation. By contrasting the suggested resource 
allocation and clustering technique with the current systems, its efficacy is shown. The 
drawback of the proposed algorithm is that research on energy-conscious resource allo-
cation and energy-efficient computing techniques are not considered.

Heidari et  al. [17] suggested proposing three techniques to enhance K-means and 
K-medoids algorithms. These methods can automatically calculate the right number of 
clusters by taking into account the overlap space among clusters and the density of each 
cluster. They use a novel technique to identify outlier data when choosing initial centers. 
To lessen the adverse effects of outlier data on the clustering process, distinct clusters 
are taken into consideration. Clusters with non-spherical shapes can also be found using 
the NSK-means and NSK-medoids methods that have been used on many data sets. 
Additionally, they compared the simulation results with other algorithms to determine 
the ideal number of clusters, and the results were good. The data can be more precisely 
clustered into the overlap space using the CSK-means and NSK-means techniques. Data 
sets could be clustered using non-spherical clusters using the NSK-means and NSK-
medoids methods. Furthermore, the simulated results on the data set with various com-
binations of outliers demonstrate that the algorithms can identify the outliers and take 
into account different clusters for them. The suggested techniques drawback is that they 
need a lot of steps to get to the final cluster number when the input data set has a lot of 
clusters.

The previous related work neglected to take into account using the K-medoid cluster-
ing algorithm for container resource allocation in cloud computing environments, but 
this paper provides a K-medoid clustering algorithm for efficient container allocation in 
cloud computing environments.

Basic K‑medoid clustering algorithm
K-medoids [18] is an unsupervised technique for clustering unlabeled data. K-medoids, 
that is often referred to as Partitioning Around Medoids (PAM), is a commonly utilized 
clustering algorithm which selects k representative objects from a dataset to group k 
data points into clusters. K-medoid is a widely used clustering algorithm that divides 
a dataset into clusters according to how similar the data points are to one another. 
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K-medoid clustering uses the actual data points as representatives for every cluster, in 
contrast to K-means clustering, which uses data points mean to determine the centroid 
of each cluster.

The k-medoids algorithm seeks to cluster data points into k clusters with every data 
point allocated to a medoid. A medoid is a point in a dataset’s cluster where the total 
distances to all other points are as small as possible. It is the data point in a cluster 
characterized by the lowest dissimilarity with other data points and the total distance 
between each data point and its designated medoid is kept to a minimum. Each data 
point is successively assigned to the nearest medoid by the algorithm, which then 
switches the medoid of each cluster until convergence occurs. The flowchart of the 
basic k-medoid algorithm is shown in Fig. 1.

The technique starts by choosing k randomly chosen points as the starting medoids 
from the dataset. The chosen medoids define the first k clusters, and data points are 
thereafter allocated to the nearest medoids cluster. For each medoid, determine the 
total sum of the data points’ distances from their designated medoids. The cost, or 
the total sum of the differences or distances across the data points and the designated 
medoid, is next computed. Swap a non-medoid point with a medoid point, and then 
compute the cost again. If the new medoids recalculated cost is higher than the old 
one, undo the swap, and repetition is required until new medoids are used to classify 
data points without causing any changes so the algorithm converges.

K‑medoid clustering algorithm for containerized cloud computing 
environment
Multi-objectives-based container scheduling algorithms must map containers to 
VMS in an efficient way in order to optimize resource use. One method for improving 
the usage of cloud computing resources is clustering. Task scheduling is an essential 
first step in improving the overall performance of cloud computing. Clustering-based 
task scheduling techniques could be a promising solution to the previously described 
issue because they allow for the efficient scheduling of many containers based on con-
tainer multi-criteria while reducing processing time. A clustering algorithm called 
K-medoid is used by the virtual machines and containers. The k-medoid clustering 
algorithm is used to group the virtual machines and containers based on MIPS, RAM, 
and BW capacity. In order to enhance load balancing and decrease resource execu-
tion times while concurrently raising resource utilization rates, this research suggests 
using a k-Medoid clustering technique for containers. For cloud computing con-
tainers, Algorithm1 presents the pseudocode of the proposed K-Medoid clustering 
scheduling algorithm.

Implementation and simulation results
In this section, the implementation environment, performance metrics, and experi-
mental results are presented. The proposed k-medoid clustering containerized alloca-
tion algorithm is compared w.r.t Modified Ant Colony Optimization (MACO) [12] 
and FCFS algorithms using the Container CloudSim simulator.
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Implementation environment

ContainerCloudSim [19] is the first simulator program that supports Container as a 
Service and it is an extension of CloudSim. It is mostly used to test container sched-
uling and provisioning policies, as well as overbooking approaches and container 
consolidation. It offers a setting for assessing resource management strategies such 
as container placement, scheduling, and consolidation. Researchers may examine 
resource management strategies for both virtualization types OS level virtualiza-
tion, or containers, and system level virtualization, or VMs simultaneously using 
ContainerCloudSim.

Parameter setting

Using the ContainerCloudSim platform, we evaluate and compare our proposed 
K-medoid clustering scheduling method for cloud computing containers against other 
job scheduling algorithms. Table  2 shows us how to set the parameters of the sug-
gested algorithm to get the greatest performance. We initialize the number of clusters 
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Fig. 1  Basic K-medoid clustering algorithm flowchart
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k to be 3 for both containers and VMs. We use random workload traces presented in 
ContainerCloudSim to compare between the literatures algorithms and the proposed 
algorithms.

Performance metrics

Several experiments were conducted and analyzed using the following metrics in 
order to provide a thorough examination of the recommended algorithm to compare 
and assess the performance of the algorithm [20, 21]:

Total execution time: It is the length of time, expressed in seconds, needed to com-
plete an experiment. It’s the total amount of time required to complete a group of 
tasks.

Throughput: It is the quantity of tasks it can finish in a predetermined amount of 
time. A system’s throughput is used to evaluate its overall performance.

Silhouette score: The silhouette score quantifies the degree to which an item is more 
cohesive (similar to) within its own cluster than it is with other clusters (separation). 
A high number suggests that the object is well matched to its own cluster and poorly 
matched to neighboring clusters. The silhouette goes from − 1 to + 1. The clustering 
setup is useful if the majority of the objects have a high value. The clustering arrange-
ment may have too many or too few clusters if a large number of the points have low 
or negative values. Silhouette score is calculated using Eq. 1

where a is mean intra cluster distance, b is the mean nearest cluster distance.

Experimental results

To test the functionality and validity of the basic k-Medoid clustering algorithm, the 
Iris dataset [22] is used in the first experiment. The clustering visualization of the 
basic K-medoid clustering algorithm on the iris dataset is shown in Fig. 2. Although 
K-medoid is expected to perform exclusive clustering but in real datasets, clusters can 
overlap and there are often outliers that do not belong to any cluster. Since iris dataset 
is a real dataset so there is an overlap between cluster 0 and cluster 2. It is shown that 
the cluster shape is not necessarily to be in a spherical shape and this algorithm is 
sensitive to outliers and noise. Then we apply the basic k-Medoid to cluster the con-
tainers in the cloud computing environment based on the reading of the MIPS and 
RAM utilization into three clusters also we use k-Medoid to cluster the VMs then we 
assign the containers to the suitable VM.

The relative improvement of execution time is calculated w.r.t FCFS algorithm is dis-
played in Fig. 3. As a result, a positive value of relative improvement denotes poorer per-
formance and a negative value denotes a better performance. It is demonstrated that the 
suggested approach minimizes the needed time while achieving a good balance of system 
loads compared to MACO and FCFS algorithm. When number of cloudlets increased 
(700, 800, 900, 1000) the relative improvement of the proposed K-medoid algorithm w.r.t 
FCFS is about 50%, but the relative improvement of execution time of MACO w.r.t FCFs 
is about 30% when number of cloudlets are increased than 400.

(1)Silhouette score = (b− a)/max(a, b)
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Figure 4 illustrates that the suggested technique outperforms MACO and FCFS in 
terms of throughput across all cloudlets since it divide the containers into clusters 
and assign each container to the suitable VM so improve the throughput. Also it is 
sensitive to outliers and noise while MACO is computationally expensive when han-
dling large problem instances. MACO technique becomes difficult to handle real-time 
applications as the number of ants and iterations increases, increasing the algorithm’s 
execution time and memory requirements. Also in FCFS the average waiting times 
are frequently rather long causing lower efficiency and CPU utilization. The suggested 
technique performs best when there are 1000 cloudlets, which allows for the optimal 
placement of containers on virtual machines (VMs) with lower response times and 
higher throughput. When there are only 100 cloudlets, the algorithm performs worst.

Figure 5 shows the mean silhouette score of clusters A silhouette score of one indi-
cates that the clusters are well-separated and extremely dense. Overlapping clusters are 
indicated by a silhouette score of 0. A score of less than zero suggests that there may be 
errors in the data. As shown in the figure cluster 1 has the highest mean silhouette score 
(0.8) then cluster 0 (0.6) then cluster 2 (0.54).

Table 3 presents the silhouette score significance when silhouette score is near 1 as the 
case of cluster 1 so this indicates that the data points are well separated and extremely 
dense. When the silhouette score becomes nearer to 0, this means that data points of the 
clusters may be overlapped.

Conclusion
In a cloud computing system that uses containers, load balancing is essential for a num-
ber of reasons. Primarily, it guarantees that the resources dispersed among several con-
tainers are employed effectively, averting any one container from experiencing excessive 
traffic while others stay underutilized. Clustering-based task scheduling algorithms 

Table 2  ContainerCloudSim parameter setting

Type Parameters Value

Containers TYPES 3

MIPS 4658, 9320, 18,636

PES 1

RAM 128, 256, 512

BW 2500

Virtual MACHINE TYPES 4

PES 2, 4, 1, 8

RAM 1024, 2048, 4096, 8192

BW 100,000

SIZE 2500

Hosts TYPES 3

MIPS 37,274

PES 4, 8, 16

RAM 65,536, 131,072, 262,144

BW 1,000,000

STORAGE 1,000,000
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are essential for container allocation in cloud computing. These techniques aid in the 
efficient use of resources and load balancing by clustering related containers together 
according to their shared attributes. In order to improve load balancing, shorten resource 
execution times, and boost resource utilization rates all at once, this paper proposes a 

Fig. 2  Cluster visualization of the  K-medoid clustering algorithm for the Iris dataset

Fig. 3  Relative improvement in execution time w.r.t FCFS algorithm

Fig. 4  Throughput
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k-Medoid clustering technique for containers. The experimental results show that the 
proposed approach performs better than the MACO and FCFS algorithm in terms of 
throughput and execution time. Although K-medoid clustering algorithm resolves the 
issues with K-mean clustering algorithm since it is sensitive to noise and outliers but its 
time complexity compared to k-mean prevent it from processing large amount of data 
so as a future work the proposed algorithm could be parallelized. In the future, we also 
can apply the proposed algorithm on a real platform instead of utilizing simulation. We 
may also try different machine-learning techniques to optimize the placement of con-
tainers on virtual machines. Also we can test the proposed model on real workload as 
a future work. Also we can calculate the mean silhouette score of clusters values for the 
real workload experiment as a future work.

Abbreviations
SSE	� Sum of squared errors
MACO	� Modified ant colony optimization
FCFS	� First come first serve
HGA	� Hybrid genetic algorithm
QoS	� Quality of service
PAM	� Partitioning around medoids
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Fig. 5  Mean silhouette score of clusters

Table 3  Mean silhouette score significance

Medium clustering significance means that the silhouette score value becomes near zero so the data points of the clusters 
overlap

Strong clustering significance means that the silhouette score value is near one so data points are well-separated

Cluster number Silhouette score Significance

Cluster 0 0.6165 Clusters can be overlapped (Medium Clustering)

Cluster 1 0.8022 Clusters are well-separated and extremely dense 
(Strong Clustering)

Cluster 2 0.5404 Clusters can be overlapped (Medium Clustering)
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