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Abstract 

Heterogeneous scene matching is a key technology in the field of computer vision. 
The image rotation problem is popular and difficult in the field of heterogeneous 
scene matching. In this paper, a heterogeneous scene matching method based on the 
gradient direction distribution field is proposed, and distributed field theory is intro-
duced into heterogeneous scene matching for the first time. First, the distribution field 
of the gradient direction is constructed and fuzzified, and then the effective regions 
are selected. Then, the distribution field of the main direction is defined to solve the 
matching errors due to the existence of rotational transformations between hetero-
geneous source images. Third, the chi-square distance is introduced as a similarity 
measure. Finally, the hill-climbing method search strategy, which greatly improves the 
efficiency of the algorithm, is adopted. Experimental results on 8 pairs of infrared and 
visible heterogeneous images demonstrate that the proposed method outperforms 
the other state-of-the-art region-based matching methods in terms of the robustness, 
accuracy, and real-time performance.

Keywords:  Heterogeneous images, Scene matching, Distribution field, Hill-climbing 
method

1  Introduction
With the rapid progress of informatization worldwide, the demand for image informa-
tion has become increasingly strong. In recent years, image matching detection technol-
ogy has become a popular research in the field of computer vision [1–3] and is widely 
applied to various fields, such as image retrieval [4], image understanding [5], multiagent 
cooperation [6, 7] and target detection [8, 9]. Under different task conditions (such as 
climate, light intensity, shooting position, and angle), image information often has to be 
acquired through different sensors, and these images generally have differences in gray 
value, resolution, scale, or nonlinear distortion. It is a difficult research task to achieve 
accurate matching of heterogeneous source images in complex environments.

Over the years, various heterogeneous image matching methods have been proposed. 
In general, it seems that heterogeneous image matching methods are mainly classified 
into region-based matching methods, feature-based matching methods, and artificial 
neural network-based matching algorithms. Region-based matching algorithms directly 
or indirectly use the grayscale information of a region in an image as the basis of the 
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feature space and similarity metric, use the similarity metric algorithm to determine the 
correspondence between the region and the image that is to be matched, and find the 
best matching position globally. The commonly used region-based matching algorithms 
are the grayscale correlation method [10–12], maximum mutual information correlation 
method [13–15], and gradient correlation method [16]. However, these methods cannot 
solve the matching problem when the image is rotated and scaled.

Feature-based matching methods mainly use extracted local features such as the 
points [17, 18], lines [19–21], and faces [22] of an image to achieve matching. Regarding 
local invariant descriptor-based matching methods [23], the common descriptors are 
scale invariant feature transform (SIFT) [24], speeded-up robust features (SURF) [25], 
and oriented FAST and rotated BRIEF (ORB) [26]. The SURF algorithm is influenced 
by SIFT, which greatly increases the matching speed. The ORB algorithm extracts fea-
ture points quickly, but it is more sensitive than other algorithms when there are large 
rotations and scale changes between images. In the same year [27], proposed binary 
robust invariant scalable keypoints (BRISK), a binary feature description operator that 
has excellent rotation invariance, scale invariance, and good matching results for images 
with significant blur. The feature-based method has good adaptability to the geometric 
deformation, brightness variation and noise effects of images and has high accuracy. 
However, the manually designed feature descriptors do not describe the detected fea-
tures well, have weak generalization ability, lack high-level semantic information, and 
have certain limitations.

Recently, artificial neural network (ANN)-based matching algorithms [28–33] have 
been rapidly developed. Representative methods include BP neural network-based 
image matching methods [34, 35], Hopfield network-based image matching methods 
[36], annealing algorithm-based image matching methods [37], genetic algorithm-based 
image matching methods [38], and twin network-based matching methods [39–42]. The 
artificial neural network-based matching algorithm first preprocesses the image using 
some image representation algorithm and extracts a certain number of image informa-
tion features as needed. Then, according to the requirements of some constructed neural 
networks, some initial state information parameters needed by the network are selected 
and input, and the selected image features are passed to the neural network as the basic 
input parameters to start the iterative solving process of the neural network algorithm to 
complete the recognition matching or localization of the baseline and real-time images. 
However, the neural network has more parameters, the amount of data required for 
model training is large, the learning process is relatively long, and it may fall into local 
minima.

In the literature [43], Laura Sevilla-Lara proposed the application of distribution fields 
(DF) to the field of tracking with good results. The distribution field contains not only 
the grayscale information of the image but also the grayscale position information. 
Therefore, the distribution field map is a fusion of position information and grayscale 
information. Usually, when matching, the image group is blurred. However, the com-
mon blurring techniques that are currently used have much important information of 
the image lost inside, which leads to the failure of matching. The blurring of the distri-
bution field map loses almost no information of the image and is a lossless blurring. In 
addition, this blurring process increases the robustness of matching, making it possible 
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to successfully match even if there are small distortions and rotations in the real-time 
image. Thus, distribution field theory is applied in this paper to the heterogeneous 
image matching problem and successfully achieves heterogeneous image matching by 
constructing a distribution field in the gradient direction to describe the heterogeneous 
image.

Based on the above considerations, a heterogeneous image matching method is pro-
posed in this paper based on the gradient direction distribution field, which introduces 
the direction distribution field into the heterogeneous image matching process for the 
first time. By constructing the gradient direction distribution field and defining the main 
peak of the regional gradient direction histogram as the main direction of the distribu-
tion field, the rotation transformation problem of heterogeneous image matching can 
be solved well. We have conducted a series of experiments on infrared (IR) and visible 
heterogeneous images, and the results show that our method has good performance in 
terms of the robustness and detection accuracy.

The rest of the paper is organized as follows. In Sect. 2, we present the framework of 
our method and the formulation of the proposed method. We conduct a series of experi-
ments on infrared and visible heterogeneous images, and three prior methods are com-
pared to our approach in Sect. 3. The conclusions of this study are presented in Sect. 4.

2 � Methods
In this paper, distributed field theory is applied to the heterogeneous source image 
matching problem, focusing on the problem of difficult matching caused by rotational 
transformation. The images to be matched are infrared images (template images) and 
visible images (real-time images). First, the gradient direction DFs of the template image 
and the real-time image are constructed, and the robustness of matching is enhanced by 
fuzzy filtering. Second, the best-matched real-time sub-image is searched in the real-
time image using the hill-climbing method. The real-time sub-images are centered on 
the hill-climbing nodes or sub-nodes, whose sizes are the same as the template image. 
Then, the main direction DFs of the template image and the real-time sub-images are 
obtained separately and described by a one-dimensional vector. Finally, the similarity 
between the template image and the real-time sub-images is calculated using the chi-
square distance and stored in the correlation matrix. The workflow of the proposed 
matching algorithm is shown in Fig. 1.

2.1 � Description of the distribution fields

A distributed field is a combination of each pixel distributed in the corresponding field, 
which is a division of pixel points into gray levels. This distribution defines the prob-
ability information of a pixel to appear on each feature map. Taking a grayscale image as 
an example, the grayscale level is 0–256, the 256 grayscale levels can be divided into N 
intervals, and the pixel points corresponding to each grayscale interval contain not only 
grayscale information but also location information.

The distribution field map of an image can be represented as an 2+ N  dimensional 
matrix d , with the 2 dimensions representing the length and width of the image and the 
other N dimensions representing the set number of feature space dimensions. In other 
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words, if the size of an image is m× n , then its distribution field map d is represented as a 
m× n× N  3-dimensional matrix. The distribution field is shown in Fig. 2.

Calculating the distribution field map of an image is equivalent to calculating the Kro-
necker delta pulse function at the geometric location of each pixel. It can be formulated by

where I(i, j) = k is the gray value of the pixel with the coordinate (i, j) in the image, and 
d(i, j, k) is the value of the pixel with the coordinate (i, j) in the image on the k feature 
layer. It follows that d(i, j, k) takes the value of 1 or 0 and the values at each position (i, j) 
in the K  layer sum to 1:

(1)d i, j, k =
1 I(i, j) = k

0 otherwise
,

(2)
N
∑

k=1

d(i, j, k) = 1.
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The target shown in Fig. 3 is used as an example to analyze its distribution field. Since the 
distribution field needs to be fuzzy for each layer and for the convenience of calculation, the 
field distribution map of the target is calculated in the square area in this paper.

Figure 4 shows the individual feature layers of the target of Fig. 3. To understand the fea-
ture layers more intuitively, the 256 Gy levels of the image are compressed to 8, so there are 
8 feature layers, with Layers 1 to 4 in the first row from left to right and Layers 5 to 8 in the 
second row from left to right.

As seen from Fig. 4, an image can be represented as a layer distribution field map, but 
most of the information of the image is not lost. This is the first step in constructing the 
distribution field map, which is equivalent to redescribing the original image. Next, to pre-
vent the location information from losing its generality, the image needs to be blurred, i.e., 
Gaussian convolutional filtering is introduced for both horizontal and vertical Gaussian fil-
tering of the distribution field map.

The first transverse filtering Is performed, and ds(k) is obtained after convolution of the k 
feature layer:

where ds(k) denotes the new feature layer after the k feature layer is convolved with 
the Gaussian filter; d(k) is the feature layer before convolution; h is a two-dimensional 
Gaussian filter with the standard deviation σs ; and * is the convolution symbol.

(3)ds(k) = d(k) ∗ hσs ,

Fig. 3  Example image

Fig. 4  Eight feature layers of the target
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Figure 5 shows the effect of convolving each of the eight feature layers with a Gaussian 
filter with a standard deviation of 9 pixels.

Compared with Fig. 4, it can be seen that before convolution, if the value of a position 
on the k feature layer is 1, it indicates that the gray value at this position on the original 
image falls in the k interval of N intervals; after convolution, if the value of a position on 
the k feature layer is not 0, it indicates that the gray value at a position near this posi-
tion on the original image falls in the k interval of N intervals. This shows that Gauss-
ian filtering of the feature layer introduces the uncertainty of the position into the field 
distribution map. This method only loses the exact position information and does not 
lose the grayscale information in the original image. This will have some effect on the 
matching error during the matching process and can enhance the robustness of the algo-
rithm, making it possible to successfully match even in the presence of small rotational 
transformations.

In Eq. (3), if the Gaussian function hσs is considered a probability distribution function, 

then after convolution, ds(k) satisfies the properties of 
N
∑

k=1

ds
(

i, j, k
)

= 1 and still satisfies 

the requirements of the distribution field.
The Gaussian filtering of the x and y coordinate directions of each distribution field 

feature layer increases the uncertainty of the position in the above discussion. Based on 
the same thinking consideration, Gaussian filtering of the distribution field feature space 
can be understood as Gaussian filtering of the z coordinate direction to increase the 
uncertainty of the features. In this way, theoretically blurring the distribution of gray-
scale information in a certain layer of the distribution field allows the description of the 
image to adapt to the motion of subpixels and partial brightness variations, which can 
enhance the robustness of the algorithm to some extent. Therefore, it is next necessary 
to filter the feature layer with a one-dimensional Gaussian filter:

where h in the above equation is a one-dimensional Gaussian filter with the standard 
deviation σf . The final field distribution obtained from the example image of Fig.  3 is 
shown in Fig. 6.

(4)dss
(

i, j
)

= ds
(

i, j
)

∗ hσf ,

Fig. 5  Feature layers of the image after the first convolution
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At this point, the field distribution map of an image is calculated, and the calcula-
tion is shown in Fig. 7. From the calculation, it can be summarized that the process of 
calculating the distribution field map is the process of introducing uncertainty into the 
field distribution map: first, convolution in the direction of the two coordinate axes of 
the image introduces the uncertainty of the position; second, convolution in the feature 
space introduces the uncertainty of the grayscale information. In other words, the image 
represented using the distribution field map is insensitive to smaller position changes 
and grayscale changes and has good adaptability to position translations, rotations and 
occlusions within a certain range.

2.2 � Construction of the gradient direction DF

For any 2D image Ix,y, ∇Ix = ∂I/∂x and ∇Iy = ∂I/∂y are its corresponding horizontal 
and vertical direction gradients, which can be obtained through common first-order or 
second-order differential operators, such as the Roberts operator, Sobel operator, and 
Prewitt operator. In this paper, we do not need to denoise the image [44], but the flat 
region with a small gradient is regarded as a background susceptible to noise interfer-
ence, and its gradient direction is defined as 0. The true 0-gradient direction is defined 
as π , and then the gradient direction is quantized to [0,180], which is expressed by the 
following equation:

(5)θ Ix,y =







angle(Vx,y) if (∇Iy �= 0 ∩ Gx,y > τ)

π if (∇Iy = 0 ∩ Gx,y > τ)

0 if Gx,y < τ
,

Fig. 6  Each feature layer of the small target after the second convolution
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where angle(x) is the phase angle finding function of vector x ; sign(∇Iy) is the gradi-
ent sign in the vertical direction; i is the complex unit; Gx,y is the gradient amplitude; 
and τ is the gradient amplitude threshold, which is used to distinguish the low ampli-
tude flat region from the effective gradient region. Moreover, this algorithm can take 
τ ∈ [0.1 ∼ 0.4].

Next, we construct a DF for the gradient direction, because the image rotation will gen-
erate a part of the 0 region at the edge. To prevent this region from affecting the matching 
accuracy and robustness, we only construct a DF for the points with a gradient direction 
greater than zero. Taking N = 18, we divide [1,180] into 18 levels equally, and each level cor-
responds to one layer of DF; that is, any image Ix,y will be represented as 18 layers of DF, and 
the value of each point in the first layer indicates the probability that the gradient direction 
of Ix,y is included in the range of [1, 10] . In addition, we can construct 18 layers of gradient 
direction DF, that is

Finally, the DF feature space is filtered to introduce the ambiguity of the position and 
the ambiguity of the gray intensity into the distribution field map. This process only loses 
the exact information and does not introduce the wrong position information into the DF. 
In the case of smaller deformations, matching still occurs correctly, which enhances the 
robustness.

2.3 � Main direction DF

The image principal direction characterizes the orientation of the image content and is 
a subjective concept in image processing. It can be defined as the texture direction of an 
image, the direction of a backbone, or the direction of a family of gradient vectors, and this 
artificially defined direction feature is sufficient as long as it has stable rotational invari-
ance. The principal direction difference between two images characterizes the rotation 
angle between the images, according to whether the images can be rotationally corrected 
and then if the search is matched.

The classical gradient direction histogram-based principal direction estimation method 
is the most widely used. The method counts the gradient direction distribution (histogram) 
within a rectangular region and defines the most numerous classes of directions (main 
peaks) as the principal direction of the region.

Similar to the histogram statistics, the main direction of the DF is defined in this paper 
as the DF feature layer with the largest sum of probabilities of occurrence in the gradient 
direction, denoted by n . The calculation process is as follows:

(6)Vx,y = sign(∇Iy) · (∇Ix + i∇Iy),Gx,y =
∣

∣Vx,y

∣

∣,

(7)d(i, j, k) =

{

1 θ Ii,j ∈ [10 ∗ (k − 1)+ 1, 10 ∗ k]

0 otherwise
.

(8)dsumk =

i=m,j=n
∑

i=1,j=1

ds(i, j, k) k = 1, 2, . . . 18,

(9)[mlaysum, n] = max(dsum),
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where dsumk is the probability statistics of the DF at the k layer; dsum is the matrix stor-
ing the probability sum of each DF layer; mlaysum is the maximum value in dsum ; and n 
is the value of k corresponding to the maximum dsum.

2.4 � Similarity metric

The previous section describes how to determine the principal direction R of the tem-
plate image and the principal direction R′ of the real-time sub-image, and the approxi-
mate rotation angle of the real-time sub-image with respect to the template image can 
be obtained from the difference ∇R =

∣

∣R− R′
∣

∣ between the two. The template image is 
rotated ∇R and ∇R+ 180 to construct the DF and described by a one-dimensional col-
umn vector, denoted as x . The feature vector of the real-time sub-image is denoted by y.

There are many methods used to measure the correlation of two feature vectors, such 
as the Euclidean distance, Marxian distance, parametric and Eulerian distance, which 
have their own advantages and disadvantages and cannot be fully applied to the method 
in this paper. Moreover [45], introduces the chi-square distance formula, which can 
achieve good results in measuring the similarity of two eigenvectors:

where χ2(x, y) denotes the chi-square distance of two vectors x, y , and x, y are the cor-
responding elements in the two vectors. From the equation, the chi-square distance 
calculates the ratio of the variance of the corresponding elements to the sum of the ele-
ments, and a smaller ratio indicates that the closer the distance is, the higher the simi-
larity, while the Euclidean distance only considers the difference in the corresponding 
elements. During the experiment, it was found that the robustness of using the Euclid-
ean distance as the similarity discriminator could not meet the matching requirements, 
and mismatching occurred, while the chi-square distance could better meet the require-
ments of the method in this paper.

2.5 � Hill‑climbing method

To improve the operation speed and enhance the practicality of the matching algorithm 
in this paper, the hill-climbing method is used for fast search. The algorithm in this 
paper uses the chi-square distance as the similarity measure, and a larger value indicates 
a lower similarity of two images. Thus, the chi-square distance is further processed in 
this paper to invert the correlation surface. Furthermore, the best matching point can be 
seen more intuitively.

Inverting the correlation surface diagram using Eq. (11) enables better visualization of 
the best matching points in the correlation surface diagram. Figure 8 gives a schematic 
diagram of the correlation surface for the hill-climbing method.

The initial hill-climbing nodes in the DF of the real-time image are shown in Fig. 9. 
The blue window represents the real-time sub-image, the black nodes are the initial hill-
climbing nodes, and the red nodes are the hill-climbing sub-nodes. The hill-climbing 

(10)χ2(x, y) =
∑ (xi − yi)

2

(xi + yi)
,

(11)dist = exp(kχ2) θ ∈ (0, 360).
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sub-nodes are obtained by expanding the hill-climbing node as the center in four direc-
tions: up, down, left, and right. Each hill-climbing node and sub-node corresponds to 
a real-time sub-image. The hill-climbing method starts from the initial node and com-
bines the 4 adjacent sub-nodes to calculate the similarity of the corresponding 5 real-
time sub-images and the template image. The centroid of the real-time subgraph with 
the highest similarity is used as the next hill-climbing node. With this centroid used as 
the center, the 4 sub-nodes are re-expanded. This is iteratively calculated until the target 
matching point is searched. If the target matching point cannot be found, the search is 
restarted from an intermediate state and proceeds along a suboptimal branching path. 
Figure 10 shows a schematic diagram of the hill-climbing process.

3 � Results and discussion
To conduct a more comprehensive and objective performance test of the match-
ing algorithm based on the gradient direction DF, the experiments were conducted 
using eight sets of IR and visible images taken in the field. Moreover, the test images 
are shown in Figs.  11 and 12, where Fig.  11 shows the IR template image with size 
108 × 168 and Fig. 12 shows the visible real-time image with size 256 × 256. The coor-
dinates of the theoretical matching centroids are shown in Table 1. First, the matching 

Fig. 8  Example of the correlation surface to the hill-climbing method

Fig. 9  Diagram of the initial hill-climbing node
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of this algorithm is tested for the case of the translation transformation only to verify 
the correctness of the theory of this algorithm; then, to solve the matching problem 
of rotation transformation, the relationship between the main direction map of the 
distribution field and the rotation angle is analyzed. Finally, the matching robustness 
in the case of the random angle transformation is experimentally verified, and the 
advantages and disadvantages of this algorithm are analyzed by comparing the match-
ing algorithms based on mutual information.

Fig. 10  Diagram of the hill-climbing process

Fig. 11.  108 × 168 pixel infrared template images

Fig. 12.  256 × 256 pixel real-time visible images
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3.1 � Translational transformation matching effect

The effectiveness of this algorithm is verified by first testing the matching in the pres-
ence of translational transformations only. The matched correlation surfaces are 
shown in Fig. 13, where the correlation surface plots are shown from left to right and 
from top to bottom for the groups of images numbered 1–8. It is obvious from the fig-
ure that the highest peak of the surface is very prominent, and the peak corresponds 
to a unique coordinate position. Therefore, it can be concluded from the correlation 
surface plots that the algorithm in this paper is robust and adaptable and can com-
plete the correct matching between heterogeneous source images. The main direction 
of the distribution field of the infrared template image is calculated during the experi-
ment and expressed by n. The matching results are shown in Fig. 14.

3.2 � Rotation transformation matching effect

Since the distribution field itself is not rotationally invariant and there is usually a 
certain angular difference between the heterogeneous image sets, solving the rotation 
transformation is the most critical and challenging challenge in the field of heteroge-
neous image matching. In this paper, the experiments simulate the actual rotational 
transformation by rotating the visible real-time images, where each real-time image 
is rotated randomly by a certain angle θ , and θ ∈ (0, 360) . In the matching process, 
the difference between the main direction of the real-time sub-image and the main 
direction n of the template image can be calculated as the index of the lookup table, 
which is equivalent to this rotational transformation of the template image. Then, the 
similarity measure is calculated to match the correlation surfaces, as shown in Fig. 15. 
The results are shown in Fig. 16, where the groups 1–8 are rotated by degrees of 70, 
163, − 138, − 88, 155, 18, − 43, and 92, respectively.

Table 1  Coordinates of the theoretical matching center point

Group number 1 2 3 4 5 6 7 8

Center point (126, 129) (120, 100) (92, 141) (159, 126) (104, 129) (124, 112) (172, 122) (150, 125)

Fig. 13  Matching correlation surfaces under translational change
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3.3 � Experimental results and comparison

To test the proposed algorithm more comprehensively, the matching method based 
on the Bayesian mutual information (BayesMI) method, normalized cross correlation 
(NCC) method, sum of absolute differences (SAD) method, and sum of absolute trans-
formed difference (SATD) method are selected for the experimental comparison. The 
test images are the 8 sets of heterogeneous images that are shown in Figs. 11 and 12. The 
visible images in each group are randomly rotated 10 times and then matched with the 
template image. Finally, the matching success rate, matching error and average elapsed 
time are counted.

From the comparison in Table  2, it can be seen that the proposed algorithm has a 
higher success rate, smaller average error and less time consumption for the matching 
problem in the presence of rotational transformations of heterogeneous source images. 
The BayesMI method has a higher matching success rate but has a poor real-time perfor-
mance. The SAD method runs the fastest but has a low matching success rate. The NCC 
method balances the matching success rate, matching error and real time. However, the 
advantages are not significant. The main reason for the error of the proposed algorithm 
is that, in the rotation matching process, the rotation angle of the template image, which 

Fig. 14  Matching results under translation transformation

Fig. 15  Matching correlation surfaces under rotational transformations
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is calculated based on the difference of the main direction, is somewhat different from 
the rotation angle of the real-time image. For example, the real-time image is rotated by 
48°, while the template image is rotated by 50° in the matching process. Then, the simi-
larity metric is performed with the real-time sub-image. Compared with the proposed 
algorithm, various other algorithms can only solve the heterogeneous matching problem 
in the case of horizontal displacement. Moreover, the matching results are poor for the 
case of rotational stretching, while the proposed algorithm can solve the matching prob-
lem well in the case of rotation.

4 � Conclusion
In this paper, we propose a novel heterogeneous scene matching method based on the 
gradient direction distribution field. By constructing the gradient direction distribu-
tion field to redescribe the heterogeneous images and defining the main direction of the 

Fig. 16  Matching results under rotational changes

Table 2  Statistics of the experimental results

Methods Group 1 2 3 4 5 6 7 8 Average value

Our method Success rate/% 100 100 90 80 100 90 90 100 94.00

Average error 2.8 2.6 2.2 3.4 2.6 2.5 3.0 2.3 2.70

Time spent/s 2.75 2.82 2.76 2.68 2.72 2.92 2.66 2.74 2.76

BayesMI method Success rate/% 95 0 95 50 30 90 80 90 66.25

Average error 6.6 11.3 4.3 18.0 5.5 8.4 8.6 9.7 9.05

Time spent/s 36.26 30.68 44.90 14.35 35.11 32.76 52.49 15.55 32.76

NCC method Success rate/% 80 0 90 50 70 70 60 30 56.25

Average error 7.8 15.6 3.2 4.8 4.0 6.8 10.8 16.7 8.70

Time spent/s 9.13 8.31 12.17 3.94 10.01 8.25 12.18 3.86 9.73

SAD method Success rate/% 0 0 0 100 0 70 0 90 32.50

Average error 14.5 7.9 9.4 1.2 13.9 10.4 13.5 8.6 9.90

Time spent/s 1.47 1.48 1.46 1.47 1.46 1.46 1.51 1.46 1.47

SATD method Success rate/% 80 90 30 10 100 90 90 60 68.75

Average error 4.9 1.7 5.4 5.4 4.0 2.7 5.4 8.2 4.70

Time spent/s 2.84 2.84 2.86 2.86 2.86 2.85 2.85 2.86 2.85
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distribution field, the matching problem between heterogeneous images with rotation 
transformations is solved. The similarity measure of the chi-square distance combined 
with the hill-climbing method search strategy improves the matching speed. Compared 
with the state-of-the-art region-based matching methods, the experimental results 
show that the proposed matching method has better robustness, accuracy and real-time 
performance.
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