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Abstract

Machine learning with big data often involves large optimization models. For distributed optimiza-
tion over a cluster of machines, frequent communication and synchronization of all model parameters
(optimization variables) can be very costly. A promising solution is to use parameter servers to store
different subsets of the model parameters, and update them asynchronously at different machines
using local datasets. In this paper, we focus on distributed optimization of large linear models with
convex loss functions, and propose a family of randomized primal-dual block coordinate algorithms
that are especially suitable for asynchronous distributed implementation with parameter servers. In
particular, we work with the saddle-point formulation of such problems which allows simultaneous
data and model partitioning, and exploit its structure by doubly stochastic coordinate optimization
with variance reduction (DSCOVR). Compared with other first-order distributed algorithms, we
show that DSCOVR may require less amount of overall computation and communication, and less
or no synchronization. We discuss the implementation details of the DSCOVR algorithms, and
present numerical experiments on an industrial distributed computing system.

1. Introduction

Algorithms and systems for distributed optimization are critical for solving large-scale machine
learning problems, especially when the dataset cannot fit into the memory or storage of a single
machine. In this paper, we consider distributed optimization problems of the form

minimize % ; fi(X;w) + g(w), (D

weRd

where X; € RVNi*4 js the local data stored at the ith machine, fi: RYi — Ris a convex cost function
associated with the linear mapping X;w, and g(w) is a convex regularization function. In addition,
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we assume that g is separable, i.e., for some integer n > 0, we can write

n
gw) = > gk(we), @)
k=1
where g : R% — R, and wy € R% for k = 1, ..., n are non-overlapping subvectors of w € R?

with 37!, dy = d (they form a partition of w). Many popular regularization functions in machine
learning are separable, for example, g(w) = (/1/2)||w||§ or g(w) = A||lw]|; for some 4 > 0.

An important special case of (1) is distributed empirical risk minimization (ERM) of linear
predictors. Let (x1,y1),...,(xn,yn) be N training examples, where each x; € R is a feature
vector and y; € Ris its label. The ERM problem is formulated as

1

N
.. T
mgzlgligze v Jz:; ol (xj w) + g(w), 3)

where each ¢; : R — Ris aloss function measuring the mismatch between the linear prediction xjrw

and the label y;. Popular loss functions in machine learning include, e.g., for regression, the squared
loss ¢;(2) = (1/2)(t - yj)Q, and for classification, the logistic loss ¢;(r) = log(1 +exp(—y;t)) where
y; € {#1}. In the distributed optimization setting, the N examples are divided into m subsets, each
stored on a different machine. For i = 1,...,m, let I; denote the subset of {1,..., N} stored at
machine i and let N; = |Z;| (they satisfy 3., N; = N). Then the ERM problem (3) can be written
in the form of (1) by letting X; consist of xjr with j € 7; as its rows and defining f; : R¥ — R as

filug) =5 Y 4wy, )

Jel;

where uz. € RV is a subvector of u € RY, consisting of u; with j € 7;.

The nature of distributed algorithms and their convergence properties largely depend on the
model of the communication network that connects the m computing machines. A popular setting in
the literature is to model the communication network as a graph, and each node can only communicate
(in one step) with their neighbors connected by an edge, either synchronously or asynchronously (e.g.,
Bertsekas and Tsitsiklis, 1989; Nedi¢ and Ozdaglar, 2009). The convergence rates of distributed
algorithms in this setting often depend on characteristics of the graph, such as its diameter and the
eigenvalues of the graph Laplacian (e.g. Xiao and Boyd, 2006; Duchi et al., 2012; Nedic¢ et al., 2017;
Scaman et al., 2017). This is often called the decentralized setting.

Another model for the communication network is centralized, where all the machines participate
synchronous, collective communication, e.g., broadcasting a vector to all m machines, or computing
the sum of m vectors, each from a different machine (AllReduce). These collective communication
protocols hide the underlying implementation details, which often involve operations on graphs.
They are adopted by many popular distributed computing standards and packages, such as MPI
(MPI Forum, 2012), MapReduce (Dean and Ghemawat, 2008) and Aparche Spark (Zaharia et al.,
2016), and are widely used in machine learning practice (e.g., Lin et al., 2014; Meng et al., 2016).
In particular, collective communications are very useful for addressing data parallelism, i.e., by
allowing different machines to work in parallel to improve the same model w € R using their local
dataset. A disadvantage of collective communications is their synchronization cost: faster machines
or machines with less computing tasks have to become idle while waiting for other machines to
finish their tasks in order to participate a collective communication.
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One effective approach for reducing synchronization cost is to exploit model parallelism (here
“model” refers to w € R, including all optimization variables). The idea is to allow different
machines work in parallel with different versions of the full model or different parts of a common
model, with little or no synchronization. The model partitioning approach can be very effective for
solving problems with large models (large dimension d). Dedicated parameter servers can be set
up to store and maintain different subsets of the model parameters, such as the w;’s in (2), and be
responsible for coordinating their updates at different workers (Li et al., 2014; Xing et al., 2015).
This requires flexible point-to-point communication.

In this paper, we develop a family of randomized algorithms that exploit simultaneous data and
model parallelism. Correspondingly, we adopt a centralized communication model that support
both synchronous collective communication and asynchronous point-to-point communication. In
particular, it allows any pair of machines to send/receive a message in a single step, and multiple
point-to-point communications may happen in parallel in an event-driven, asynchronous manner.
Such a communication model is well supported by the MPI standard. To evaluate the performance
of distributed algorithms in this setting, we consider the following three measures.

» Computation complexity: total amount of computation, measured by the number of passes
over all datasets X; fori = 1,. .., m, which can happen in parallel on different machines.

* Communication complexity: the total amount of communication required, measured by the
equivalent number of vectors in R sent or received across all machines.

* Synchronous communication: measured by the total number of vectors in R? that requires
synchronous collective communication involving all m machines. We single it out from the
overall communication complexity as a (partial) measure of the synchronization cost.

In Section 2, we introduce the framework of our randomized algorithms, Doubly Stochastic
Coordinate Optimization with Variance Reduction (DSCOVR), and summarize our theoretical
results on the three measures achieved by DSCOVR. Compared with other first-order methods for
distributed optimization, we show that DSCOVR may require less amount of overall computation
and communication, and less or no synchronization. Then we present the details of several DSCOVR
variants and their convergence analysis in Sections 3-6. We discuss the implementation of different
DSCOVR algorithms in Section 7, and present results of our numerical experiments in Section 8.

2. The DSCOVR Framework and Main Results

First, we derive a saddle-point formulation of the convex optimization problem (1). Let f; be the
convex conjugate of f;,i.e., fi(a;) = SUpP,, crNi {al.Tui - fi(u,-)}, and define

1 1 <
Liw,@) = — > of Xiw—=— 3" f7(a) +g(w), )
i miA
where @ = [a1;...;@,] € RY. Since both the f;’s and g are convex, L(w, @) is convex in w and
concave in . We also define a pair of primal and dual functions:
1 m
P(w) = max L(w,@) = — > fi(Xow) +g(w), (©6)
aeRN m P
1 < 1 <
D = in L s = - — * DN — o —— X'T'), 7
@ = min Lone) = =23 (@) ¢ o 2K )
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Figure 1: Partition of primal variable w, dual variable «, and the data matrix X.

where P(w) is exactly the objective function in (1)! and g* is the convex conjugate of g. We assume
that L has a saddle point (w*, a*), that is,

L(w*, @) < L(w*,a*) < L(w,a*), Y(w,a) € RE xRV,

In this case, we have w* = argmin P(w) and * = argmin D(«), and P(w*) = D(a™).
The DSCOVR framework is based on solving the convex-concave saddle-point problem

min max L(w,a). ()
weRd aeRN

Since we assume that g has a separable structure as in (2), we rewrite the saddle-point problem as

min, {100 )l Xuwe = L7 + D swtono| ©

i=1 k=1

where X;x € RVi*4 for k = 1,...,n are column partitions of X;. For convenience, we define
the following notations. First, let X = [X;;...;X,,] € RYV*4 be the overall data matrix, by
stacking the X;’s vertically. Conforming to the separation of g, we also partition X into block
columns X.x € RV*4 for k = 1,...,n, where each X;x = [Xik:...; Xmk] (stacked vertically). For
consistency, we also use X;. to denote X; from now on. See Figure 1 for an illustration.

We exploit the doubly separable structure in (9) by a doubly stochastic coordinate update
algorithm outlined in Algorithm 1. Let p = {p1,...,pm} and g = {q1, ..., gn} be two probability
distributions. During each iteration 7, we randomly pick an index j € {1,. .., m} with probability p;,
and independently pick an index [ € {1, ..., n} with probability ¢;. Then we compute two vectors
uj(.t D ¢ RN and vl(t”) € R¥% (details to be discussed later), and use them to update the block
coordinates «; and w; while leaving other block coordinates unchanged. The update formulas
in (10) and (11) use the proximal mappings of the (scaled) functions f;.‘ and g; respectively. We

1. More technically, we need to assume that each f; is convex and lower semi-continuous so that fi** = fi (see, e.g.,
Rockafellar, 1970, Section 12). It automatically holds if f; is convex and differentiable, which we will assume later.
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Algorithm 1 DSCOVR framework

input: initial points w© @© and stepsizeso; fori=1,...,mand p fork =1,...,n.
1: forr=0,1,2,...,do
2: pick j € {1,...,m}and [ € {1,...,n} randomly with distributions p and g respectively.
3. compute variance-reduced stochastlc gradients u(t“) and vl(t“).
4: update primal and dual block coordinates:
1 s .
(t+)  _ prox, s ( _( ) T OjU; WYy i =,
a/i - (l‘) I ap e . (10)
a;’, ifi #j,
ary | proxg, (w? — o™y itk =1,
Wi = ) (11)
Wi ifk #1.
5: end for

recall that the proximal mapping for any convex function ¢ : R — R U {co} is defined as

prox,(v) = arg min {¢(u) + 5l v||2}

ueR9

(t+1) (t+1) ;

There are several different ways to compute the vectorsu; ~* and v;"" " in Step 3 of Algorithm 1.
They should be the partial gradients or stochastic gradients of the b111near coupling term in L(w, @)
with respect to a; and w; respectively. Let

m n
Kw,a) = al Xw = Z Z a/l-TXl-kwk,
i=1 k=1
which is the bilinear term in L(w, @) without the factor 1/m. We can use the following partial
gradients in Step 3:
GK(w(t) (t))
S(1+1) _ (t)
i ZX wy
k=l (12)
(t+l) 1 (9K(W(t) a®)y 1 Z(X ) o)

m ow; B —

We note that the factor 1/m does not appear in the first equation because it multiplies both K (w, @)
and f;‘(a 7) in (9) and hence does not appear in updating @ ;. Another choice is to use

1
(t+1) _ (€2]
u; =—X;w,’,
J qi S

1 11 a3)
= —=xp"a),
m

! .
J

which are unbiased stochastic partial gradients, because

1 —(t+1
[V qu_ Xjow® = Zkam e,

1 =(t+1
v Zplp — (X af" = Z(XinTaf.” =7,
i=1 ! =
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Figure 2: Simultaneous data and model parallelism. At any given time, each machine is busy
updating one parameter block and its own dual variable. Whenever some machine is
done, it is assigned to work on a random block that is not being updated.

where E; and E; are expectations with respect to the random indices j and [ respectively.

It can be shown that, Algorithm 1 converges to a saddle point of L(w, @) with either choice (12)
or (13) in Step 3, and with suitable step sizes o; and 7. It is expected that using the stochastic
gradients in (13) leads to a slower convergence rate than applying (12). However, using (13) has the
advantage of much less computation during each iteration. Specifically, it employs only one block
matrix-vector multiplication for both updates, instead of n and m block multiplications done in (12).

More importantly, the choice in (13) is suitable for parallel and distributed computing. To see
this, let (j, 1)) denote the pair of random indices drawn at iteration ¢ (we omit the superscript ()
to simplify notation whenever there is no confusion from the context). Suppose for a sequence
of consecutive iterations ¢, . ..,t + s, there is no common index among j ® . j(’”), nor among
1@, ..., 10%5) then these s + 1 iterations can be done in parallel and they produce the same updates
as being done sequentially. Suppose there are s + 1 processors or machines, then each can carry out
one iteration, which includes the updates in (13) as well as (10) and (11). These s + 1 iterations
are independent of each other, and in fact can be done in any order, because each only involve one
primal block w;) and one dual block a @0, for both input and output (variables on the right and left
sides of the assignments respectively). In contrast, the input for the updates in (12) depend on all
primal and dual blocks at the previous iteration, thus cannot be done in parallel.

In practice, suppose we have m machines for solving problem (9), and each holds the data matrix
X;. in memory and maintains the dual block «;, fori = 1,...,m. We assume that the number of
model partitions » is larger than m, and the n model blocks {wy, ..., w,} are stored at one or more
parameter servers. In the beginning, we can randomly pick m model blocks (sampling without
replacement) from {wy, ..., w,}, and assign each machine to update one of them. If machine i is
assigned to update block k, then both a; and wy, are updated, using only the matrix X;z; moreover, it
needs to communicate only the block wy with the parameter server that are responsible to maintain
it. Whenever one machine finishes its update, a scheduler can randomly pick another parameter
block that is not currently updated by other machines, and assign it to the free machine. Therefore
all machines can work in parallel, in an asynchronous, event-driven manner. Here an event is
the completion of a block update at any machine, as illustrated in Figure 2. We will discuss the
implementation details in Section 7.
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The idea of using doubly stochastic updates for distributed optimization in not new. It has
been studied by Yun et al. (2014) for solving the matrix completion problem, and by Matsushima
et al. (2014) for solving the saddle-point formulation of the ERM problem. Despite their nice
features for parallelization, these algorithms inherit the O(1/ V1) (or O(1/t) with strong convexity)
sublinear convergence rate of the classical stochastic gradient method. They translate into high
communication and computation cost for distributed optimization. In this paper, we propose new
variants of doubly stochastic update algorithms by using variance-reduced stochastic gradients
(Step 3 of Algorithm 1). More specifically, we borrow the variance-reduction techniques from SVRG
(Johnson and Zhang, 2013) and SAGA (Defazio et al., 2014) to develop the DSCOVR algorithms,
which enjoy fast linear rates of convergence. In the rest of this section, we summarize our theoretical
results characterizing the three measures for DSCOVR: computation complexity, communication
complexity, and synchronization cost. We compare them with distributed implementation of batch
first-order algorithms.

2.1. Summary of Main Results

Throughout this paper, we use || - || to denote the standard Euclidean norm for vectors. For matrices,
|| - || denotes the operator (spectral) norm and || - || denotes the Frobenius norm. We make the
following assumption regarding the optimization problem (1).

Assumption 1 Each f; is convex and differentiable, and its gradient is (1/7y;)-Lipschitz continuous,
ie.,

1
Vi) =V < —llu=vl, YuveRM, i=1...,m (14)
Yi

In addition, the regularization function g is A-strongly convex, i.e.,
’ T (.., A ’ 2 ’ d
gw)y = gw)+& (w —w)+§||w—w||, V&éedg(w), w,weR".

Under Assumption 1, each f is y;-strongly convex (see, e.g., Hiriart-Urruty and Lemaréchal, 2001,
Theorem 4.2.2), and L(w, a) defined in (5) has a unique saddle point (w*, a*).

The condition (14) is often referred to as f; being 1/y;-smooth. To simplify discussion, here we
assume y; = y fori = 1,..., m. Under these assumptions, each composite function f;(X;w) has a
smoothness parameter || X; 12/ v (upper bound on the largest eigenvalue of its Hessian). Their average
(1/m) 2™, fi(X;w) has a smooth parameter ||X 12/ (my), which no larger than the average of the
individual smooth parameters (1/m) Zml I1X; 11 /v. We define a condition number for problem (1)
as the ratio between this smooth parameter and the convexity parameter A of g:

IXI12 1 < Xz P ||X||m
— 15
Kbar = '"Zl (15)

mAdy ~ Ay

where || X|lmax = max;{||X;:||}. This condition number is a key factor to characterize the iter-
ation complexity of batch first-order methods for solving problem (1), i.e., minimizing P(w).
Specifically, to find a w such that P(w) — P(w*) < €, the proximal gradient method requires
O ((1 + kpay) log(1/€)) iterations, and their accelerated variants require O ((1 + /kpar) log(1/ 6))
iterations (e.g., Nesterov, 2004; Beck and Teboulle, 2009; Nesterov, 2013). Primal-dual first order
methods for solving the saddle-point problem (8) share the same complexity (Chambolle and Pock,
2011, 2015).



X140, Yu, LIN AND CHEN

Algorithms

Computation complexity
(number of passes over data)

Communication complexity
(number of vectors in R%)

batch first-order methods
DSCOVR

(1 + Kbar) log(1/€)
(1 + krana/m) log(1/€)

m(1 + Kpar) log(1/€)
(m + Krand) 10g(1/€)

accelerated DSCOVR

accelerated batch first-order methods

(1 + Ko ) log(1/e)
(1 + Vkrana/m) log(1/€)

m (1 + y/Kpar) log(1/€)
(m + i Keana) log(1/€)

Table 1: Computation and communication complexities of batch first-order methods and DSCOVR
(for both SVRG and SAGA variants). We omit the O(-) notation in all entries and an extra
log(1 + krang/m) factor for accelerated DSCOVR algorithms.

A fundamental baseline for evaluating any distributed optimization algorithms is the distributed
implementation of batch first-order methods. Let’s consider solving problem (1) using the proximal
gradient method. During every iteration ¢, each machine receives a copy of w® € R? from a
master machine (through Broadcast), and computes the local gradient zl@ = Xl.TV fi(X;w®) e RY,
Then a collective communication is invoked to compute the batch gradient 7 = (1/m) ity zl@ at
the master (Reduce). The master then takes a proximal gradient step, using z'*) and the proximal
mapping of g, to compute the next iterate w’*!) and broadcast it to every machine for the next
iteration. We can also use the AllReduce operation in MPI to obtain z*) at each machine without
a master. In either case, the total number of passes over the data is twice the number of iterations
(due to matrix-vector multiplications using both X; and Xl.T), and the number of vectors in R?
sent/received across all machines is 2m times the number of iterations (see Table 1). Moreover, all
communications are collective and synchronous.

Since DSCOVR is a family of randomized algorithms for solving the saddle-point problem (8),
we would like to find (w, @) such that [|[w® — w*||? + (1/m)||a'”) — a*||*> < € holds in expectation
and with high probability. We list the communication and computation complexities of DSCOVR in
Table 1, comparing them with batch first-order methods. Similar guarantees also hold for reducing
the duality gap P(w®) — D(a'"), where P and D are defined in (6) and (7) respectively.

The key quantity characterizing the complexities of DSCOVR is the condition number kiag,
which can be defined in several different ways. If we pick the data block i and model block k with

uniform distribution, i.e., p; = 1/mfori=1,...,mand gy = 1/nfork = 1,...,n, then
X 12
Krand = —————, where [1X [l = max || Xigl|- (16)
/1’)/ i,k
Comparing the definition of kpy¢ in (15), we have kpy < Kkrang because
1 , | N ) _ 1 AN 2 2
—IXIE < — >INl < — 3 ) TIXad < nllX
i=1 i=1 k=1
With X;. = [X;1 - - Xim] € RV*? and X = [Xik; ... Xmi] € RV¥4 we can also define
X112 7
Klind = % where | Xllmax. - = max{lI Xl Xkl ) (17
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Algorithms Synchronous Communication | Asynchronous Communication
(number of vectors in R%) (equiv. number of vectors in RY)
DSCOVR-SVRG mlog(1/e) Krana log(1/€)
DSCOVR-SAGA m (m + Krana) log(1/€)
accelerated DSCOVR-SVRG mlog(1/€) (1 + 7 Keana ) log(1/€)
accelerated DSCOVR-SAGA m (1+ VM Krana) log(1/€)

Table 2: Breakdown of communication complexities into synchronous and asynchronous commu-
nications for two different types of DSCOVR algorithms. We omit the O(-) notation and
an extra log(1 + kyang/m) factor for accelerated DSCOVR algorithms.

In this case, we also have kpy < Kr’and because || X |lmax < [|X|lmax,F. Finally, if we pick the pair (i, k)

with non-uniform distribution p; = ||Xl~;||12,/||X||12, and g = ||X:k||12,:/||X||12,, then we can define
X117
Koq = iy (18)

Again we have kpy < K;é qq Decause || X || < [ X]||r. We may replace krang in Tables 1 and 2 by either
rand OF k174> depending on the probability distributions p and g and different proof techniques.

From Table 1, we observe similar type of speed-ups in computation complexity, as obtained by
variance reduction techniques over the batch first-order algorithms for convex optimization (e.g.,
Le Roux et al., 2012; Johnson and Zhang, 2013; Defazio et al., 2014; Xiao and Zhang, 2014; Lan
and Zhou, 2018; Allen-Zhu, 2017), as well as for convex-concave saddle-point problems (Zhang
and Xiao, 2017; Balamurugan and Bach, 2016). Basically, DSCOVR algorithms have potential
improvement over batch first-order methods by a factor of m (for non-accelerated algorithms) or v/m
(for accelerated algorithms), but with a worse condition number. In the worst case, the ratio between
Krand and kpae may be of order m or larger, thus canceling the potential improvements.

More interestingly, DSCOVR also has similar improvements in terms of communication com-
plexity over batch first-order methods. In Table 2, we decompose the communication complexity
of DSCOVR into synchronous and asynchronous communication. The decomposition turns out to
be different depending on the variance reduction techniques employed: SVRG (Johnson and Zhang,
2013) versus SAGA (Defazio et al., 2014). We note that DSCOVR-SAGA essentially requires
only asynchronous communication, because the synchronous communication of m vectors are only
necessary for initialization with non-zero starting point.

The comparisons in Table 1 and 2 give us good understanding of the complexities of different
algorithms. However, these complexities are not accurate measures of their performance in practice.
For example, collective communication of m vectors in R? can often be done in parallel over a
spanning tree of the underlying communication network, thus only cost log(m) times (instead of m
times) compared with sending only one vector. Also, for point-to-point communication, sending one
vector in R altogether can be much faster than sending n smaller vectors of total length d separately.
A fair comparison in term of wall-clock time on a real-world distributed computing system requires
customized, efficient implementation of different algorithms. We will shed some light on timing
comparisons with numerical experiments in Section 8.

K
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2.2. Related Work

There is an extensive literature on distributed optimization. Many algorithms developed for machine
learning adopt the centralized communication setting, due to the wide availability of supporting
standards and platforms such as MPI, MapReduce and Spark (as discussed in the introduction).
They include parallel implementations of the batch first-order and second-order methods (e.g., Lin
et al., 2014; Chen et al., 2014; Lee et al., 2017a), ADMM (Boyd et al., 2011), and distributed dual
coordinate ascent (Yang, 2013; Jaggi et al., 2014; Ma et al., 2015).

For minimizing the average function (1/m) 3}, fi(w), in the centralized setting and with only
first-order oracles (i.e., gradients of f;’s or their conjugates), it has been shown that distributed
implementation of accelerated gradient methods achieves the optimal convergence rate and commu-
nication complexity (Arjevani and Shamir, 2015; Scaman et al., 2017). The problem (1) we consider
has the extra structure of composition with a linear transformation by the local data, which allows
us to exploit simultaneous data and model parallelism using randomized algorithms and obtain
improved communication and computation complexity.

Most work on asynchronous distributed algorithms exploit model parallelism in order to reduce
the synchronization cost, especially in the setting with parameter servers (e.g., Li et al., 2014; Xing
etal., 2015; Aytekin et al., 2016). Besides, delay caused by the asynchrony can be incorporated to the
step size to gain practical improvement on convergence (e.g., Agarwal and Duchi, 2011; McMahan
and Streeter, 2014; Sra et al., 2016), though the theoretical sublinear rates remain. There are also
many recent work on asynchronous parallel stochastic gradient and coordinate-descent algorithms
for convex optimization (e.g., Recht et al., 2011; Liu et al., 2014; Shi et al., 2015; Reddi et al.,
2015; Richtarik and Takac, 2016; Peng et al., 2016). When the workloads or computing power of
different machines or processors are nonuniform, they may significantly increase iteration efficiency
(number of iterations done in unit time), but often at the cost of requiring more iterations than their
synchronous counterparts (due to delays and stale updates). So there is a subtle balance between
iteration efficiency and iteration complexity (e.g., Hannah and Yin, 2017). Our discussions in
Section 2.1 show that DSCOVR is capable of improving both aspects.

For solving bilinear saddle-point problems with a finite-sum structure, Zhang and Xiao (2017)
proposed a randomized algorithm that works with dual coordinate update but full primal update. Yu
etal. (2015) proposed a doubly stochastic algorithm that works with both primal and dual coordinate
updates based on equation (12). Both of them achieved accelerated linear convergence rates, but
neither can be readily applied to distributed computing. In addition, Balamurugan and Bach (2016)
proposed stochastic variance-reduction methods (also based on SVRG and SAGA) for solving more
general convex-concave saddle point problems. For the special case with bilinear coupling, they
obtained similar computation complexity as DSCOVR. However, their methods require full model
updates at each iteration (even though working with only one sub-block of data), thus are not suitable
for distributed computing.

With additional assumptions and structure, such as similarity between the local cost functions at
different machines or using second-order information, it is possible to obtain better communication
complexity for distributed optimization; see, e.g., Shamir et al. (2014); Zhang and Xiao (2015);
Reddi et al. (2016). However, these algorithms rely on much more computation at each machine for
solving a local sub-problem at each iteration. With additional memory and preprocessing at each
machine, Lee et al. (2017b) showed that SVRG can be adapted for distributed optimization to obtain
low communication complexity.

10



DSCOVR: RANDOMIZED PRIMAL-DUAL ALGORITHMS FOR ASYNCHRONOUS DISTRIBUTED OPTIMIZATION

Algorithm 2 DSCOVR-SVRG

input: initial points w®, @®, number of stages S and number of iterations per stage M.
1: fors =0,1,2,...,S—-1do
2 @ =Xw" and 7 = LxTa®
3 w®=w® anda® = c‘xrg?)
4: fort=0,1,2,....,. M —1do
5 pick j € {1,...,m}and [ € {1,...,n} randomly with distributions p and g respectively.

6: compute variance-reduced stochastic gradients:
1
@+ _ =(s) . @) _ 5(s)
u; = i+ aXﬂ(wl w,”), (19)
11
v = 5 e —— T (e - ). (20)
pjm
7: update primal and dual block coordinates:
(®) @D ies s
S Prox, s (ozj +oju; ) ifi=,
: al”, ifi # j,
() @+ e p
W PI;gXT,g, (w' —nv, ) itk =1,
k w,!, ifk #1.
8: end for
9: WD = M) apd g+ = oM),
10: end for

output: w and @,

3. The DSCOVR-SVRG Algorithm

From this section to Section 6, we present several realizations of DSCOVR using different variance
reduction techniques and acceleration schemes, and analyze their convergence properties. These
algorithms are presented and analyzed as sequential randomized algorithms. We will discuss how
to implement them for asynchronous distributed computing in Section 7.

Algorithm 2 is a DSCOVR algorithm that uses the technique of SVRG (Johnson and Zhang,
2013) for variance reduction. The iterations are divided into stages and each stage has a inner loop.
Each stage is initialized by a pair of vectors w® € R? and @) € RN, which come from either
initialization (if s = 0) or the last iterate of the previous stage (if s > 0). At the beginning of each
stage, we compute the batch gradients

‘ 0 0 1 1
=(s) _ 5 NT v 5 () — vy (s) S(s) — 5N yoo(s) | — T = (s)
uw’ = 350 ((a ) Xw ) Xw, v GW(S)( @) Xw ) X" av.

The vectors i) and 7*) share the same partitions as a*) and w®, respectively. Inside each stage s,
the variance-reduced stochastic gradients are computed in (19) and (20). It is easy to check that they

11
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(t+1)

are unbiased. More specifically, taking expectation of u; with respect to the random index [ gives

E/[ul*)] = ‘(S)+qu— X () =) = @ + Xyow® = Xo® = X

(t+1)

and taking expectation of v, with respect to the random index j gives

m
_ 1 _ 1
E][ I(H'l) Z ___(Xll) (a(t) (S)) _ (S) + Z(X:I)T (a(l‘) _a(S)) — Z(X:I)Ta(t)-
i=1

In order to measure the distance of any pair of primal and dual variables to the saddle point, we
define a weighted squared Euclidean norm on R¥*" . Specifically, for any pair (w, @) where w € R?

and @ = [@1,. .., am] € RY with a; € RYi, we define
1 m
Qw, @) = AWl +— > yillesl” 1)
mi3
If y; = yforalli = 1,...,m, then Q(w,a) = A||w|*> + %Ilallz. We have the following theorem

concerning the convergence rate of Algorithm 2.

Theorem 1 Suppose Assumption 1 holds, and let (w*, a*) be the unique saddle point of L(w, ).
Let T be a constant that satisfies

1 IIX;icl?\ 1 Onl| Xk ||?
r > max{ (1+M), —(1+—”|| ikl )} (22)
ik pi 2qdyi | gk 2mp; y;

In Algorithm 2, if we choose the step sizes as

1
o = —, i=1,...,m, (23)
‘ 2y;(pil - 1)
1
- L k=in 24
* T Agr-1 " @9

and the number of iterations during each stage satisfies M > log(3)T, then for any s > 0,
2 A
E [Q(w“) —w*a® - a*)] < (5) QW@ —w*, a® - o). (25)

The proof of Theorem 1 is given in Appendix A. Here we discuss how to choose the parameter I'
to satisfy (22). For simplicity, we assume y; =y foralli = 1,...,m

o If we let [| X|lmxn = max; x{||Xix||} and sample with the uniform distribution across both rows
and columns, i.e., p; = 1/mfori=1,...,mand g, = 1/nfor k = 1,...,n, then we can set

InllX|

an) = max{m, n} (1 + 2Krand) ,

I' = max{m, n} (1 21y >

where Krand = 1| X 12,5,/ (1Y) as defined in (16).

12
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* An alternative condition for I to satisfy is (shown in Section A.1 in the Appendix)

1 9| X 12 1 9l X112
s maxd (14 0XlE ) 1 WXl (26)
ik | pi 2qkemAy; | qk 2pimAy;

Again using uniform sampling, we can set

Xl 9
T = max{m, n} (1 + # = max{m,l’l} (1 + EK;and) 5

where [|X |lmax, 7 = max; ;{|| Xz |lr, [ X llp} and £/, = [IX]I2,

w /(1Y) as defined in (17).

» Using the condition (26), if we choose the probabilities to be proportional to the squared
Frobenius norms of the data partitions, i.e.,

11X 112 1 X112
pi=——>, Gk = ————, (27)
X X112

then we can choose

e 1 L X _ 1 (1+—K" )
min; k {pi, gi } 2mAy | ming i {pi, qi} 5 rand |

where K;;n = IX ||12,, /(mAy). Moreover, we can set the step sizes as (see Appendix A.1)
mA my;
g; = ) Tk = .
Coolx| INXI2

¢ For the ERM problem (3), we assume that each loss function ¢;, for j = 1,..., N, is 1/v-
smooth. According to (4), the smooth parameter for each f; is y; = y = (N/m)v. Let R be
the largest Euclidean norm among all rows of X (or we can normalize each row to have the
same norm R), then we have IIXII% < NR? and

. X1 _NR R

Krand =

< = —. (28)
mAy mdy v

The upper bound R?/(Av) is a condition number used for characterizing the iteration com-
plexity of many randomized algorithms for ERM (e.g., Shalev-Shwartz and Zhang, 2013; Le
Roux et al., 2012; Johnson and Zhang, 2013; Defazio et al., 2014; Zhang and Xiao, 2017). In

this case, using the non-uniform sampling in (27), we can set the step sizes to be

A m Y m %

o Am = rr_ ¥ 29
T"TopN *ToRIN T oR? 9
Next we estimate the overall computation complexity of DSCOVR-SVRG in order to achieve
E[QW® —w*, a® —a*)] < €. From (25), the number of stages required is log(Q® /€) / log(3/2),
where Q@ = QW©® — w* a©® — o*). The number of inner iterations within each stage is
M = log(3)T'. At the beginning of of each stage, computing the batch gradients #‘*) and $*)

13
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requires going through the whole data set X, whose computational cost is equivalent to m X n inner
iterations. Therefore, the overall complexity of Algorithm 2, measured by total number of inner

iterations, is
QO
0 ((mn +T)log (—)) .
€
To simplify discussion, we further assume m < n, which is always the case for distributed imple-

mentation (see Figure 2 and Section 7). In this case, we can let I' = n(1 + (9/2)kang). Thus the
above iteration complexity becomes

O(n(1 + m + kpang) log(1/€)). 30)

Since the iteration complexity in (30) counts the number of blocks X;; being processed, the number
of passes over the whole dataset X can be obtained by dividing it by mn, i.e.,

0((1 + Kr;;d)log(l/e)). G1)

This is the computation complexity of DSCOVR listed in Table 1. We can replace krana by «/, , Or
k;, 4 depending on different proof techniques and sampling probabilities as discussed above. We
will address the communication complexity for DSCOVR-SVRG, including its decomposition into
synchronous and asynchronous ones, after describing its implementation details in Section 7.

In addition to convergence to the saddle point, our next result shows that the primal-dual

optimality gap also enjoys the same convergence rate, under slightly different conditions.

Theorem 2 Suppose Assumption 1 holds, and let P(w) and D(«) be the primal and dual functions
defined in (6) and (7), respectively. Let A and I be two constants that satisfy

Az Xz,  i=1...,m k=1...n

1 18A 1 18nA
I' > max{—|[1+ , — |1+ .
ik pi akvi) gk pimAdy;

In Algorithm 2, if we choose the step sizes as

and

1
- i (32)
' vi(pil' = 1)
1
S k=1,...,n, 33
L TP D " &9

and the number of iterations during each stage satisfies M > log(3)I', then
- (5) ~(5) 2\’ -0) =)
E[P) - D@")] < 3 2r (PO @) - D@")). (34)

The proof of Theorem 2 is given in Appendix B. In terms of iteration complexity or total number
of passes to reach E [P(W(S)) - D(c‘x(s))] < €, we need to add an extra factor of log(1 + &panq) to (30)
or (31), due to the factor I' on the right-hand side of (34).

14
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Algorithm 3 DSCOVR-SAGA

input: initial points w®, ¥, and number of iterations M.

1: @@ = Xw® and 7@ = Lx7q©
2: UY = XpwD, V¥ = L@ )T Xy foralli = 1,..
3: fort=0,1,2,...,M —1do

4: pick j € {1,...,m}and [ € {1,...,n} randomly with distributions p and g respectively.
5: compute variance-reduced stochastic gradients:
(1+1) o _Loo Ly o
u; = u’ ——=U;"+—Xw,”,
! ot g !
1
(t+1) _ ‘—)(t) _ _(ng)) L (X )T (t)
i 1 gl pjm
6: update primal and dual block coordinates:
t t+1 ap s .
: al”, ifi # J,
1 .
WD { prox,,, (w” = 7v""V) if k=1,
‘ we, ifi # .
7: update averaged stochastic gradients:
20D {(D Ui’ + Xjpw,? it ).
: i ifi # J,
s _ { B = (VIO + X al ifk =1,
k 7 if k #1,
8: update the table of historical stochastic gradients:
o = | Xpw ifi=jandk =1,
ik Ui(,? otherwise.
T .o. .
v = LX) ifi=jandk =1
ik Vlg) otherwise.

9: end for

output: w™) and oM.

.omandk=1,...,K

(35)

(36)

4. The DSCOVR-SAGA Algorithm

Algorithm 3 is a DSCOVR algorithm that uses the techniques of SAGA (Defazio et al., 2014) for
variance reduction. This is a single stage algorithm with iterations indexed by ¢. In order to compute

(t+1)

the variance-reduced stochastic gradients u; @+1)

and v,

at each iteration, we also need to maintain

and update two vectors Z') € RV and ) € R¥, and two matrices U € RV*" and V") € R"™*9,

15
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The vector @) shares the same partition as o) into m blocks, and 7) share the same partitions as
w'" into n blocks. The matrix U") is partitioned into m x n blocks, with each block Ul.(]? e RVix1,
The matrix V@ is also partitioned into m x n blocks, with each block Vlgf) € R4 According to
the updates in Steps 7 and 8 of Algorithm 3, we have

n

@) = YUP,  i=l...m, (37)
k=1
P = Z(V(” k=1,....n. (38)

Based on the above constructions, we can show that u](.t”)

(@D)T Xw'" with respect to a;, and vl(t“) is an unbiased stochastic gradient of (1/m) ((a”)T Xw®)

with respect to w;. More specifically, according to (35), we have

1 —
1) - -3 (u) o St
_ = ®) (t)
= U _ZUjk +ZX_,~kwk

- - <’>+X W

is an unbiased stochastic gradient of

= X;w? = %((a(t))TXw(”), (39)
J

where the third equality is due to (37). Similarly, according to (36), we have

Zp’( - V(t) ) Zpl (_(le)T (t))
— ‘_’z(t) Zv(t) Z(X Y a (Z)

i=1

E;[v""]

= 70—+ L xpTa®
m
1 o (1
= —(Xp'a = a—WI(E((%’))TXWU)), (40)

where the third equality is due to (38). The following theorem is proved in Appendix C.

Theorem 3 Suppose Assumption 1 holds, and let (w*, a*) be the unique saddle point of L(w, ).
Let T be a constant that satisfies

1 9 Xul*\ 1 9n|| X |I? 1
r> max{—(1+ 1 Xl ) —(1+ | Xiel| ) } (41)
ik | pi 2qidyi | g 2pimAy;i | piqk
If we choose the step sizes as

1

= —— i=1,...m, 42

T -y " 2
1

= —— k=1...n 43

T 20T - 1) " (43)
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Algorithm 4 Accelerated DSCOVR
input: initial points w®, @®, and parameter 6 > 0.
1: forr=0,1,2,...,do

2 find an approximate saddle point of (46) using one of the following two options:
* option I: run Algorithm 2 with S = % and M = log(3)I's to obtain

(WD gy = DSCOVR-SVRG(Ww'", @', S, M).

W) I's to obtain

e option 2: run Algorithm 3 with M = 61log (
WD gy = DSCOVR-SAGA (W, @', M).

3: end for

Then the iterations of Algorithm 3 satisfy, fort = 1,2, ...,

1\ 4
E [Q(w(” —w* o - oz*)] < (1 - 3_r) §Q(w<°> —w*, @ —a*). (44)

The condition on I' in (41) is very similar to the one in (22), except that here we have an
additional term 1/(p;qr) when taking the maximum over i and k. This results in an extra mn term
in estimating I under uniform sampling. Assuming m < n (true for distributed implementation), we
can let

9
I'=n (1 + EKrand) + mn.

According to (44), in order to achieve E[Q(w® — w*, oV — a*)] < €, DSCOVR-SAGA needs
O (T'log(1/e)) iterations. Using the above expression for I', the iteration complexity is

0(”(1 + m + Krand) 1Og(1/6))’ 45)

which is the same as (30) for DSCOVR-SVRG. This also leads to the same computational complexity
measured by the number of passes over the whole dataset, which is given in (31). Again we can
replace krang by &/, , or «// . as discussed in Section 3. We will discuss the communication
complexity of DSCOVR-SAGA in Section 7, after describing its implementation details.

5. Accelerated DSCOVR Algorithms

In this section, we develop an accelerated DSCOVR algorithm by following the “catalyst” frame-
work (Lin et al., 2015; Frostig et al., 2015). More specifically, we adopt the same procedure by
Balamurugan and Bach (2016) for solving convex-concave saddle-point problems.

Algorithm 4 proceeds in rounds indexed by = 0,1,2, .. .. Given the initial points w(?> € R4
and @© € RV, each round r computes two new vectors W *!) and @ *! using either the DSCOVR-
SVRG or DSCOVR-SAGA algorithm for solving a regulated saddle-point problem, similar to the
classical proximal point algorithm (Rockafellar, 1976).

17
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Let 6 > 0 be a parameter which we will determine later. Consider the following perturbed
saddle-point function for round r:

64 o 5 < 3
L (w.a) = Llw, @) + = [hw =@ - 5 ;yinai —a"|P. (46)

Under Assumption 1, the function L(ér)(w, a) is (1 + 6)A-strongly convex in w and (1 + 6)y;/m-
strongly concave in a;. Let I's be a constant that satisfies

1 Xl 1 9n| Xk |2 1
ros max{—(1+ X 2)’ _( L OnllXul 2), }
ik pi 2qidyi(1+6)° ) gk 2pimAdyi(1+6)*) " piqk
where the right-hand side is obtained from (41) by replacing A and y; with (1 + 6)4 and (1 + 9)y;
respectively. The constant I's is used in Algorithm 4 to determine the number of inner iterations

to run with each round, as well as for setting the step sizes. The following theorem is proved in
Appendix D.

Theorem 4 Suppose Assumption 1 holds, and let (w*, a*) be the saddle-point of L(w, a). With
either options in Algorithm 4, if we choose the step sizes (inside Algorithm 2 or Algorithm 3) as

1
.- L i=1.m “7)
l 20 +8)yi(pils = 1)
1
= . k=1...n 48
Tk 21+ ) AT — 1) " (48)

Then forallr > 1,

2r
- - 1 ~ -
E [Q(w(r) —w*,a" - a*)] < (1 T 5)) QW —w*,a® - o*).

According to Theorem 4, in order to have E[Q (W) — w*, @) —a*)] < €, we need the number
of rounds r to satisfy

QWO —w*, @@ - a*) )

r>(1 +6)log(
€

Following the discussions in Sections 3 and 4, when using uniform sampling and assuming m < n,
we can have

9
Ts=n(1+—"22 )4 mn (49)
2(1+6)?
Then the total number of block coordinate updates in Algorithm 4 is
O((1 +6)Tslog(l+6)log(l/e)),

where the log(1 + 6) factor comes from the number of stages S in option 1 and number of steps M in
option 2. We hide the log(1 + ¢) factor with the O notation and plug (49) into the expression above

to obtain |
=~ Krand

Now we can choose ¢ depending on the relative size of kyang and m:
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* If krana > 1 + m, we can minimizing the above expression by choosing § = ’f{i—“d — 1, so that

the overall iteration complexity becomes o (l’l\/l’l’lkrand log(1/ e)).

* If krand < m + 1, then no acceleration is necessary and we can choose ¢ = 0 to proceed with a
single round. In this case, the iteration complexity is O(mn) as seen from (49).

Therefore, in either case, the total number of block iterations by Algorithm 4 can be written as

0 (mn + n\mkrand log(l/e)) . (50)

As discussed before, the total number of passes over the whole dataset is obtained by dividing by mn:

O (1 + Vkeana/mlog(1/e)) .

This is the computational complexity of accelerated DSCOVR listed in Table 1.

5.1. Proximal Mapping for Accelerated DSCOVR

When applying Algorithm 2 or 3 to approximate the saddle-point of (46), we need to replace the
proximal mappings of g (-) and f7(-) by those of g (-) + (61/2)|| - —vT/(r)ll2 and f7(-) + (0y:/2)l -
—dl@llz, respectively. More precisely, we replace wl((”l) = Pprox,, ,, (w,(c - T v](fﬂ)) by

(ZH) = argmm {gk(wk) + —||wk ”,((r)||2 + % ||Wk - ( 0 _ 4, v](f“))” }

WkER k

1 oA
(w](:) Tkv(Hl)) + kot W(r)), (51)

= prox_ = _
P Xmémgk(lwkm k T+ 01

and replace o\ = prox,. ;. (a\” + ou{"") by

Oyi B 1
af*! = argmin {f (@) + Ll - & + — |
i

o= (of! - o)

a; eRVi
1 o) (t+1) Oi0Yi . (r)
= prox_ o; _ (a/ + ou ) + ——a . (52)
Toovili \ 1+ 00, l+oi6y; !
We also examine the number of inner iterations determined by I's and how to set the step sizes.
If we choose 6 = 'ﬁf—“ni — 1, then I's in (49) becomes

9K rand OKrand
Is=nl1+ 11 =nll+ —— =35. Dn.
P n( +2(1+6)2)+mn n( +2Krand/(m+1))+mn 5.5(m+ 1)n

Therefore a small constant number of passes is sufficient within each round. Using the uniform
sampling, the step sizes can be estimated as follows:

1 1 1

g; = =~ = .
214 0)yi(pils = D 2Vkeana/myi(5.5n = 1) 11yinVKmama/m

1 1 1
o ~ ~ : (54)
TR0+ ) @UTs - 1) 2Nkaa/mAG.Sm—1) 1Al Krana

As shown by our numerical experiments in Section 8, the step sizes can be set much larger in practice.

(33)
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6. Conjugate-Free DSCOVR Algorithms

A major disadvantage of primal-dual algorithms for solving problem (1) is the requirement of
computing the proximal mapping of the conjugate function f;, which may not admit closed-formed
solution or efficient computation. This is especially the case for logistic regression, one of the most
popular loss functions used in classification.

Lan and Zhou (2018) developed “conjugate-free” variants of primal-dual algorithms that avoid
computing the proximal mapping of the conjugate functions. The main idea is to replace the
Euclidean distance in the dual proximal mapping with a Bregman divergence defined over the
conjugate function itself. This technique has been used by Wang and Xiao (2017) to solve structured
ERM problems with primal-dual first order methods. Here we use this approach to derive conjugate-
free DSCOVR algorithms. In particular, we replace the proximal mapping for the dual update

1
(”1) = prox,, ;- (a(’) +oju (Hl)) = arg rliun{f (a;) —{ai, El“)) + —— ||a, E”Hz},
a; €
by
1
Q’EH—I) = arg min {fi*(ai) —{a;, uEHl)) + —8Bi(a;, aEl))}’ (55)
a; eER"i i

where B;(a;, “E[)) = fi(a;) = (Vf! (a@), a; — a@). The solution to (55) is given by
(z+1) _vf, (ﬁ(H—l))

where ,BEHI) can be computed recursively by

(1) (f+1)
a+1) B toiu
B - v

. ) tZO,
! 1+0'l

with initial condition ,8}0) =V fl.* (ago)) (see Lan and Zhou, 2018, Lemma 1). Therefore, in order
to update the dual variables a;, we do not need to compute the proximal mapping for the conjugate
function f}; instead, taking the gradient of f; at some easy-to-compute points is sufficient. This
conjugate-free update can be applied in Algorithms 1, 2 and 3.

For the accelerated DSCOVR algorithms, we replace (52) by

1
aEHl) = arg min {fl-* (a;) — {ai, uEHl)) + ;Bi (a, alm) + 6y B; («;, &g”l))} .
a; eR"i i

The solution to the above minimization problem can also be written as
t+1 t+1
oV =V (B,

,BEHI) can be computed recursively as

where

(t) (t+1) 3
BVH) _ +oiu + 00y Bi (>0
: 1 +0;+0;0y ’ -

with the initialization ,8(0) VI (a/(O)) and B; = Vf7 (dl@).

The convergence rates and computational complexities of the conjugate-free DSCOVR algo-
rithms are very similar to the ones given in Sections 3-5. We omit details here, but refer the readers
to Lan and Zhou (2018) and Wang and Xiao (2017) for related results.
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server 1 server j server h

scheduler

* resets Stee = {1,...,n}

* sends “sync” message to
all servers and workers at
beginning of each stage

®

X, @ X;., " X 11
&, @, o ), gy

71
PO, p) [ i), ) ] 70, 5

worker 1 @ worker i @ worker m

Figure 3: A distributed system for implementing DSCOVR consists of m workers, 4 parameter
servers, and one scheduler. The arrows labeled with the numbers 1, 2 and 3 represent
three collective communications at the beginning of each stage in DSCOVR-SVRG.

7. Asynchronous Distributed Implementation

In this section, we show how to implement the DSCOVR algorithms presented in Sections 3-6 in
a distributed computing system. We assume that the system provide both synchronous collective
communication and asynchronous point-to-point communication, which are all supported by the
MPI standard (MPI Forum, 2012). Throughout this section, we assume m < n (see Figure 2).

7.1. Implementation of DSCOVR-SVRG

In order to implement Algorithm 2, the distributed system need to have the following components
(see Figure 3):

* m workers. Each worker i, fori = 1, ..., m, stores the following local data and variables :

data matrix X;. € RVNi*x4,

vectors in RVi: IZES), ozlm, c_xl(.s).

vectors in R4: w(®), (),

extra buffers for computation and communication: u](.”]), vl(Hl), wl(t) and w

(t+1)
I .
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* h parameter servers. Each server j stores a subset of the blocks {w,(: )eR% ke S;}, where
S1, ..., Sy, form a partition of the set {1, ..., n}.

* one scheduler. It maintains a set of block indices Sgee C {1, ...,n}. At any given time, Stree

contains indices of parameter blocks that are not currently updated by any worker.

The reason for having 4 > 1 servers is not about insufficient storage for parameters, but rather to
avoid the communication overload between only one server and all m workers (m can be in hundreds).

At the beginning of each stage s, the following three collective communications take place across
the system (illustrated in Figure 3 by arrows with circled labels 1, 2 and 3):

(1) The scheduler sends a “sync” message to all servers and workers, and resets Sgee = {1, ..., n}.

(2) Upon receiving the “sync” message, the servers aggregate their blocks of parameters together
to form W) and send it to all workers (e.g., through the AllReduce operation in MPI).

(3) Upon receiving w'®), each worker compute ﬁﬁ“') = X;w"® and (X,-;)Td/gs), then invoke a

collective communication (AllReduce) to compute 7 = (1/m) ¥ (X;)Ta'®.

The number of vectors in R¢ sent and received during the above process is 2m, counting the
communications to form w®) and #*) at m workers (ignoring the short “sync” messages).

After the collective communications at the beginning of each stage, all workers start working
on the inner iterations of Algorithm 2 in parallel in an asynchronous, event-driven manner. Each
worker interacts with the scheduler and the servers in a four-step loop shown in Figure 4. There are
always m iterations taking place concurrently (see also Figure 2), each may at a different phase of
the four-step loop:

(1) Whenever worker i finishes updating a block k', it sends the pair (i, k") to the scheduler to
request for another block to update. At the beginning of each stage, k” is not needed.

(2) When the scheduler receives the pair (i, k'), it randomly choose a block k from the list of free
blocks Sree (Which are not currently updated by any worker), looks up for the server j which
stores the parameter block w,(f) (i.e., S; k), and then send the pair (i, k) to server j. In
addition, the scheduler updates the list Sgee by adding k£’ and deleting k.

(3) When server j receives the pair (i, k), it sends the vector w,(:) to worker i, and waits for
receiving the updated version w,(:“) from worker i.

()

ke o

Algorithm 2, and then send w,(:+ ) back to server Jj. Atlast, it assigns the value of k to k&’ and

send the pair (7, k") to the scheduler, requesting the next block to work on.

(4) After worker i receives w, ’, it computes the updates a/l@ and w,(;) following steps 6-7 in

The amount of point-to-point communication required during the above process is 2dy float numbers,
for sending and receiving w,(:) and w,(:“) (we ignore the small messages for sending and receiving
(i,k") and (i, k)). Since the blocks are picked randomly, the average amount of communication
per iteration is 2d/n, or equivalent to 2/n vectors in R¢. According to Theorem 1, each stage of
Algorithm 2 requires log(3)I inner iterations; In addition, the discussions above (30) show that we
can take I' = n(1 + (9/2)krand). Therefore, the average amount of point-to-point communication

within each stage is O (kyand) vectors in R<.

22



DSCOVR: RANDOMIZED PRIMAL-DUAL ALGORITHMS FOR ASYNCHRONOUS DISTRIBUTED OPTIMIZATION

server j

receive pair (i, k)
send w(t) (and v(t) )

to worker i

(i, k)

wait to receive
W1(<t+1) (and ‘71(:“))

- (®)

* find server j storing block k

scheduler

* randomly pick k € Sgree

O,

* send pair (i, k) to server j (t)(’ ‘_)(t)) W/(<t+1)(’ ‘_}I(Ctﬂ))
* Stree — Sfree u {k’ }) \ {k}
\
/ * receive w(t) (and v(t))
worker 1| «-« [worker m @ « compute a(z+1) (t+1)( _(z+]))
@i, k") as in Algorlthm 2 (or 3)

e send w](:“)(, v](cHl)) to server j
e send k’ < k to scheduler

worker i

Figure 4: Communication and computation processes for one inner iteration of DSCOVR-SVRG
(Algorithm 2). The blue texts in the parentheses are the additional vectors required by
DSCOVR-SAGA (Algorithm 3). There are always m iterations taking place in parallel
asynchronously, each evolving around one worker. A server may support multiple (or zero)
iterations if more than one (or none) of its stored parameter blocks are being updated.

Now we are ready to quantify the communication complexity of DSCOVR-SVRG to find an
e-optimal solution. Our discussions above show that each stage requires collective communication
of 2m vectors in R4 and asynchronous point-to-point communication of equivalently ranq such
vectors. Since there are total O(log(1/¢€)) stages, the total communication complexity is

o ((m + Krand) log(l/e)) .

This gives the communication complexity shown in Table 1, as well as its decomposition in Table 2.

7.2. Implementation of DSCOVR-SAGA

We can implement Algorithm 3 using the same distributed system shown in Figure 3, but with some
modifications described below. First, the storage at different components are different:

* m workers. Each worker i, fori = 1, ..., m, stores the following data and variables:
— data matrix X;. € RVixd

— vectors in RYi: a/l(t), ul@, L‘tl@, and Ul.(]? fork=1,...,n
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— vector in R%: V" = [v{"...v©OT (which is the ith row of V), with V. € R1Xdx),

— buffers for communication and update of w ) and vkt) (both stored at some server).

* h servers. Each server j stores a subset of blocks {w(” 7 e R : k€ S;lforj=1,...,n

* one scheduler. It maintains the set of indices Sgee C {1, .. ., 1}, same as in DSCOVR-SVRG.

Unlike DSCOVR-SVRG, there is no stage-wise “sync” messages. All workers and servers work in
parallel asynchronously all the time, following the four-step loops illustrated in Figure 4 (including
blue colored texts in the parentheses). Within each iteration, the main difference from DSCOVR-
SVRG is that, the server and worker need to exchange two vectors of length dy: w,(:) and v,(c’) and
their updates. This doubles the amount of point-to-point communication, and the average amount
of communication per iteration is 4/n vectors of length d. Using the iteration complexity in (45),
the total amount of communication required (measured by number of vectors of length d) is

o ((m + Krand) 10g(1/6)) >

which is the same as for DSCOVR-SVRG. However, its decomposition into synchronous and asyn-
chronous communication is different, as shown in Table 2. If the initial vectors w® # 0 or @ % 0,
then one round of collective communication is required to propagate the initial conditions to all
servers and workers, which reflect the O (m) synchronous communication in Table 2.

7.3. Implementation of Accelerated DSCOVR

Implementation of the accelerated DSCOVR algorithm is very similar to the non-accelerated ones.
The main differences lie in the two proximal mappings presented in Section 5.1. In particular, the
primal update in (51) needs the extra variable w(r) which should be stored at a parameter server

together with w,(:). We modify the four-step loops shown in Figures 4 as follows:

* Each parameter server j stores the extra block parameters {w( Nk e S;}. During step (3),
(r) is send together with w(t) (for SVRG) or (w(t) (I)) (for SAGA) to a worker.

~ (r)

* In step (4), no update of W, ’ is sent back to the server. Instead, whenever switching rounds,

the scheduler will inform each server to update their w(r) to the most recent w(t).

= (r

For the dual prox1mal mapping in (52), each worker i needs to store an extra vector &, ), and reset it to

the most recent a ) when moving to the next round. There is no need for add1t10nal synchronization
or collective commumcatlon when switching rounds in Algorithm 4. The communication complexity
(measured by the number of vectors of length d sent or received) can be obtained by dividing the
iteration complexity in (50) by n, i.e., O ((m + /MKrand) log(1/€)), as shown in Table 1.

Finally, in order to implement the conjugate-free DSCOVR algorithms described in Section 6,
each worker i simply need to maintain and update an extra vector ,81@ locally.

8. Experiments

In this section, we present numerical experiments on an industrial distributed computing system. This
system has hundreds of computers connected by high speed Ethernet in a data center. The hardware
and software configurations for each machine are listed in Table 3. We implemented all DSCOVR
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CpPU #cores RAM network operating system
dual Intel® Xeon® processors 16 128 GB 10 Gbps Windows® Server
E5-2650 (v2), 2.6 GHz 1.8 GHz | Ethernet adapter (version 2012)

Table 3: Configuration of each machine in the distributed computing system.

algorithms presented in this paper, including the SVRG and SAGA versions, their accelerated
variants, as well as the conjugate-free algorithms. All implementations are written in C++, using
MPI for both collective and point-to-point communications (see Figures 3 and 4 respectively). On
each worker machine, we also use OpenMP (OpenMP Architecture Review Board, 2011) to exploit
the multi-core architecture for parallel computing, including sparse matrix-vector multiplications
and vectorized function evaluations.

Implementing the DSCOVR algorithms requires m + h + 1 machines, among them m are workers
with local datasets, i are parameter servers, and one is a scheduler (see Figure 3). We focus on
solving the ERM problem (3), where the total of N training examples are evenly partitioned and
stored at m workers. We partition the d-dimensional parameters into n subsets of roughly the same
size (differ at most by one), where each subset consists of randomly chosen coordinates (without
replacement). Then we store the n subsets of parameters on 4 servers, each getting either |n/h] or
[n/h] subsets. As described in Section 7, we make the configurations to satisfy n > m > h > 1.

For DSCOVR-SVRG and DSCOVR-SAGA, the step sizes in (29) are very conservative. In the
experiments, we replace the coefficient 1/9 by two tuning parameter 14 and 7, for the dual and
primal step sizes respectively, i.e.,

A m v
o= Udﬁ : ﬁ’ Tk = npﬁ- (56)
For the accelerated DSCOVR algorithms, we use kpang = R2/(Av) as shown in (28) for ERM. Then
the step sizes in (53) and (54), with y; = (m/N)v and a generic constant coefficient 77, become

ng [mAd m Mp v
F= e === == [—. 57
i nR v N T R Y\ mA 57

For comparison, we also implemented the following first-order methods for solving problem 1:

* PGD: parallel implementation of the Proximal Gradient Descent method (using synchronous
collective communication over m machines). We use the adaptive line search procedure
proposed in Nesterov (2013), and the exact form used is Algorithm 2 in Lin and Xiao (2015).

* APG: parallel implementation of the Accelerated Proximal Gradient method (Nesterov, 2004,
2013). We use a similar adaptive line search scheme to the one for PGD, and the exact form
used (with strong convexity) is Algorithm 4 in Lin and Xiao (2015).

* ADMM: the Alternating Direction Method of Multipliers. We use the regularized consensus
version in Boyd et al. (2011, Section 7.1.1). For solving the local optimization problems at
each node, we use the SDCA method (Shalev-Shwartz and Zhang, 2013).

* CoCoA+: the adding version of CoCoA in Ma et al. (2015). Following the suggestion in Ma
et al. (2017), we use a randomized coordinate descent algorithm (Nesterov, 2012; Richtarik
and Tak4c, 2014) for solving the local optimization problems.
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Dataset #instances (V) | #features (d) #nonzeros
rcvl-train 677,399 47,236 49,556,258
webspam 350,000 16,609,143 1,304,697,446
splice-site 50,000,000 11,725,480 | 166,167,381,622

Table 4: Statistics of three datasets. Each feature vector is normalized to have unit norm.

These four algorithms all require m workers only. Specifically, we use the AllReduce call in MPI
for the collective communications so that a separate master machine is not necessary.

We conducted experiments on three binary classification datasets obtained from the collection
maintained by Fan and Lin (2011). Table 4 lists their sizes and dimensions. In our experiments, we
used two configurations: one with m = 20 and & = 10 for two relatively small datasets, rcvl-train
and webspam, and the other with m = 100 and /& = 20 for the large dataset splice-site.

For rcvl-train, we solve the ERM problem (3) with a smoothed hinge loss defined as

0 ifyjt > 1, 1p2
(=14 1_. £ < * _ yip+3B- if —1<y;8<0,
¢ (1) { 2 yjt ) if y;t s 0, and  ¢:(B) { too otherwise.
5(1 = y;1)° otherwise,
for j = 1,..., N. This loss function is 1-smooth, therefore v = 1; see discussion above (28). We

use the £, regularization g(w) = (A/2)]Iw]?. Figures 5 and 6 show the reduction of the primal
objective gap P(w®)) — P(w*) by different algorithms, with regularization parameter 1 = 10™* and
A = 107 respectively. All started from the zero initial point. Here the N examples are randomly
shuffled and then divided into m subsets. The labels SVRG and SAGA mean DSCOVR-SVRG and
DSCOVR-SAGA, respectively, and A-SVRG and A-SAGA are their accelerated versions.

Since PGD and APG both use adaptive line search, there is no parameter to tune. For ADMM,
we manually tuned the penalty parameter p (see Boyd et al., 2011, Section 7.1.1) to obtain good
performance: p = 107> in Figure 5 and p = 107® in Figure 6. For CoCoA+, two passes over
the local datasets using a randomized coordinate descent method are sufficient for solving the local
optimization problem (more passes do not give meaningful improvement). For DSCOVR-SVRG
and SAGA, we used 17, = n7¢ = 20 to set the step sizes in (56). For DSCOVR-SVRG, each stage goes
through the whole dataset 10 times, i.e., the number of inner iterations in Algorithm 2 is M = 10mn.
For the accelerated DSCOVR algorithms, better performance are obtained with small periods to
update the proximal points and we set it to be every 0.2 passes over the dataset, i.e., 0.2mn inner
iterations. For accelerated DSCOVR-SVRG, we set the stage period (for variance reduction) to be
M = mn, which is actually longer than the period for updating the proximal points.

From Figures 5 and 6, we observe that the two distributed algorithms based on model averaging,
ADMM and CoCoA+, converges relatively fast in the beginning but becomes very slow in the later
stage. Other algorithms demonstrate more consistent linear convergence rates. For 1 = 107, the
DSCOVR algorithms are very competitive compared with other algorithms. For 1 = 107°, the
non-accelerated DSCOVR algorithms become very slow, even after tuning the step sizes. But the
accelerated DSCOVR algorithms are superior in terms of both number of passes over data and
wall-clock time (with adjusted step size coefficient 7, = 10 and 4 = 40).

For ADMM and CoCoA+, each marker represents the finishing of one iteration. It can be seen
that they are mostly evenly spaced in terms of number of passes over data, but have large variations
in terms of wall-clock time. The variations in time per iteration are due to resource sharing with
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Figure 5: rcvl-train: smoothed-hinge loss, 4 =
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Figure 6: rcvl-train: smoothed-hinge loss, A= 1079, randomly shuffled, m =20, n=37, h=10.

other jobs running simultaneously on the distributed computing cluster. Even if we have exclusive
use of each machine, sharing communications with other jobs over the Ethernet is unavoidable. This
reflects the more realistic environment in cloud computing.

For the webspam dataset, we solve the ERM problem with logistic loss ¢; (1) = log(1+exp(—y;t))
where y; € {£1}. The logistic loss is 1/4-smooth, so we have v = 4. Since the proximal mapping
of its conjugate ¢}k. does not have a closed-form solution, we used the conjugate-free DSCOVR
algorithms described in Section 6. Figures 7 and 8 shows the reduction of primal objective gap
by different algorithms, for 1 = 107 and 1 = 1075 respectively. Here the starting point is no
longer the all-zero vectors. Instead, each machine i first computes a local solution by minimizing
fi(Xiw) + g(w), and then compute their average using an AllReduce operation. Each algorithm
starts from this average point. This averaging scheme has been proven to be very effective to warm
start distributed algorithms for ERM (Zhang et al., 2013). In addition, it can be shown that when
starting from the zero initial point, the first step of CoCoA+ computes exactly such an averaged
point.
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Figure 7: webspam: logistic regression, A = 1074, randomly shuffled, m = 20, n = 50, h = 10.
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Figure 8: webspam: logistic regression, A = 1075, randomly shuffled, m = 20, n = 50, 1 = 10.

From Figures 7 and 8, we again observe that CoCoA+ has very fast convergence in the beginning
but converges very slowly towards higher precision. The DSCOVR algorithms, especially the
accelerated variants, are very competitive in terms of both number of iterations and wall-clock time.

In order to investigate the fast initial convergence of CoCoA+ and ADMM, we repeated the
experiments on webspam without random shuffling. More specifically, we sorted the N examples
by their labels, and then partitioned them into m subsets sequentially. That is, most of the machines
have data with only +1 or —1 labels, and only one machine has mixed +1 examples. The results are
shown in Figures 9 and 10. Now the fast initial convergence of CoCoA+ and ADMM disappeared.
In particular, CoCoA+ converges with very slow linear rate. This shows that statistical properties of
random shuffling of the dataset is the main reason for the fast initial convergence of model-averaging
based algorithms such as CoCoA+ and ADMM (see, e.g., Zhang et al., 2013).

On the other hand, this should not have any impact on PGD and APG, because their iterations
are computed over the whole dataset, which is the same regardless of random shuffling or sorting.
The differences between the plots for PGD and APG in Figures 7 and 9 (also for Figures 8 and 10)
are due to different initial points computed through averaging local solutions, which does depends
on the distribution of data at different machines.
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Figure 9: webspam: logistic regression, A = 1074, sorted labels, m = 20, n = 50, h = 10.
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Figure 10: webspam: logistic regression, 1 = 107, sorted labels, m = 20, n = 50, h = 10.

Different ways for splitting the data over the m workers also affect the DSCOVR algorithms. In
particular, the non-accelerated DSCOVR algorithms become very slow, as shown in Figures 9 and 10.
However, the accelerated DSCOVR algorithms are still very competitive against the adaptive APG.
The accelerated DSCOVR-SAGA algorithm performs best. In fact, the time spent by accelerated
DSCOVR-SAGA should be even less than shown in Figures 9 and 10. Recall that other than the
initialization with non-zero starting point, DSCOVR-SAGA is completely asynchronous and does
not need any collective communication (see Section 7.2). However, in order to record the objective
function for the purpose of plotting its progress, we added collective communication and computation
to evaluate the objective value for every 10 passes over the data. For example, in Figure 10, such
extra collective communications take about 160 seconds (about 15% of total time) for accelerated
DSCOVR-SAGA, which can be further deducted from the horizontal time axis.

Finally, we conducted experiments on the splice-site dataset with 100 workers and 20
parameter servers. The results are shown in Figure 11. Here the dataset is again randomly shuffled
and evenly distributed to the workers. The relative performance of different algorithms are similar
to those for the other datasets.
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Figure 11: splice-site: logistic loss, A = 107, randomly shuffled, m = 100, n = 150, h = 20.

9. Conclusions and Discussions

We proposed a class of DSCOVR algorithms for asynchronous distributed optimization of large
linear models with convex loss functions. They avoid dealing with delays and stale updates in
an asynchronous, event-driven environment by exploiting simultaneous data and model parallelism.
Compared with other first-order distributed algorithms, DSCOVR may require less amount of overall
communication and computation, and especially much less or no synchronization. These conclusions
are well supported by our computational experiments on a distributed computing cluster.

We note that there is still some gap between theory and practice. In our theoretical analysis, we
assume that the primal and dual block indices in different iterations of DSCOVR are i.i.d. random
variables, sampled sequentially with replacement. But the parallel implementations described in
Section 7 impose some constraints on how they are generated. In particular, the parameter block to
be updated next is randomly chosen from the set of blocks that are not being updated by any worker
simultaneously, and the next worker available is event-driven, depending on the loads and processing
power of different workers as well as random communication latency. These constraints violate the
i.i.d. assumption, but our experiments show that they still lead to very competitive performance.
Intuitively some of them can be potentially beneficial, reminiscent of the practical advantage of
sampling without replacement over sampling with replacement in randomized coordinate descent
methods (e.g., Shalev-Shwartz and Zhang, 2013). This is an interesting topic worth future study.

In our experiments, the parallel implementation of Nesterov’s accelerated gradient method (APG)
is very competitive on all the datasets we tried and for different regularization parameters used. In
addition to the theoretical justifications in Arjevani and Shamir (2015) and Scaman et al. (2017),
the adaptive line-search scheme turns out to be critical for its good performance in practice. The
accelerated DSCOVR algorithms demonstrated comparable or better performance than APG in the
experiments, but need careful tuning of the constants in their step size formula. On one hand, it
supports our theoretical results that DSCOVR is capable of outperforming other first-order algorithms
including APG, in terms of both communication and computation complexity (see Section 2.1). On
the other hand, there are more to be done in order to realize the full potential of DSCOVR in practice.
In particular, we plan to follow the ideas in Wang and Xiao (2017) to develop adaptive schemes that
can automatically tune the step size parameters, as well as exploit strong convexity from data.
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Appendix A. Proof of Theorem 1

We first prove two lemmas concerning the primal and dual proximal updates in Algorithm 2.
Throughout this appendix, E;[-] denotes the conditional expectation taken with respect to the random
indices j and [ generated during the ¢th inner iteration in Algorithm 2, conditioned on all quantities
available at the beginning of the tth iteration, including w) and o). Whenever necessary, we also
use the notation j) and I¥) to denote the random indices generated in the ¢th iteration.

Lemma$5 Foreachi=1,...,m, let u(Hl) € RYi be a random variable and define
&E”l) = prox,,, (oz( Vo). (58)
We choose an index j randomly from {1, ..., m} with probability distribution { pj}?il and let
S+ g
QD = v =,
! a/;t) otherwise.
If each u(Hl) is independent of j and satisfies E; [u (Hl)] X;w® fori=1,...,m, then we have
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where (W* a*) is the saddle point of L(w, @) in (5), and the a;’s are arbitrary positive numbers.

Proof First, consider a fixed index i € {1, ..., m}. The definition of & ~(Hl) n (58) is equivalent to
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By assumption, f;(8) and ﬁ 18— agz) ||? are strongly convex with convexity parameters y; and Ji

respectively. Therefore, the objective function in (60) is ( O'L, + y;)-strongly convex, which implies
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In addition, since (w*, a*) is the saddle-point of L(w, ), the function f}(a@;) — (a;, X;:w*) is
yi-strongly convex in @; and attains its minimum at . Thus we have

x (141 ~(1+1 % Vi~ (t+1
fi (a/f.t+ )) - (a/l(.t+ ), Xiw™) > fi(al) = (af, Xpw™) + E’”al(ﬁ ) _ a/fllz.

Summing up the above two inequalities gives

@2 ~ (1+1) @2
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where in the last step we used Young’s inequality with a; being an arbitrary positive number.
Taking conditional expectation E, on both sides of the above inequality, and using the assumption
E,[ug”l)] = X;.w®, we have
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(62)

(t+1)
i
and j. Using the law of total expectation,

Notice that each &E”l) depends on the random variable u and is independent of the random

(t+1)

i

index j. But aEHl) depends on both u
E[-1 =PG=0DE[-j=i+PG#DE[-1j #1il,
we obtain

Efo;""1 = pEJfa "1+ (1 -p)a;” (63)
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E[lla!™*" =121 = pE1a"" - o)), (64)
E/ [\ — )% PiEANED = @F 1121 + (1 = p)E[lle” - a7 (65)

i
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Next, using the equahtles 63) (64) and (65), we can replace each term in (62) containing & (Hl) with

terms that contain only ai ) and “;Hl)- By doing so and rearranging terms afterwards, we obtain

1 1
(— ( + yi) ) el — o
pi \207

11 1(1 1
— |5 % | Ballla ™ —af 1P+ — |5~ — | Bl — "
pi 20[ ' Di 20',' a; i i

) (t+1) w112
a;Eq[[lu; - X;:w' 7] N o
(@ *
- 1 +<ai —a;’, Xi:(w w )>

—E[( (" = o), X = wh)].

Summing up the above inequality fori = 1, ..., m gives the desired result in (59). |

Lemma 6 Foreachk =1,...,n, let v(t“) € R% be a random variable and define

~(t+1 t t+1
w,(( ) (w() v}( )).

= ProXe, ¢,

We choose an index | randomly from {1, .. ., n} with probability distribution {q;};_, and let

(z+1) { ;g:l) ifk =1,

otherwise.

If each v,((tH) is independent of | and satisfies E, [v,(fﬂ)] = Wil(X;k)Ta/(t), then we have

(11
3 oo ot i
=\ \27k

n

1 1 1

1 (t+1) 1 (t+1) _ | (012
Z (sz +/l) [, = wil ]"'Z (_27' bk)El llw, wp II7]

>

o 4k
_Z bi g [H (r+1) _ (X o (t)” 1 (X0 ), o — o)

k=1

n

1
t+1) () T.,@)

+ Z q_kEt [<Wk Wi Z(X:k) (@ - (I*)>] , (66)

where (W*, a™) is the saddle point of L(w, ) defined in (5), and the b;’s are arbitrary positive
numbers.

Lemma 6 is similar to Lemma 5 and can be proved using the same techniques. Based on these
two lemmas, we can prove the following proposition.
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Proposition 7 The t-th iteration within the s-th stage of Algorithm 2 guarantees

L1111 37| Xk I 27| X |1
Z—{—,(z .+yi)—y,-+z i g0 - g+ 31 3 ZEE ey
im1 [P\ = P i
n

1 (1 3ol Xkl 20 ||Xk|| _

+ —(—+ﬂ)—ﬂ+2—’ | Iw” W““ZZ SRl —wiIlP
o1 9k \ 27 i M i=1 k=

L 1 1 (1
E (t+1) _ a* —— +AlE (t+1) _ . *2 ) 67
Z—m (—2 +y,) (lla 2] + ;qk 3o+ A B - i) (67)

Proof Multiplying both sides of the inequality (59) by % and adding to the inequality (66) gives

P m \ p; 20'i ! t i i e an 2Tk k o
L 1 o | ! (z+1)
2 | E (.z+1)—f2+ —|—+A|E t+1) %2
> ; s (2m' ) ellle; o |I7] Z 7\ Lllw, w1
Gl -
= mpi\200 a qk bk Wi
1t n
b
— kE [” (t+1) _ (X:k) a +Z Ez[< (+1) _ (t) (X ) (a,(t) *)>]
k=] 4 k=] Qk
m
- i (t+D) v ()27 _ 1 Y R
Zl Bl = Xiw ] ;mpiEt[(ai B I P )

We notice that the terms containing % <X w® —w*), a® — a*> from (59) and (66) canceled each
other. Next we bound the last four terms on the right-hand side of (68).

As in Algorithm 2, for each i = 1, ..., m, we define a random variable

| 1
wD = a® - —Xxyw® + —Xyw!”,
q

which depends on the random index [ € {1, ..., n}. Taking expectation with respect to [ yields

n
1 1
Et[uﬁm)] = § Gk (ﬁ,('s) - —Xisz(f) + —XikW;(f)) = X;w', i=12....,m.
=1 dk dk

(t+1)

Therefore u, satisfies the assumption in Lemma 5. In order to bound its variance, we notice that

n

1 1
E qk( lkv_v](() Xlkwk ) X w - X; w(t) —u - X w
=1 dk dk
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Using the relation between variance and the second moment, we have

E, (") = X0 D7) = qujl ”——X 7+ ;szw - Xew|[
_ gq_kuxlkwm ,kw(’)|| ) - X O
e 3 Liruop -f
< Z‘fz”);—:‘”z(||w;j>—w,:||2+||w;”—w,:||2). (69)

Similarly, for k = 1, ..., n, we have

m
_ 11 _ 11 1
0] = E Pi (Vl(:) - ——Xuw) @ + __(Xik)TO/l('t)) = — (X0 ",
P pim m m

i

(t+1)

Therefore v,_ " satisfies the assumption in Lemma 6. Furthermore, we have

M

~
Il
—_

1 2 _ 11 _ 11 1 2
E, [||v,£’+‘> —— (X a| ] Pil = - " a + (o = (X e
L 2

m
= Dl e - el - i - oo
i=1
< D pler @ o)
= £ pillm i i i
< m%(”&?) ot + e o). (10)
l

—_

i=

Now we consider the two terms containing inner products in (68). Using the conditional
expectation relation (63), we have

E,; [— <a/;t+1) - al@, X,g(w(’) - w*)>] = p;E, [— <&/(t+l) - a/l@, Xi;(w(t) - W*)>]

1 Ci
> piE, [— @ — )% - 21X - w*>||2]

= B (18" - 1] - TR0 = )P
1
1 CiDi

= ——E[lla;"" = o IP] - =2 1Xe: 0 = whIP (1)
l

where we used Young’s inequality with ¢; being an arbitrary positive number, and the last equality
used (64). We note that for any n vectors zy,...,2, € RV it holds that

||Z Zk” Z _||Zk||2
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To see this, we let z; ; denote the jth component of zx and use the Cauchy-Schwarz inequality:

Sl - S5 55 ]

=1 \ie=1
S5
< (52) )( <vcz—k>2)
m\aE v )\
N, n 52 n N n
i Zk 1 i
YT FH R R
iV S L A i L k=1

Applying this inequality to the vector X;.(w® —w*) = 37 =1 Xik (w(t)

- wy), we get
1X:. (@ = W) < Z —||Xlk(w<” whIP.

Therefore we can continue the inequality (71), for eachi = 1,...,m, as
E [ (o - o, Xiw® - W*)>]

1 C
1 (t+1) _ (t) CiDi L (1) * 112
2 cl_Et[”a'i ” | - 4 k§_1 o ”Xlk(w Wk)H
1 cipi o 1
(t+1) )2 iPi 201.,,(@) 2
> —C—iEt[Ilai —a; |l ]——4 k§:l q_k”Xik” lw,"” = wrll” (72)
Using similarly arguments, we can obtain, for each k = 1, ..., n and arbitrary hy > 0,
1
E (t+1) _ (l‘), —xH)T(a® — o*
(™ = wl — (X (@ - a™)]
1 h
(t+1) _ (z) ka (1) 2
2 _h_kE e[lwy wy 11%] E —IIszII la;” —af|°. (73)

Applying the bounds in (69), (70), (72) and (73) to 68) and rearranging terms, we have

il (1 +Z bicll X |I? Z Xl | o xe
“im | pi 20, V)TV 2mp; & Amp;
n
+Z L —/l+zal” ikl + Cl” ikl ” ® _ ;:”2
=1 qdk 2Tk i=1 quk i=1 4mqk

bk”sz” (s) az”sz” _() 2
+ 2—22 & - el ZZ Y will

i=1 k=1 i=1 k=

m

1 1 1 1
3 — (2_ + yl-) Eflle") - aF | + Z (2— T A) E,[llw " = wi ]
 mpi \207; P LA

m
* )
i=1
n

v

1 1 1
( ‘“‘)Er[”aﬁ”” ~a"IP)
12

20’,‘ a; Ci

+

1 1
_ _ E (t+1) 0121
(—sz T ) w7 = w117
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The desired result (67) is obtained by choosing a; = ¢; = 40; and by = hy = 41y. |

Finally, we are ready to prove Theorem 1. Let 8 € (0, 1) be a parameter to be determined later,
and let I" and 1 be two constants such that
L SnllXik I?
20mp;dy; ]}’

1
max {— (1 +
i,k Di

Itiseasy to check thatI" > 1 and € (0, 1). By the choices of o; and 7 in (23) and (24) respectively,

we have
1 1 1 1
Di 20i Gk 27, A

foralli =1,...,mand k = 1,...,n. Comparing the above equality with the definition of I" in (74),
we have

—
\%

2
3| Xl ) 1 (1 (74)

20qi1vi )" ax
(75)

(76)

301 Xl P
20qidy; — 20

3””Xik”2< 1
20mp;dy; ~ 2m A

which implies

Xl gy g TIXal?
qk B mp; -
foralli=1,...,mand k = 1, ..., n. Therefore, we have
n 2 n 2 n
31 || X 1 3 X; 1
Z Till Xl _ _Z n7 || Xik || < _ZG% _ oy, i=1...m a7
= P o mpi )
iwinxiknz :liwinxiknz Ui cen ketm 8

i1 M4k

" Ik mn

Now we consider the inequality (67), and examine the ratio between the coefficients of la'® - ar II?
and E,[[le\"*" - a¥|1?]. Using (77) and (76), we have

1

7 (ﬁ +%’) —Yi+ X

i

3t X Il

o _1=0y

() T ) T

(79)

Similarly, the ratio between the coefficients of ||w](:) -wr | and E, [||w](:+l) -wr |I2] can be bounded

using (78) and (76):

1 (1 30 |1 Xk |I?

L(E+a)-a+ygn, ol (=02 :1_1—9:77 (50)
1 (L =0 (L r '
qk (27, +/l) qk (2Tk +/l)
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In addition, the ratio between the coefficients of ||oz(s) ;‘IIZ and E,[Ilal(t b a/l?‘llz] and that of
% — w||? and E,[|w{*" - w¥||?] can be bounded as

Zk 20 || X |1
k=1

Qv @30 _ 200 -m) 1)
ko) E(kew) T 3070
Pl 305 | Xk > 2

mat— _ (/361 _ (/30 _26(1-n) )
FE) EGEe) T W

Using (76) and the four inequalities (79), (80), (81) and (82), we conclude that the inequality (67)
implies

m
| 29(1 |
n Y e —afIP + 3 Z ja - of |

i=1

n
29(1 :
) Tallwy” = wilP + § rafhv” —will?
k=1

m
I'y; 1 1
> Z_’E,[na;”)—a;nzh TAE,[[lw) ™" = wi 1.
i=1 m k=1

Using the definite of Q(-) in (21), the inequality above is equivalent to

26(1
7 Qw® - w* a® — %) + ﬁ (5 = w*, 3 — %)
> E, [Q(w(’”) —w*, "t - a*)] . (83)

To simplify further derivation, we define
AD - E [Q(W(t) — W, o — a/*)] ,
A9 = E[a@® - wha® - o).

where the expectation is taken with respect to all randomness in the sth stage, that is, the random
variables {(j©, 1), GO 1Dy, . (GM-D [(M=Dy}y Then the inequality (83) implies

20(1 —1n)

A® £ pAD > ATHD,
3(1-6) -

Dividing both sides of the above inequality by '*! gives

201 —n) A®  AD  AU+D

3(1-6) pt+! + nt 2 nt+l ’

Summing for¢t =0,1,,...,M — 1 gives
T
1 12 +LM 200 =1 30 0 5 A
non n™ ) 3(1-0) M
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which further leads to

(1- nM)—3(129 H)NS) +pMAD > AD,

Now choosing @ = 1/3 and using the relation A®) = A© for each stage, we obtain

1 2,
- 4+ = A(O) > A(M)
[5+3m)0 =

Therefore if we choose M large enough such that n™ < % then

2 - 2_
AM) < §A(0), or equivalently, A®*D < gA(S).

The condition ™ < % is equivalent to M > %, which can be guaranteed by
log(2 log(2 3log(2
oy 082 _loe@ . Slog@) o iy
1-n 1-6 2

To further simplify, it suffices to have M > log(3)I'. Finally, we notice that AC*D < (2/3)A®)
implies A® < (2/3)* A, which is the desired result in Theorem 1.

A.1l. Alternative bounds and step sizes

Alternatively, we can let I to satisfy

1 31X 12 1 301X 112
FZmaX_“_M,_H_m , (84)
Lk | Pi 20mardyi | qr 20mp; 1y,
where || - || denotes the Frobenius norm of a matrix. Then by choosing o; and 7x that satisfy (76),
we have
30| Xk 371X 1|2
il Xkl <01 ond k1 X[ < by
mqy mpi

We can bound the left-hand sides in (77) and (78) using Holder’s inequality, which results in

1 2|12 3| X2 3 maxg i I X ||
Z 31| Xkl < Z | Xk |l < I Xl < oy, i=L...m (85
o i P mpi

m 2 m .. 12 A, 2
30| X; 30| X 3max;{o;}|X.
oillXiell® ill Xkl < o | Xl <oL  k=L...n (86
-1 Mk iz Mk M4k

The rest of the proof hold without any change. Setting 8 = 1/3 gives the condition on I" in (26).

In Theorem 1 and the proof above, we choose I' as a uniform bound over all combinations of
(i, k) in order to obtain a uniform convergence rates on all blocks of the primal and dual variables
w,(cz) and al(t ), so we have a simple conclusion as in (25). In practice, we can use different bounds on
different blocks and choose step sizes to allow them to converge at different rates.
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For example, we can choose the step sizes o; and 7 such that

1 1 1 31Xk 12
—(1+ ) max { — 1+M s i=1,...,m,
Di 207yi k| pi 20mqi Ay

1 1 1 3 X‘: 2
—(1+ ) = max{— 1+M , k=1,...,n.
qk 27 A i | gk 20mp; dy;

Then the inequalities (85) and (86) still hold, and we can still show linear convergence with a similar
rate. In this case, the step sizes are chosen as

0 A
min &kz , i=1,...,m,
ko3I XllE

.| Ompyy; B
Tk = min > (> k=1,...,n.
i\ 3IXellE

If we choose the probabilities to be proportional to the norms of the data blocks, i.e.,

(%)

11X 112 ‘ X k|1
A k= T 5 >
X112 X112
then we have
OmA Omy;
O = ———>%, Tk = PYEE
31 XlE 31X lE
If we further normalize the rows of X, and let R be the norm of each row, then (with 8 = 1/3)
01 m A m Oyi m Vi m
O =—— = ——, Tk = —_ = —.
3R2N OR?N 3R2N O9RZN

For distributed ERM, we have y; = &y, thus 7, = 97? as in (29).

Appendix B. Proof of Theorem 2

Consider the following saddle-point problem with doubly separable structure:

. 1 m n , 1 m . n
min max {Lova) = — " > a] Xikw;c—a;f,« (ai)+;gk(wk>}. 87)

i=1 k=1

Under Assumption 1, L has a unique saddle point (w*, a*). We define

Py (wi)

1 1
a(a*fxzkwk + gk (wi) — Z(a*ﬁxzsz —gwp),  k=1...,n (88)

Di(a;)

%(afxi:w* - fi@) - @) Xew* + fi (@), i=1...m. (89)

We note that wy is the minimizer of Py with Py (wy) = 0 and o is the maximizer of D; with
D;(a}) = 0. Moreover, by the assumed strong convexity,

— 1 - .
Peowe) = Slwi—wils  Di(e) < - 2oflay — a2 (90)
2 2m
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Moreover, we have the following lower bound for the duality gap P(w) — D(«):
n . m .

> Pelwi) = > Dilai) = Lw,a*) = Lw*,@) < P(w) - D(a). on

k=1 i=1
We can also use them to derive an upper bound for the duality gap, as in the following lemma.
Lemma 8 Suppose Assumption I holds. Let (w*, a*) be the saddle-point of L(w, a) and define

P(w) = sup L(w, @), D(a) =inf L(w, ).
w

a
Then we have

X 2
POY = D(@) < LOv,a*) = Lwt ) + (- Z” i w1+ 2 ”Ana—a*uz.

Proof By definition, the primal function can be written as P(w) = F(w) + g(w), where
1 < 1 =
T *
Fw) = - Zlfl-(X,-;w) = %m(?x{a' Xw — Zlfi (a/i)}.
1= 1=
From the optimality conditions satisfied by the saddle point (w*, @*), we have
1
VF(w*) = —X"a™.
m

By assumption, VF(w) is Lipschitz continuous with smooth constant % m ny I

1 , which implies

F(w) < FW*) +(VFEW"*), w —w*) + (%i ”Xizuz)llw —w*||?
i=1 g
= %((a*)TXW*—gfi*(a?))+%(a*)TX(w—w*)+( i X 1”2) - w*|?
1 * & 5, * 1 L ”Xi:”2 *
- (@ >TXw—;f,~ (ai>)+(E;2—%)nw—w .
Therefore,
P(w) = F(W)+g(W)

IA

(@) Xw ——Zf (@) +gon + (- Z 1% ”2) = w2

= Lova®)+ (- Z”X T T

Using similar arguments, especially that Vg*(«) has Lipschitz constant ”’iﬂ, we can show that
X112 2
D(a@) > L(w*, @) - a —a*|”.
(@) 2 Lov* @) = 2| [
Combining the last two inequalities gives the desired result. |

The rest of the proof follow similar steps as in the proof of Theorem 1. The next two lemmas
are variants of Lemmas 5 and 6.
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Lemma 9 Under the same assumptions and setup in Lemma 5, we have

i Ll )y ||a<”—a.*||2_i L 1) mbie?)
pi \20 2 2 d i i\ p; i\@;

i=1 i=1
. L ( L, ﬁ) Bl 0711+ Y B la = a1 - 3 2, (Bl ™)
= t i [ t i i t 1 i
o pi\20i 2 l = 2pic l i=1 P
m
1
+(w? —w* XT(@* = a™)) - ~E[(a [ =, ul™V - xw*)] . (92)
i=1 7t

Proof We start by taking conditional expectation E,; on both sides of the inequality (61), and would
like to replace every term containing a(t *1 with terms that contain only al@ and ozl(t *D In addition

to the relations in (63), (64) and (65), we also need
E [f; (@] = piff @)+ (1= p) f7 ().
After the substitutions and rearranging terms, we have
L1 v\ %\, o 2 (1] o (D) .
(]7 (Tﬂ + 5) - 5) ||6Yi - CY?” + 171 -1 (fi (CYl- )= fi (a/;‘))

11 1) %2
— | — + 2 E |- o)) +
Di (20i 2) Ul ol 2Pi0'i

1
E, Kaf _ Oz@ u§t+1)>] _ ;Et [<a§t+l) z(t)’ u§t+l)>] ]
1

i i’

Eullaf ™= o 21+ —-B(f; (@) = f; (@)

Next, we use the assumption E, [u(t *D] = X;.w® and the definition of D;(-) in (89) to obtain

R AN A TN 2 (1 5. (o™
(171 (20_i + ?) - 3) e, = afl1" - P 1) mDi(a;")

1 1 7 (t+1) 2
E(z 2’) Edflla™" ~ af I+

+{af = al®, X, (W = wh)) - plE [(af™ = a®, uf™ = Xpw*)].
L

4

m —~
o0 E [lla\""D — ")) - EEt [Di(a!")]

Summing up the above inequality for i = 1, ..., m gives the desired result (92). |

Lemma 10 Under the same assumptions and setup in Lemma 6, we have

(1 (1 a no _
— (5= + i = wirll® + (——1)P(w<’>>
;(‘Ik (2Tk 2) ) g Z G Tk
I T S
1 E,[ (t+1) _ 21 4 E,[ (1) _ 02y | ZEJP, (WD
Z (sz ) Al — w2 Z— [w (D — w2 ;qk dPew™)]

1 - 1
() * () * (t+1) (1) (t+1) T *
+E<X(W -wH),a" —«a >+ E q—kE [< — WV _Z(X:k) @ >]
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Based on Lemma 9 and Lemma 10, we can prove the following proposition. The proof is very
similar to that of Proposition 7, thus we omit the details here.

Proposition 11 The t-th iteration within the s-th stage of Algorithm 2 guarantees
n

1 =~ . 1 ~
5 a1) oS5

L

k=1 in1
m n
111 %’) Yi 3nell Xull* | ) o] 2Tk”Xlk” O ¥
+) —|= +5) -5+ ) —— |l 24 ————lla; = a7l
A 30—1”X1k” (1) 2 20—1||X1k|| —(s) _ . %2
+ ) P YLl +
Z[qk (=+3)-3 Z]] el [ Z]kZ 1 = wil

m
1
> Zq—Et“’( wi™H] = > —E[Di(a{™)]

=1 1k -1 Pi

1 Yi (t+l) (t+1) 2
+Z mp; (20‘, 2) [” -a; || +Z 0 2‘1‘ 2 E,[H Wk” ] (93)

Now we proceed to prove Theorem 2. Let 6 € (0, 1) be a parameter to be determined later, and
let T and 1 be two constants such that

1 6A 1 6nA
r > max{—(1+ ),—(l+n—)}, (94)
ik pi Oqrdyi)  qk OpimAy;
1-6
= 1-— 95
n T (95)
It is easy to check that I' > 1 and 1 € (0, 1). The choices of o; and 7 in (32) and (33) satisfy

1 {1 1 r
— -4+ = —, i =1,...,m, 96
(2 207%‘) 2 l " ©o

1 {1 1 r
I = —, k=1,...,n. 97
. (2 2Tk/l) 2 " oD

Comparing them with the definition of I" in (94), and using the assumption A > ||X,~k||% > 1 Xl
we get

6l X, I? 6A 1 on|| Xxll? 6nA 1
< < and < < —,
Oqrdy: — Oqdyi — oyi Opimdy; — Opimdy; — A
which implies
X 12 112 .
3ol Xk |l < 92 and 3nty|| Xik || < eﬁ,
qk 2 mp; 2
foralli=1,...,mand k = 1, ..., n. Therefore, we have
n n
3l Xikll? 1 <o 3ntl|X;
Z T || Xk Il _ _Z ntiel| X |I? 073 i=1L...m ©8)
=1 mpi n Py mpi
m 2
30| X; 1 30| X; A
Z oill Xl _ _Z oill lk” <02, k=1,....n (99)
P e Ik 2’
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Now we consider the inequality (93), and examine the ratio between the coefficients of ||a(t)

|| and Et[llag”l) a*|1?]. Using (98) and (96), we have

1 1 i i 3 X I d
o (o + ) - S+ i, et U0 120, o)

(1 % = 1( L .w r
Pi(20'i+2) Pi(20'i+2)

Similarly, the ratio between the coefficients of ||W(t) w,f | and E, [||W](:+1) - w,’(‘llz] can be bounded
using (99) and (97):

(L 44 a m 30 1 Xk |12 1
+ 2 1-6)4 _
qr (2 2) 2 mqr < ( )2 1o 1-6 . (101)

1.2 = 1 (1A r
qk (ZTk + 2) qk (ZTk + 2)

In addition, the ratio between the coefficients of ||a(g) ;‘llz and E,[llal(t b _ a/l?‘llz] and that of
1% — w||? and E,[|w{*" — w¥||?] can be bounded as

Zn z'fk”Xik”2 2/3 0&
k=1 mp; < ( / ) 2 _ (2/3)9 _ 29(1 —7])

< - - , (102)
1 1 i i —
wlmty) sy T 30-0
20 IX;
SR et e 200 - 105
1 (1 Ay ~ 1 (.1 ) - —-0)
awmm+d) (g T 30-0

Also, the ratios between the coefficients of };k(w,(:)) and E, [Fk(w,(: +1))] is 1 — gx, and that of
5k (a/l@) and E, [51-(01(”1))] is 1 — p;. From the definition of I" and 7 in (94) and (95), we have

1-pi<np for i=1,...,m, and 1—-gx<n for k=1,...,n. (104)

Using the relations in (96) and (97) and the inequalities (100), (101), (102), (103) and (104), we
conclude that the inequality (93) implies

n m
I~ I ~ [y; 0 _ o] (t) W2
—Pw")y =% —Di(a")] + ! 24 [
U(Z gk k Z Di l n ; 2m Z Wi

k=1 i=1
20(1-n) [ Ty T
+—_ RARTEACH RIS v A=) w2
31 -6) (izl om 1%~ Z‘ o W = wl
> an L [P W] i [Di(a )]
a o I‘Ik ! =1

Z g [l - *||]+Z—Et[|| D,
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which is equivalent to

n m m
1 =~ 1 =~ 1 I'y;
77( E —qk Pk(W](;)) - E . —D; (a(t)) + ||w w2+ — E —;/l ||a/§t) - a/l?‘llz)

k=1 i=1 i=1

26(1 -n) —(s) w2 1 Ivi = (s) * 12
i S _ + — § gt — o? 1
3(1-6) ( v Wl m 2 I ! ’” (105)

i=1

\%

n m m
1 ~ 1 ~ 1 I'y;
T+1)y _ (r+1) (t+1) o x2 , & Vi @+ 2
Et|:§ _quk(Wk ) E —Dj(a )+ IIw w| o § B3 lle; ar|l ]

k=1 iz Pi i=1
To simplify further derivation, we define

i 1 i 1 ra 1 iry
A = N —Pw) = Y —Di(@") + —IIw® —wrP+ = Y e - o
k . 13 b
o1 9k io1 Pi l 2 mi3
m

n
- 1~ 1~ _ _
A = D P = ) ;Di<a?>)+ SR WP+ § llag? — o,
! =1

k=1 i=1
Using the facts that ﬁk (W,(cs)) > 0 and —Ei(&l(.‘y)) > 0, the inequality (105) implies
20(1 —1n)
3(1-96)
where the expectation is taken with respect to all randomness in the s-th stage, that is, the random
variables {(j©, 1), ;D 1Dy, . (GM-D [(M=Dy} Next we choose 8 = 1/3 and follow the same

arguments as in the proof for Theorem 1 to obtain E[AM)] < %A(O), provided M > log(3)I". This
further implies

A(S)-FT]E[AU)] > E[A(t+1)]’

_ 2\% _
E[A®] < (5) AO. (106)
By definition of I" in (94), we have qu<I“f0rk =1,...,nand pii<1“fori =1,..., m. Therefore,
O~ A 1 &y
W0 < (3R -3 na s Jis0 w5 R - )
k=1 i=1 i=1
n . m .
< 2r (Z ICOEDY Di@;%)
k=1 i=1
< or (Pw?) - D@")), (107)

where the second inequality used (90) and the last inequality used (91). On the other hand, we can
also lower bound A®) using P(w®)) — D(a™). To this end, we notice that with 6 = 1/3,

1 18A 1 18nA 18A 18nA
I' > max{— |1+ , — |1+ > max , .
ik |\ Di akvi) gk pimay; ik \pigdyi piqemAy;

Noticing that maxg{1/gx} > n and nA > ||X;.||% foralli = 1,...,m, we have
18A 18nA 18 SnA 18 S IIXallZ 18 & |1X:)12
FZmax{ }Zmax{ " } —Z—Z— I l”FZ—Z” "H.
ik \qrdyi i mA =y omAH vy ma =y
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Moreover, since I' > max {

18A }> 18nA
piqrdyi ] = pidyi

I « (s 18nA (s 18mnA <~ ll@;
= > il —aflP 2 —Z yilla® - af|? = Z
i=1 Yi

m*l pi
S om2a i

IBIXI S 2o eqz = IBIXIP ) a2
P Zuai —aflP = — -l — o),

for all i and mnA > || X||%, we have

(s) _ *”2
i

[\

Therefore, from the definition of A®),

n m

. 1~ 1~ ra 1 <~ Ty
A(S) — Z ” Pk( (S)) _ Z . D (a,(s)) + = ||W(S) _ W*HZ + Z Z 7”a,fs) _ a;rHZ

k=1 i=1 It i=1

n m m
_ _ 18 $0 IR 18]IX2
. Zpk(wl(:)) 3 ZDi(QES)) + (EZ )”Wm w4 W”am e
k=1 i=1 i=1
8w [|X:.]1? 18]1X1|?
= L(w<s>,a*)—L<w*,c‘z<s>)+(;Z X )||v'v“)—w*||2+—n!2 ﬂ” la® - o2
> P(W(S))—D(C_l'(s)), (108)

where the last inequality is due to Lemma 8. Combining (106), (107) and (108) gives the result:

E[P(w¥) - D@")] < (%)SZF(P(W“)))—D(&(O))).

Appendix C. Proof of Theorem 3

To facilitate the analysis of DSCOVR-SAGA in Algorithm 3, we define two sequences of matrices
recursively. The first is {W®)},50, where each W) € R"*<_ They are partitioned into m x n blocks,
and we denote each block as W(l) € Rk The recursive updates for W*) are as follows:

wO = 1,0 w7,
(t\T ep . .
w ifi=jand k =1,
e o ) 7 (=012, (109)
Wik otherwise,

where 1,, denotes the vector of all ones in R, and ® denotes the Kronecker product of two matrices.
The second sequence is {A®)},>0, where each A®) € RVN*" They are partitioned into m X n blocks,
and we denote each block as AEI? € RViX1_ The recursive updates for A?) are as follows:

AY = O 1]
) i
a.’ ifi=jand k =1,
At T / 1=0,12.... (110)
A, otherwise,

The matrices W and A®) consist of most recent values of the primal and dual block coordinates,
updated at different times, up to time ¢.
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Notice that in Algorithm 3, the matrices U") € RV*" follow the same partitioning as the matrices
A" and the matrices V) € R™* follow the same partitioning as the matrices W*). According to
the updates of U, V® ™ and $® in Algorithm 3, we have for each ¢ > 0,

Ul(li) = Xi (W(l)) i:],...,m, k:l,‘.‘,n’

1
Vil = (A Xae i=lom k=10

Proposition 12 Suppose Assumption 1 holds. The t-th iteration of Algorithm 3 guarantees

m
1|1 (1 3Tk||XLk|| (l‘) 2 2Tk”th” (1) _ %
— | = + + A ;
§ - L)" (2(7[ %) Yi+ § —— lla;” = af|l § E ——|l |12

i=1 k=1 i=1 k=
n
1 1 30—1”X1k” (1) 2 20—1||X1k|| (t\T * (2
LD bl Erei il BV hwi” = will? + = (W) - v
> i 1 ( - ) ([l - *||2]+§nj 1 (1 +A)E[|| CY -] (111)
> — | i Q; : — | w -w
— mp; \207; Vi ! g \ 27 Tk k

Proof The main differences between Algorithm 2 and Algorithm 3 are the definitions of u(t *D and

l(t”). We start with the inequality (68) and revisit the bounds for the following two quantities:

1 2
E, [||M§t+l) ~ Xw O] and E, [”VI({H]) _ E(X:k)Ta,(t)H ] i

For Algorithm 3, we have

1 1
uEZH) = ﬁlm - —Ul.(lt) + —Xilwl(t), i=1...,m,
qi qi
@ty _ oL oo, 11 T ) _
Ve = v __,(ij) +;E(Xjk) @, k=1,...,n.
J

We can apply the reasoning in (39) and (40) to every block coordinate and obtain

E "] = Xmw®,  i=1...m,
1
E [ = E(X;k)Ta(’), k=1,....n.

Therefore they satisfy the assumptions in Lemma 5 and Lemma 6, respectively. Moreover, following
similar arguments as in (69) and (70), we have

2||Xk|| 2
B - X ] sy A (" =i i = i)
k=1
1 2 2||Xlk||
B[ - 2o e < B (jeag - ot + net? - azie).
i=1
The rest of the proof are the same as in the proof of Proposition 7. |
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Now we are ready to prove Theorem 3. By definition of W® in (109) and A® in (110), we have

E [IW™T =wilP] = piaclwy” = wilP + (1 = pigll(Wi)"
E (A - ot IP] = piacllel” = ot + (1 = pigollAY) - of|.
Foralli=1,....mand k=1,...,n,let
P 1 .13 PR L ¥ . 11
szf]k m P,- qk
We multiply (112) by &;x and (113) by {;x and add them to (111) to obtain

m n 2
111 /(1 67k || Xik ||
2 | (2 ”“) AP LA
o M| Pi \40 o mpi
n m 2
1 (1 60|l X;
+ —(—+A)_A+ZM ||W](:)—WZ‘||2

— aqk \ 27k — max

n n

m 1 m
DI (R ATATHETS DY ) (1= 3 eallony™

i=1 1
N | 1 511
> Zf(2—+yl)Et[||a<f+‘> ,-*||2]+ q—(z_”) E, [lIw"" -

1 =1
m
1 2
+ 3 B [[AGTD - ot IP] + Z Z EaE W) = wiIP].
i=1 k=1 i=1 k=

Let 8 € (0, 1) be a parameter to be determined later, and I" be a constant such that

1 31Xk |12 1 3n|| Xk |[? 1
r > max{ (1+ [ Xk ) _(1+ nl| Xkl ) }
ik pi 20qkdyi ) qx 20pimAy; ] piqk

The choices of o; in (42) and 7y in (43) satisfy

1 1 1 1
—(1+ ):—(1+ ):F.
Di 20i qk 27, A

Comparing the above equality with the definition of I" in (116), we have

SXal? 1 BalXad?
20qk dyi — 207 20pimdy; ~ 2ud
which implies that
6TXinl® _ ) apg OXal® o
gk mpi
hold foralli =1,...,mand k = 1, ..., n. Therefore, we have
Z":6TkI|XikII2 =liwgzgw, i=1,...,m,
— mp; n i mpi
i 601 Xl _ li bl Xal? _ 200,  k=1,...,n.
- M4k = o
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Now we consider the inequality (115), and examine the ratio between the coefficients of ||cy(’) ;*ll2

and E;[ II(xEt“) a*|I?]. Using (119) and (117), we have

671 11X 1I?
plam tv) =+ B SRS a0y 126 .
1 = 1 - :
Pi (20-1 71) Pi (20-1 71) F
Similarly, the ratio between the coefficients of ||W](:) ||2 and E;[ ||W(t+1) w,jllz] can be bounded
using (120) and (117):
1 60 |1 Xk |I>
ar (o +4) = A+ T g =294 1726 (122)
1 (L - 1 (L r -
qk (ZTk +/l) qk (2Tk + /l)

We notice thatin (115), the ratios between the coefficients of (i« ||Af,t( *|| and i  E; [||A(’+1) f||2] )

as well as and that of §,~k||(Wl.(]?)T - w,’;‘”2 and &1 E; [||(Wi(1§+1))T - ]’:|| |, are all 1 — §p,qk. By
definition of I in (116), we have

1 .
l—gpl-qk < 1—3—1_, i=1,...m k=1,...,n. (123)

We choose 6 = 1/3 so that the ratios in (121) and (122) have the same bound 1 — 3%_ Therefore, it
follows from inequality (115) that

m n
Iy,
3 LR el - aIP] + Y TA, [Iwl ™ - wiI]
i=1 m k=1

m n m n

1 2 D\T 2
+ZZakE HAG™ = afIP1+ D) > éakelWi )T = wilP).
i=1 k= i=1 k=1
n

1 Dyin o 2 ) 2
(1—5) (Zg‘uai —afIP+ ) Tl ~wil

i=1 k=1

+ZZ{zkllA(’) af| +ZZ§zk||( m)T—w,’:Hz). (124)

i=1 k= i=1 k=
Let’s define
_ 2 (1) 2 (t) 2 i (t\T 2
A = A=t S il =afIP+ Y D SElAR - M WD) = wilP.
i=1 i=1 k=1 i=1 k=1
Then (124) implies
1 t

E|AD| <[1-—]| AO, 125
2] < (1- 5] 12

where the expectation is taken with respect to all random variables generated by Algorithm 3 up to
iteration ¢.
By the definition of &;; in (114), we have
Eik 3ol Xl 1 _ 641 _6a_ 2

I

r mpiq]% I' " mpigp T~ m 3m

>
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where the first inequality is due to (118) and the second inequality is due to the relation ' > ——

Pidqk
from the definition of I" in (116). Similarly, we have
Gie _ 3ndllXal? 1 < Ovi b _ Oy _ v
= 5 < . < = i
r m2pi ge U' ~ mnpiqpr '~ 3mn  3mn
Moreover, by the construction in (109) and (110), we have for t = 0,
AY = oY for k=1...,n and i=1....m,
(Wi(]?))T = w,(co), for i=1,....m and k=1,...,n
Therefore, the last two terms in the definition of A” can be bounded as
ik 11 4 (0 Eik 0 2
ZZ 1A - o7 +ZZ =W - wil
i=1 k= i=1 k=
< —lof” - o + —w” = wil?
i=1 k=1 3mn i=1 k=1 3m
1 m
— 0) 2 0 2
= 5 ;%Ilai — P+ S ® -
which implies
o4 . LN O _ |2
A < 3 (U w2 el = ).
i=
Finally, combining with (125), we have
E[A”] < {1- L)d Aw® — )P+ L iyna?o) —a?|?
ar) 3 e A oy
which further implies the desired result.
Appendix D. Proof of Theorem 4
To simplify the presentation, we present the proof for the case y; = y foralli = 1,...,m. Itis

straightforward to generalize to the case where the y;’s are different.

Lemma 13 Let g : RP — R be A-strongly convex, and fi RYi — R U {co} be y-strongly convex
over its domain. Given any w € R% and & € RYN, we define the following two functions:

1 1 &
Liw,@) = gw)+—a"Xw—=>"fi«(a), (126)
m m P
oAl 0 -
Ls(w.a) = L(w.a)+ —|w-wl? - “Llla - al?. (127)
2 2m

Let (w*, @*) and (W*, &@*) be the (unique) saddle points of L(w, @) and Ls(w, ), respectively. Then
we have

A = 1P+ Lia - a2 < v —wl?+ Llla - o3 (128)
m m
1/2 5 1/2
(A||v~v*—w*||2+1||@*—a*||2) < —(a||»v—w*||2+1||&—a*||2) . (129)
m 1+06 m
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Proof This lemma can be proved using the theory of monotone operators (e.g., Rockafellar, 1976;
Ryu and Boyd, 2016), as done by Balamurugan and Bach (2016). Here we give an elementary proof
based on first-order optimality conditions.

By assumption, we have

w*,a*) = arg rrgn max L(w, @),

(W*,a*) = arg min max Ls(w, @).
w a
Optimality conditions for (W*, @*) as a saddle point of Ls:
1
—=xTa* - 62 (W - W) € dg(vY), (130)
m
m
Xw* —oy(@*-a) e a) f1@". (131)
i=1
For any & € dg(w*), it holds that & + #XTa/* € d,, L(W*, a*). Therefore using (130) we have
1
—XT(@* —a*) - 64 (W* = W) € duL(P* ™).
m
Since L(w, a™*) is strongly convex in w with convexity parameter 1, we have
1 r Pl
LOV*, a*) + (—XT(a* - &%) - 6a (w* - w)) W* = 0%) + 2l = w¥IP < Lov*, %), (132)
m
Similarly, we have
1 o
—XT(* —w) - L (6 @) € o (~LOv*.aM),
m m

and since —L(w*, @) is strongly convex in a with convexity parameter %, we have

1 5 d
_L(w*, &%) + (—XT(W* R e (e a/)) (@* — &%) + - ||6* = o*|> < —L(w*, a™).
m m 2m

(133)
Adding inequalities (132) and (133) together gives
L(W*’ CZ*) - L(W*’ &*)
0 A
+ 50 = )T = wS) + L@ - @) (@* - a*) + S~ —wr|? + 1@~ — a*|? < 0.
m 2 2m
Combining with the inequality
~%  *x * o~k A ~ % * 112 Y o ax * 112
LWw™, a™) - L(w™,a”) = =|w* =w™ ||+ ——|la™ — o™,
2 2m
we obtain
4 oy

> = w*|* + E||5z* — P+ A =)L (W* —w*) + Z(d* —a)T(@* -a*) <0. (134)

51



X140, Yu, LIN AND CHEN

Proof of the first claim. We can drop the nonnegative terms on the left-hand side of (134) to
obtain
A0 — )T (7 —w*) + L@ - @) (@* - a*) < 0.
m

The two inner product terms on the left-hand side of the inequality above can be expanded as follows:

T *

W* = )T (W = w*) W* =T (v = w W — w*),

@ - @)@ -a”)

|
B)
|
Q
N

Combining them with the last inequality, we have

A =il + Lja* —alP < a0 - v -wh) - L@ - ) (@ - a*)
m m
< 2 (1% =P+ 1 - wI2) + L (13 - @12 + 1@ — a*1P),
2 2m

which implies

Y -~ -
la* - al

% ~k o~ 12 * 12
—||w* =-w||"+ =—|la" - & .
2|| I m I

A
< Slw—wHP+ Sl - a
Proof of the second claim. We expand the two inner product terms in (134) as follows:

W* =)L (W = w*) = (W = w* + w* = )T * = w*) = [[0* = w* |2 + (w* = )T (0% = w*),

@ -a)@*-ao*) =@ -a*+a* -a) (@ -a*) = |a* - a*|> + (* - &) (@* - a*).

Then (134) becomes

r
(1 +&)A* = w*|I? + (1 + §)—||w* — w*||?
m

IA

SAOY = wHT (W* —w*) + %(d —aMl(@* - a®

1/2 1/2
5 (Anw w2+ Lya - a*||2) (/lllv”v* AT a*||2) :
m m

IA

where in the second inequality we used the Cauchy-Schwarz inequality. Therefore we have

12 5 1/2
(Wv* — w2+ Lyar - a*n"‘) < = (Anw “wr P+ Lya - a*||2) :
m m

which is the desired result. |

To simplify notations in the rest of the proof, we let z = (w, @) and define

1/2
Y
Il = (Al + Zjl?)
m
The results of Lemma 13 can be written as

1z = 2*1, (135)
12 - z*II. (136)

[l

12" = z*l <

IA

1+6
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Next consider the convergence of Algorithm 4, and follow the proof ideas in Balamurugan and Bach
(2016, Section D.3).

If we use DSCOVR-SVRG (option 1) in each round of Algorithm 4, then Algorithm 2 is called
with initial point 27 = (W), @) and after S stages, it outputs 7" as an approximate saddle
point of Lg) (w, @), which is defined in (46). Then Theorem 1 implies

s
2
E[200 - 22)1°] < (5) E[|z¢) = 221, (137)
where 7*(") denotes the unique saddle point of L(ér) (w, @). By Minkowski’s inequality, we have

A7 1/2 A7 ok (r 172 ok (r 172
(B[00 = 2*12]) 7 < (BLIZTD = 22012]) 7 + (B2 - 2*17])
where z* is the unique saddle point of L(w, @). Using (137), (135) and (136), we obtain

S/2
(B[ - 221" < (%) B[z - 22012 + (B[ - 212])
S/2
< (%) (BDI - 1P1) " + 2 (B2 - 241P))

2\57% 5
= =z (r)
[(3) | (B0 =217 )" (138)
Therefore, if S > % we have
2\5% 5 1 ) 1+26 1
2+ < + = =1- ;
3 1+6  2(1+06) 1+6 2(1+9) 2(1 +9)
which implies
2
~(r+l1) * 12 < 1— =(r) * 112 . 1
E[IIZV77 - 2*II7] < ( 2(1+5)) E[12" = 2*II7] (139)

If we use DISCOVR-SAGA (option 2) in Algorithm 4, then Algorithm 3 is called with initial
point 2 = (W), @) and after M steps, it outputs 7" *1) as an approximate saddle point of
Lf;) (w, @). Then Theorem 3 implies

M
E[|z" - 20)1] < ‘—‘(l—i) E[)Iz" = 27"17].
3 3l

Using similar arguments as in (138), we have

M2
S(r+1) 12 4 - 1 0
B0 =) < 3137 ) 1o

Therefore, if M > 6log (M) I's, we have

(B0 - 2417]) "

+ < + = =1- ,
I1+6 2(1+06) 1+6 2(1+0) 2(1+9)

4 1 \M? s 1 § 1425 1
3\ 3
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which implies the same inequality in (139).
In summary, using either option 1 or option 2 in Algorithm 4, we have

2r
. 1 .
E[IZ7 - 2*)1°] < (1 30 +5)) 129 — 2.

In order to have E[||Z) — z*||?] < e, it suffices to have r > (1 + &) log (llZ(O) - z*llz/e).
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