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Abstract

The accelerated proximal methods (APM) have become one of the most important opti-
mization tools for large-scale convex composite minimization problems, due to their wide
range of applications and the optimal convergence rate in first-order algorithms. However,
most existing theoretical results of APM are obtained by assuming that the gradient or-
acle is exact and the proximal mapping must be exactly solved, which may not hold in
practice. This work presents a theoretical study of APM by allowing to use inexact gradi-
ent oracle and approximate proximal mapping. Specifically, we analyze inexact APM by
improving the approximate duality gap technique (ADGT) which was originally designed
for convergence analysis for first-order methods with both exact gradient oracle and prox-
imal mapping. Our approach has several advantages: 1) we provide a unified convergence
analysis that allows both inexact gradient oracle and approximate proximal mapping; 2)
our proof is generic that naturally recovers the convergence rates of both accelerated and
non-accelerated proximal methods, on top of which the advantages and the disadvantages
of acceleration can be easily derived; 3) we derive the same convergence bound as previous
methods in terms of inexact gradient oracle, but a tighter convergence bound in terms of
approximate proximal mapping.
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ZHOU AND PAN

1. Introduction

For large-scale convex optimization problems, as it is prohibitive to compute the Hessian
matrix, first-order algorithms have become the most important technique due to much
cheaper per-iteration cost for evaluating first-order gradients. For smooth and convex func-
tions, non-accelerated first-order algorithms converge with a rate of O(1/k), where k is the
number of times for querying first-order gradients. This result, however, is less desirable and
not optimal (Nesterov, 2013; Bubeck, 2015). To improve it, Nesterov (1983) presented the
accelerated gradient descent (AGD) method to achieve a convergence rate of O(1/k?) for
smooth and convex functions, which is optimal for first-order algorithms (Nemirovsky and
Yudin, 1983). Since then, accelerated first-order algorithms have been extensively studied
(Nesterov, 2005; Tseng, 2008; Beck and Teboulle, 2009; Bubeck et al., 2015; Bubeck, 2015;
Nesterov, 2013; Allen-Zhu and Orecchia, 2017; Xu et al., 2018; Yao et al., 2017; Zhou et al.,
2020; Ye et al., 2020).

In the literature, convergence analysis is mainly obtained by assuming that the gradient
oracle is exact (noiseless). That means there exists a black-box that can return an exact
first-order gradient for any given point (Nesterov, 2013; Bubeck, 2015). However, in many
applications, only an approximate or a noise-corrupted (i.e., inexact) gradient is available.
For example, gradients may only be approximately computed when applying the smoothing
technique to non-smooth functions (Nesterov, 2005), which depends on solving another
auxiliary problem that might not be easily solved. In the case of inexact gradient, it has
been empirically observed that non-accelerated first-order algorithms (e.g., gradient descent
(GD)) significantly outperform AGD (Hardt, 2014). In other words, empirically, non-
accelerated first-order algorithms are more robust with inexact gradient oracle than their
accelerated counterparts. Therefore, it is important to theoretically study the robustness
of accelerated first-order algorithms with inexact gradient oracle.

To this end, several models with inexact gradient oracle have been introduced to study
the robustness of accelerated first-order algorithms. Existing works can be classified into two
categories: deterministic perturbation and stochastic noise. In the first category, the inexact
gradient oracle is generally defined by extending existing properties of exact gradient to the
case of inexact gradient (d’Aspremont, 2008; Devolder et al., 2014). In the latter category,
the true gradient is assumed to be corrupted by a stochastic noise (Lan, 2012; Ghadimi and
Lan, 2012, 2013; Zhang et al., 2014; Dvurechensky and Gasnikov, 2016; Jain et al., 2018;
Wangni et al., 2018; Kulunchakov and Mairal, 2019a; Aybat et al., 2019; Wang and Zhang,
2019; Kulunchakov and Mairal, 2019b, 2020; Assran and Rabbat, 2020). Recently, Cohen
et al. (2018) presented a theoretical study for the robustness of accelerated algorithms by
using a more general model of noise-corrupted gradient oracle. Although their analysis is
based on stochastic noise, it can also recover the results based on deterministic perturbation
models presented in (d’Aspremont, 2008; Devolder et al., 2014). However, their results
are limited to convex and smooth objectives which are less desirable, as the objectives of
many machine learning problems are convex composite, (Tibshirani, 1996; Bach et al., 2012;
Bassily et al., 2014; Parikh and Boyd, 2014; Tan et al., 2015a,b) instead of smooth (Hastie
et al., 2009).
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To overcome the aforementioned limitation, we present a study of the robustness of
accelerated proximal methods (APM) for convex composite objectives. Specifically, we
consider the minimization problem in the form of

min P(x) & f(x) + h(x), (1)
xeX
where f(x) is convex and L-smooth w.r.t. || -|| (refer to Definition 1), and h(x) is convex

but non-smooth. Many problems in machine learning can be cast by (1) (Bach et al., 2012).
Typically, f(-) defines a convex loss function for training examples, and h(-) regularizes the
model to promote a specified structure.

To solve (1), each iteration of proximal method (PM) (Parikh and Boyd, 2014; Ne-
mirovski, 2004) first takes gradient descent on the smooth function f(x) and then performs
prozimal mapping on the non-smooth function hA(x).

Xit1 = Proxes (xi — a; V f(x5)), (2)

where a; is the step size at the i-th iteration and Prox,;;(+) is the proximal mapping of A(-)

- 1 -
Prox,,;(X) = argmin { Ix — X||3 + h(X)} . (3)
xeX 2a;

Unlike AGD+ (Cohen et al., 2018), APM for convex composite minimization may not have
an analytical solution at every iteration due to the proximal mapping of non-smooth h(x).
Therefore, we simultaneously study the robustness of APM with inexact gradient oracle
and approximate proximal mapping.

The framework we adopt is based on the approximate duality gap technique (ADGT)
introduced by Diakonikolas and Orecchia (2019). The ADGT constructs an estimate iter-
atively for the duality gap of the optimal solution, which can be easily tracked and should
be improved as the algorithm converges. Using ADGT to prove the convergence of APM is
conceptually clear. Typically, ADGT may be used to analyze the convergence of existing
first-order methods, but also useful in designing new first-order algorithms with tight con-
vergence bound. Our construction is, however, different to the original one since ours does
not assume the lower bound problem is exactly solved, and thus some important properties
of ADGT do not hold. We note that ADGT have been used before for analyzing accel-
eration with noisy gradient oracle for convex and smooth objectives (Cohen et al., 2018),
but not for accelerated proximal methods with approximate proximal mapping for convex
composite minimization. Specifically, we are interested in presenting a unified convergence
analysis of APM with both noise-corrupted gradients and approximate proximal mapping.

In the following, we discuss the main differences between our work and the most related
works, and summarize our contributions.

e We present a unified analysis method that covers both non-accelerated and accelerated
proximal methods for convex composite minimization. In particular, the convergence
rates of PM and APM can be obtained by a common convergence proof with different
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choices of parameters. This naturally provides a comparison between PM and APM,
which helps us to deeply understand the advantages as well as the disadvantages of
APM over PM. In addition, our analysis allows the norm to be an arbitrary norm
instead of only the Euclidean ¢5 norm. Thus, our approach works for the generalized
proximal mapping (i.e., Bregman divergence) while the analysis of (Schmidt et al.,
2011; Kulunchakov and Mairal, 2019a) only works for standard proximal mapping
(i.e., squared Euclidean distance).

Our approach allows both inexact gradient oracle and approximate generalized prox-
imal mapping. Unlike AGD+ (Cohen et al., 2018), APM for convex composite min-
imization may not have an analytical solution for the generalized proximal mapping,
i.e., (11), due to either the complicated h(x) or general Bergman divergence. There-
fore, it is important to study the convergence rate of APM by allowing the generalized
proximal mapping to be solved approximately in expectation.

To address the challenge of approximate proximal mapping, we present a different
method to construct the approximate duality gap that makes the convergence bound
simpler and tighter (Cohen et al., 2018; Diakonikolas and Orecchia, 2019, 2018; Jain
et al., 2018). In particular, our method is different from AGD+ (Cohen et al., 2018)
even when the objective is smooth, i.e., h(x) = 0. Taking Algorithm 1 for example,
we define a different formulation for updating v; i.e., (8). It only requires V f(x;) in
our method while AGD+ takes all previous 6f(xj) from 7 = 1 to i (Cohen et al.,
2018). Specifically, if we choose to directly apply the idea of AGD+ (Cohen et al.,
2018) to the case of convex composite minimization (1), the update of v;, i.e., (8) in
Algorithm 1, becomes

1 & = 1
Vi%ar mln — ai; v X',V—X' +7D V’X +]'LV ) 4

The comparison between (8) and (4) implies that our Algorithm 1 is different from
AGD+ (Cohen et al., 2018) even when the objective is smooth, i.e., h(x) = 0. Next,
we show that the upper bound of A;E[G}] obtained by our method (8) is better than
that of AGD+ (4). Applying Lemma 4, A;E[G}] obtained by our method is

®
k k k
ARE[G)] < Dy(x*,x0) + Z ai<ni, x* — vi> + Z ai<wi,x* - vi> + Z aie; . (5)
i=1 i=1 i=1
@
In contrast, A;E[Gf] obtained by using (4) is

2

k k—1 k

AkE[Gk] < D¢(X*, Xo) + Z ai<ni, x* — Vi> + Z AZ'<WZ', Vitl — VZ'> +2 Z Aigi . (6)
=1 =1 =1

®
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Compared with AGD+ (Cohen et al., 2018), our method has at least two advantages.
1) Comparing @ in (5) and @ in (6), we observe that our bound (5) is simpler than (6).
Unlike (Cohen et al., 2018), both v; and v;;; are not an exact solution of proximal
in our case, thus our method avoids to handle two inexact solutions together, which
makes it easier to analyze. 2) More importantly, our bound is also tighter than (6).
Specifically, @ in (5) is the sum of a;e; over i, while @ in (6) is the sum of A;e; over
i. For accelerated methods, we have a; ~ O(i) and A; ~ O(i?) (refer to Remark 2 for
details). Thus, our bound (5) is tighter than (6).

e Our analysis achieves the same convergence bound as existing accelerated stochastic
gradient methods (Kulunchakov and Mairal, 2020, 2019a; Aybat et al., 2019; Ghadimi
and Lan, 2013) in terms of inexact gradient oracle, but a tighter convergence bound
than (Kulunchakov and Mairal, 2019a; Schmidt et al., 2011) in terms of approximate
proximal mapping (see Tables 1 and 2 for details). To the best of our knowledge, our
work is the nevertheless the first to achieve such a tight bound.

e We analyze the effect of non-smooth regularization h(x) to the robustness of APM
with inexact gradient oracle by leveraging the equivalence between convex composite
minimization and constrained smooth optimization. Our analysis suggests that APM
is more robust with inexact gradient oracle when a stronger regularization is used
because it leads to a smaller feasible set (see Proposition 3 and Section 7.1).

1.1 Related Work

In the literature, several works have been proposed to study the effect of approximate
proximal mapping or linear oracle in first-order methods. Lin et al. (2017, 2015) present a
generic framework to accelerate first-order methods for convex (Lin et al., 2017) and non-
convex objectives (Paquette et al., 2018). Under the same inexactness setting (Definition 5),
our results are better than theirs. For example, to obtain O(1/k?) convergence rate for
convex objectives, (Lin et al., 2017, Proposition 6) suggests that the error is required to
decrease faster than O(1/k*), while our method only requires faster than O(1/k?) as shown
in (44) of Corollary 2. For strongly convex objectives, we also achieves better convergence
bound than (Lin et al., 2017) in terms of approximate proximal mapping.

To guarantee the convergence, Lan and Zhou (2016) prove that the error of inexact
linear oracle of conditional gradient descent is required to decrease as the iteration (see Lan
and Zhou, 2016, 2.30). It is worth noting the conditional gradient can only handle a special
case of (1) in which the non-smooth A(x) is an indicator function a convex set. By using a
stronger inexactness, Ben-Tal and Nemirovskii (2001); Kamzolov et al. (2020a); Stonyakin
et al. (2020) show that the error accumulation due to approximate proximal mapping can
be removed. Taking (Ben-Tal and Nemirovskii, 2001) for example (as they use the same
inexactness), it requires the approximate solution to satisfy W;(v;) —W;(v}) < e—Dy(v4, v})
(see Ben-Tal and Nemirovskii, 2001, Lemma 5.5.1) where Dy (v;, vY) > 1|lv; — vi||% In
contrast, our method only needs to satisfy ¥;(v;) — ¥;(v}) < ¢ as shown in Definition 5.
Kamzolov et al. (2020b) considers the same gradient noise as our work, however, they
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assume the objective function must be p-strongly convex and L-smooth. Recently, Assran
and Rabbat (2020) also studied the convergence of Nesterov’s accelerated gradient with
inexact gradient oracle where they assume the objectives not only smooth and strongly
convex but also twice continuously differentiable. In contrast, we study both generally and
strongly convex objectives, with smooth f(x) and non-smooth h(x) objective functions.
In addition, Davis et al. (2018) also studied the convergence of non-accelerated first-order
proximal methods with inexact gradient oracle.

This paper is organized as follows. Section 2 introduces the notation and preliminaries.
Section 3 presents the APM with inexact gradient oracle and approximate proximal map-
ping for convex composite minimization; Section 4 is devoted to convergence analysis of
inexact APM; Section 5 introduces the extension to the case of strongly convex objectives
and Section 6 presents the extension to bounded variance models; Finally, we demonstrate
our analysis by experiments in Section 7 and conclude the paper in Section 8.

2. Notation and Preliminaries

Throughout this paper, we use lower-case and upper-case boldface characters (e.g., x and
X) to denote vectors and matrices, respectively. Let 0 be a vector or matrix with all its
entries equal to 0. We assume that the feasible region X € R™ considered in problem (1) is
a closed convex set. We assume that there is an arbitrary but fixed norm || - || associated
with X. Then, all statements about functions properties are described with respect to the
norm. For generic norm ||-||, its dual norm || ||, is defined as ||y||, = sup{(x,y) | ||x]| < 1},
where (-,-) denotes the inner product.

Definition 1 (L-Smooth) We say a function f : X — R is L-smooth with respect to || -||,
if it is differentiable and satisfies

L
Fy) < F6) + (V) y = %)+ Sy = %[ vxy € X.
Definition 2 (y-Strongly Convex) We say a function f : X — R is y-strongly convex
with respect to || - ||, if it satisfies

) 2 £+ (VI (x).y = x) + gy = x[% v,y € X.

Definition 3 (Convex Conjugate) For f(x), its convex conjugate f*(y) is defined as
F(y) Esup {(x,y) - f(x)}.

Lemma 1 (Hiriart-Urruty and Lemaréchal, 1993, Theorem 4.22) If f(x) is closed
and ~y-strongly convex with respect to || - ||, then f*(y) is %—smooth with respect to the dual

norm || - ||« and V f*(y) = argmax, {(x,y> — f(x)}.
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3. Inexact APM for Convex Composite Minimization

This section presents the accelerated proximal methods (APM) with inexact gradient oracle
and approximate proximal mapping to address the convex composite problem (1).

3.1 Generalized Proximal Mapping

This section is dedicated to the concept of generalized proximal mapping. To this end, we
first introduce the classical Bregman divergence, which plays a key role for defining the
generalized proximal mapping.

Definition 4 (Bregman Divergence) (Bregman, 1967; Censor and Zenios, 1998) Let
P: X = R be a continuously differentiable function and ~-strongly convex with respect to
|| - ||. The Bregman divergence is defined as

def

Dy(x,y) = ¢(x) —9(y) — (Vi(y),x —y),Vx,y € X.

The Bregman divergence Dd)(x,y) is essentially the difference between ¢ (x) and its first-
order approximation provided by y. It includes many well-know examples.

dof 1

e Squared Euclidean distance: let 1(x) = §||x/|3, then D,(x,y) = Hx — vl

e Squared Mahalanobis distance: let ¢ (x) o %XTMX where M = 0 is a positive semi-
definite matrix, then D (x,y) = tx—y) " M(x—y).

e Kullback-Leibler divergence: let Q = {x € R% >, @ = 1} and 9(x) S zilog xy,
then D, (x,y) = >, z; log % for x,y € Q.

Given Definition 4, we can generalize the proximal mapping (3) from squared Euclidean
distance to Bregman divergence (Parikh and Boyd, 2014). Specifically, the proximal method
with generalized proximal mapping for (1) is defined as

def . 1
Xi1] = arxgen)l(m {<Vf(xi),x — xi> + a—iDd,(x,xi) + h(x)}, (7)

where a; is the step-size at ith iteration. The Bregman divergence used in generalized
proximal mapping provides many advantages. For example, it can be considered as precon-
ditioning, that allows us to use a more accurate model of f(x) around x; (Liu et al., 2019;
Wang et al., 2019). By choosing an approximate Dy(-,-), it is expected

F60)  F00) + (TF0x3). 5 = x3) + Do, )

By doing so, this can improve the convergence of optimization algorithm, especially for an ill-
conditioned f(x). For example, Liu et al. (2019) demonstrate that the Bregman divergence
Dy(x,y) = %XTMy can significantly improve the performance over SVRG (Johnson and
Zhang, 2013) and Katyusha X (Allen-Zhu, 2018), where M > 0 is a fixed preconditioner.
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Algorithm 1 Inexact APM for Convex Composite Minimization (1)

1: Input: starting point xg

2: Ag =0 and yg = vg = X

3: fori=1to k do

4: Set A; = A;,_1 +a;

5. Set x; = Aflyzel + Fvia1
6 Solve

v; &~ argmin {<€f(xi),v> + i'Dw(v,vi_l) + h(v)} (8)
vex a;

such that E [¥;(v;) — ¥;(v))] < &;.

T Set y; = Ajili_ilyi_l + %Vi
8: end for
9: Output: yy

3.2 APM with Inexact Gradient Oracle and Approximate Proximal Mapping

The gradient oracle in generalized proximal mapping (7) is assume exact. To study the
robustness of APM with inexact gradient oracle, following (Cohen et al., 2018), we assume
the true gradient V f(x;) in (7) is corrupted by an additive noise n;:

VI(xi) = Vf(x) + (9)

where 7); can be either a deterministic or random variable. In Section 6, we show the
generalization of our approach to the bounded variance noise models from (Lan, 2012;
Ghadimi and Lan, 2012). Since 7, is allowed to be a random variable, it can be either the
error when the gradient is only estimated from a stochastic subset (Lan, 2012; Ghadimi
and Lan, 2012, 2013; Atchadé et al., 2017; Krichene and Bartlett, 2017; Jain et al., 2018;
Kulunchakov and Mairal, 2019a, 2020) or the intentionally added Gaussian noise of the
gradient in differential private empirical risk minimization (Bassily et al., 2014).

By replacing the noise-corrupted gradient v f(x;), the generalized proximal mapping
(7) becomes

e . — 1

Xit1 = argmin {<Vf(xz-), X — X;) + — Dy (%, %;) + h(x)}. (10)
x€X a;

In order to obtain accelerated convergence rate, we introduce another sequence variables

{vi}i>0 and use it to perform extrapolation for x; (Nesterov, 1983, 2013). By doing so, (10)

becomes
Y;(v)

v S argmin{ <%f(xz),v> + ti(Vvvi—l) + h(v) }: (11)
veX @i

where v} is the optimal solution to the generalized proximal mapping (11). Since ¥;(v) is
strongly convex, the generalized proximal mapping (11) has a unique optimum. Applying
Lemma 1, the optimum is given in the following proposition.
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def

Proposition 1 Let 4;(v) & ¢(v) 4+ a;h(v) and z; £ Vip(vi_1) —a;Vf(x;), then Vi o=

Proof The proof is straightforward by applying Lemma 1. |

However, solving (11) exactly may be expensive and impractical due to the following
two reasons:

e The h(v) may have a complicated form, for example, general overlapping group sparsity
(Huang et al., 2011; Mairal et al., 2011; Schmidt et al., 2011), OSCAR(Bondell and
Reich, 2008), total variation (Beck and Teboulle, 2009), etc.

e The Bregman divergence leads to expensive computation for solving (11), for example,
one needs to compute inverse for the preconditioner matrix (Liu et al., 2019).

In practice, an approximate solution is obtained by employing some iterative algorithm
to solve the generalized proximal mapping (11) up to a prescribed accuracy. Algorithm 1
presents the APM with noise-corrupted gradient and approximate proximal mapping for
convex composite minimization (1). It only requires the generalized proximal mapping to
be solved approximately in expectation up to a certain precision so that v; is an g;-optimal
solution to (11) by Definition 5.

Definition 5 For strongly convexr V;(v) and a non-negative scalar €;, v; is said to be an
gi-optimal solution to minyey V;(v) in expectation if E[\Pz(vl) — inﬁ( \I/Z(V)] <egj.
ve

4. Convergence Analysis

In this section, we present convergence analysis for Algorithm 1. For convenience, we assume
that 1 (x) is &-smooth w.r.t. ||-||. Our analysis approach builds on the approximate duality
gap technique (ADGT) (Diakonikolas and Orecchia, 2019). In Section 4.1, we define an
approximate duality gap for the optimal solution of (1). Then, in Section 4.2, we present a
generic convergence result without making any assumption on the gradient noise ;.. Finally,
we present specific convergence results for bounded and unbounded X in Sections 4.3 and
4.4, respectively.

4.1 Approximate Duality Gap

The key idea of ADGT is to first construct an upper bound U and a lower bound Ly, to the
optimal function value P(x*) where x* = argmin, ¢y P(x) is the minimizer of P(x) over X,

then use them to define an approximate optimality gap Gy o U — Ly. Consequently, the
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convergence of Algorithm 1 can then be proved by showing Gy, is converging. Specifically,
we analyze the evolution of A;Gy where Ay = Zle a;. Note that Ay is monotonically
increasing, thus Gy is decreasing if ApG} is non-increasing.

We now describe the choices of the upper bound U, and the lower bound L. It is
worth noting that their choices are critical for convergence analysis since ADGT proves the
convergence of optimization algorithms by tracking the evolution of G. It is naturally to
choose U ot P(yy) as the upper bound. To construct a lower bound Ly to P(x*), we can
apply the convexity of P(x). By the convexity of P(x),

Pc) 2 (£6) + (VA6 X" = x0) 4 hx)) + 2Dy vit) = 2Dyl vie). (12

Note that only inexact gradient oracle Vf(xy) is available, thus we substitute V f(xz) =
V f(xk) — ny, into (12),
~ 1 1
P(x*) > <Vf(xk),X*—Xk>—|—a—kD¢(x*,Vk_1)—|—h(x*)—|—f(xk)—(nk,X*—Xk>—a—kD¢(x*,vk_1).
Then, a lower bound Ly for P(x*) can be obtained by minimizing the right-hand side of
the above inequality. Formally, the Ly is defined as
®

Ly = min {Wf(xk), v =) 2 Dylvivict) + h<v>} F000) = {4 X k) =2 Dy i),
(13)

where % is essentially same as line 6 in Algorithm 1. Thus, the updating of v, is equivalent
to construct the lower bound L.

Given Uy and Ly, it is straightforward to show Gy = Uy — Ly, > P(yx) — P(x*). We will
prove the convergence of Gy by showing A;Gy is non-increasing. To this end, we define
By & AGr — Ap_1Gp_1,Vk > 1. (14)
As described in (Diakonikolas and Orecchia, 2019), if we treat Algorithm 1 as a discretization
of a underlying continuous-time dynamical system with Lyapunov function ApGp, then Ej
is the discretization error at iteration k. If E;, Vi < k are bounded, (14) leads to

A1G1 + 2?22 FE;

G = A,

Thus, it suffices to bound the sum of E;.

Relation with existing works. Note that the lower bound Lj defined in (13) bear
similarities with the approximate duality gap technique introduced by Diakonikolas and
Orecchia (2019). However, the lower bound Ly in (Diakonikolas and Orecchia, 2019; Cohen
et al., 2018; Diakonikolas and Orecchia, 2018) is constructed by a linear combination of all
x;, Vi < k seen so far. In contrast, our lower bound in (13) is constructed by only using the
latest x;. This construction for lower bound leads to several advantages when the lower
bound problem % in (13) only be approximately solved. As we will see later, our method
simplifies the analysis but also leads to a tighter error bound.

10
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4.2 Generic Convergence Result

We start by analyzing the optimality condition of approximate solution v; to (8). To this
end, we first extend the definition of e-subdifferential (Bertsekas et al., 2003) to include the
stochastic case.

Definition 6 (e-subdifferential in expectation) Given a convex function f and a non-
negative scalar €, the e-subdifferential in expectation of f at x is defined as

0.f(x) = {w|e>E[f(x)+ (w,y —x) — f(y)],¥y € X}. (15)

Remark 1 If both f and x are deterministic, it reduces to the standard e-subdifferential
(Bertsekas et al., 2003).

Since v; is an g;-optimal solution to (8) in expectation, the next lemma provides its ;-
subdifferential in expectation, that will play a key role for convergence analysis.

Lemma 2 Ifv; is a g;-optimal solution to (8) in expectation and v is {-smooth w.r.t. ||-||,
then there exists w; with E[|w;||?] < 2¢e;/a; such that

1

a;

(Vo (vie1) — Vab(vi)) — Vf(xi) — wi € Do, h(v;).

Proof For convenience, we define
e — ].
‘I’Z(V> def <Vf(Xz), V> + ;Dw(v, Vi—l)-
1

Then, ¥;(v) defined in (11) can be rewritten as ¥;(v) = ®;(v) 4+ h(v). By Definition 6, the
g;-subdifferential in expectation of ®;(v) at v; is

0., @i(vi) = {w | & 2 E[®i(vi) + (W, v — v;) — 4(v)],Vv € X}.

It is equivalent to

veX | a;

0., ®:(vi) = {w e >E [max {?Dw(vi,vi_l) (W= f(xi), v — Vi) — ;D¢(v,vi_1)}] } .

It can be rewritten as

0. = {w | &2 B [moc{ & (0v) = wi9) + (w = 500 + o Totwinv—vi) b}
Since ¥ (v) is £-smooth w.r.t to || - ||, it implies

() = 9(¥) 2~ v = il = {Vvi)v - ).

Qg i

11
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Applying this to the maximization term, we come up with

vex i

—jaiuv—wu?}]}.

Solving the maximization problem, it becomes

0=, ®i(v;) C {W ‘ g > E[max{ <W — Vf(x;) — %(VQMW) — Vip(vi_1)),v — Vz’>

26ei

0.,8;(v;) C {w ‘ >E [Hw V(x;) — —(Vﬂ}(vl) Vip(vi1))

i

28e;

)

Thus, for any z € 0., ®;(v;), it must can be expressed as the form

~ 1 .
z=Vf(x;)+ ;(Vl/}(vi) — Vi(vie1)) + w; with E[[|w;]|?] < (16)
By Definition 5, v; is an g;-optimal solution of ¥;(v) in expectation if and only if

Invoking Definition 6, this is equivalent to 0 belongings to the ¢;-subgradient in expectation
of ¥;(v;). Combining this with (Bertsekas et al., 2003, Proposition 4.3.1), we come up with

0 € 0-,9;(v;) C 0., ®i(v;) + Oz, h(vy).

Therefore, there must exists some z such that z € 9., ®;(v;) and —z € 0. h(v;). Invoking
(16), there must exist w; with E[||w;||?] < 2¢g;/a; such that

(V0011 ~ VH%) — TFx) Wi € B ().

This completes the proof. |

Given Lemma 2, the difference between ¥;(v;) and ¥;(v) can be bounded for any v.

Lemma 3 Ifv; is a g;-optimal solution to (8) in expectation and 1) is §-smooth w.r.t. |||,
then there exists w; with E[|w;||?] < 2€e;/a; such that, Vv € X,

1
E \IJZ(Vz) + ;D¢(v,vi) — <WZ‘,V - Vi> — \I/1<V) <e¢g;.
Proof By the convexity of h(v), Definition 6 implies
E [h(vi) + (W, v = vi)] —ei < h(v),Yw € O-,h(vi),v € X.

12



ON ACCELERATION FOR CONVEX COMPOSITE MINIMIZATION

Applying Lemma 2, there exits w; with E[||w;||?] < 2¢g;/a; such that

) 2 B [(vi) + (- (Votvioa) = 90(v0) = F505) — waov —vi )| —

E [h(vi) + ;<V¢(vi1),v — vl-> — ai<V1/)(vi),v — vi> — <€f(xz) + w;, v — v»} — &

7

1 1 1
E |:h(Vi) + ;<V¢(Vz‘—1)7V — Vi) — ;<V1/1(Vi—1),vi —Vi1) — ;<V1/1(Vi),v — Vi)
- <6f(xi) + W,V — Vz’> —&;
1 1 1 -
=K [h(vl) — ;D¢(V,vi,1) + ;Dw(vi,vi,l) + ;D¢(V,V¢) — <Vf(Xl) + wW;, v — Vl>:| — &j.
By reorganizing both sides, it becomes
~ 1 1
E |:h(Vl) + <Vf(Xl),V,L> + ;D¢(Vi,vi,1) + ;Dd,(v,vi) — <Wi,V — Vi> — Ei:|
~ 1
S E |:h(V) + <Vf(Xl),V> + ;Dw(v,vi_l) .
By the definition of ¥;(-), it can be written as
1
E |:\I/1(Vl) + thb(V,Vi) - <WZ',V — Vi> - \I’l(V) < eg;.
a;

This completes the proof. |

Given Lemma 3, we are able to bound Ej for convex f(x) in the following lemma.

Lemma 4 Let xp,yx, Vi evolve according to Algorithm 1 where vi is a ex-optimal solu-
e def

tion in expectation to (11). We define B = Ak(f(yk) — f(xk) — <Vf(xk),yk — Xk>) —
Dy (vi,vi—1). Then there exists wy with E[|wg||] < 2&ex/ax such that,

E[Ey] <E[E{] +E[E]] +E[E{] +E [Dy(x*, vi—1) — Dy(x*, vi)] ,Vk > 1, (17)

where E}! & ak<77k,x* — vk> and Ef aef ak(<wk,x* — Vk> + sk).

Proof From the definition of F,
By, = ApGr — Ag1Gr1 = ApP(yr) — Ag1 P(yr—1) — ax P(X7).
Substituting P(yx), it becomes

By = Ap(f(yr) + hy)) — Ap1 P(yi—1) — axP(x*)
= Ak (flyr) — f(x) = (Vf(x), y% — xk)) + Ae(f(xk) + (Vf (%K), Yk — Xi) + h(yr))

13
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- Akflp(ykfl) - akP(x*). (18)
By the definition of yj and convexity of h(-),
Ap(f(xk) + (V f(xk), yr — Xk) + h(yr))

Ak,1 ag Ak,1 ak
=A V vy Ty = B
k{f(Xk)+< (), =g =Yho1 Vi sz>+h< L 1+Aka>}

< Ak{f(xk) + Aj:<vf(xk)a}’k—1 — Xg) + %<Vf(xk)avk — Xg) + Aj:h(yk—ﬁ + Zh(vk)}
< Ap 1 P(yr—1) + ax (f (xx) + (Vf (%), Vi — Xi) + h(vi)). (19)

On the other hand, a;P(x*) = ay(f(x*) + h(x*)) can be lower bounded as
arP(x*) > ag(f(xx) + (VF(xk),x* — x) + h(x*)) + Dy (x*, vi_1) — Dy(x*, vi_1)

= au (9 6x)x” = 30+ Dyl i) + b))

+ ay, (f(Xk) — (Mg, X" — Xx) — ;Dw(X*,Vkﬂ)-

Taking expectation for the left-hand side, we come up with
~ 1
arpP(x*) > aiE [<<Vf(xk),x* - xk> + CTDw(X*’Vk—l) + h(x*))]
k

sk | (60 = =30 = LDy v )|

Applying Lemma 3 with v = x*, there exists wy, with E[||wy||?] < 2&¢, /ay such that
apP(x*)

> a;E Kﬁf(xk), Vi — xk> + alka(V’“’ Vi1) + h(vi) + ;D¢(x*, Vi) — (Wi, X" — i) — &‘kﬂ
|

o) = o = x0) = 2Dy i) )|
= arE[(f(xk) + (VI (Xk), Vi = Xk) + B(Vi)) + Dy(Vi, Vim1) + Dy (x5, vie) = Dy (X7, vie—1))]

— arE [((ny + Wi, x* — vi) + )] - (20)
Substituting (19) and (20) into (18), we obtain

E[Ex] < AE[(f(yr) — F(xk) = (Vf (%K), Yk — Xk)) — Dyp(vie, vie—1)]
+ E[Dw(x*, Vi—1) — Dy (x*, Vk)] + akE[«nk + W, X" — Vk> + €k)]
By using the definitions of EY, E,Z and E}, it becomes
BB < E[Ef] +E [E]] + E[Ef] + E[Dy(x", vi1) — Dy(x", ).

This completes the proof. |

Note that EZ is due to the inexact gradient oracle and Ej is incurred from approximate
proximal mapping. Before proving the main results, we first introduce a proposition to
bound £}, that is useful for later analysis.

14
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2
Proposition 2 Assume f is L-smooth w.r.t. || - | and Z—’; < £.Vk > 1. Let X, Yk, Vi
evolve according to Algorithm 1 where vy is a €, -optimal solution in expectation to (11).
Then it holds that Ef, < 0,Vk > 1.

Proof The proof is provided in Appendix A.1. |

Then, without making further assumption on 7;,, we have the following general conver-
gence result, which is a direct consequence of the Lemma 4 and Proposition 2.

2
Theorem 1 Assume f is L-smooth w.r.t. || - | and Z—’Z < 1,Vk > 1. Let Xy, y, Vi evolve
according to Algorithm 1 where vy, is a €,-optimal solution in expectation to (11). Then,
1 k
E[Gh] < — | Dp(x*,x0) + Y E[E] + Ef] |, (21)
A i1

where E] ot ai<ni,x* - VZ'> and £ def ai(<wi,x* - VZ‘> + ei).

Proof It can be proved by applying Lemma 4. Applying Proposition 2, (17) becomes
]E[E,L] == E[AZGZ - Aifle;l] S E [D¢(X*, Vifl) — Dd,(X*, Vi) + Eln + EZE] . (22)

Substituting (22) into Gy, we obtain

k
E [AxG, + Dy(x*,vi)] < Dy(x*,vo) + Y _ (E[ET] + E[E;]) . (23)
i=1
By noting Dy (x*,vi) > 0, it implies
k
ARE[GY] < Dy(x*,vo) + ) _ (E[E]] + E[E]]). (24)
i=1

This completes the proof. |

Theorem 1 allows us to recover convergence rates both for PM and APM with different
choices of ar. When the gradient oracle is exact (noiseless) and the proximal mapping is
exactly solved, we have i, = 0 and ¢, = 0,Vk > 1. The following theorem gives the
convergence rate of Algorithm 1 in this ideal case.

2
Theorem 2 Assume f is L-smooth and Z—’Z < +,Vk > 1. Let X}, yx, Vi evolve according
to Algorithm 1, where vy is an exact solution (i.e., e, = 0,Vk > 1) to (11). If the gradient
oracle is noiseless (i.e., n;, = 0,Vk > 1), then

Dw(X*, XO)

<
Gy < A

V> 1.

15
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Proof It can be proved by applying Theorem 1. Note that E] = 0,Vi > 1 holds since
n; = 0. In addition, it is straightforward to show Ef = 0 as v; is exact solution to (11)
that leads to ¢; = 0 and w; = 0,V7 > 1. Then, Theorem 2 can be proved by substituting
EZ7 =0 and Ef = 0 into Theorem 1. This completes the proof. |

Remark 2 In fact, we present a unified analysis method that covers both non-accelerated
and accelerated proximal methods for convex composite minimization (1). In particular, the
convergence rates of PM and APM can be obtained by a common convergence proof with
different choices of parameters a. On the one hand, it is easy to see that a = pE+D) +1) ,Vk > 1

2
satisfies the condition Z—’; § . In this case, we have Ay Vk(f;?’). Then, we come up with

4L Dy, (x* ,x0)
Gk = —p07m) ,
order algorithms for convex and smooth objectives (Nesterov, 1985). On the other hand,

2
setting ag to be a constant ap, = % is also valid for Z—i < % In this case, we obtain Ay = kf'y
LDy (x*,x0)
and Gk S T

and smooth objectives with convergence rate O(%)

. This is essentially the optimal convergence rate O(k%) of accelerated first-

. Indeed, it recovers non-accelerated first-order algorithms for convex

Next, we show the convergence of APM with inexact gradient oracle and approximate
proximal mapping. By controlling the gradient noise n;,, we will apply Theorem 1 to obtain
specific convergence rates.

4.3 Convergence for Bounded X

We first study the case when the domain X in (1) is bounded. By defining Ry« =
SUpPycy ||x — x*||, the domain X is said to be bounded if Ry is bounded.

2
Theorem 3 Consider problem (1) where X is bounded. Assume f is L-smooth and 4= <
1,Vk > 1. Let xy, yk, vy evolve according to Algorithm 1, where vy, is a eg-optimal solutwn
m expectation to (11). If {m;}i>1 are independent random variables, then Yk > 1:

k k
1
E[G}i] < A (Dw(X*7X0) + Rx*ZGiE[”niH*] + Z <Rx*\/ 28aie; + ai5i>> :
i=1 i=1

Proof It can be proved by applying Theorem 1. Specifically, E[Eln ] can be relaxed as
E[E]] = Elai(n;, x" — vi)] < aE[[ln;]l]|x* = vill] < R @i [[|m; -], (25)

where the first inequality follows by applying dual norm inequality (x,y) < ||x[/«|ly||. On
the other hand, E[Ef] can be relaxed as

E[E;] = E[ai(wi, x* —vi)| + aig; < Efa;||will«||x* = vil|] +aigi < Ryeen/2€aiei + aeq, (26)
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where the last inequality follows from E[||w;|l.] < /E[|w;[2] < \/2€s;/a;. Substituting
(25) and (26) into (24), AxE[G)] becomes

k k

ALE [Gk] < Dw(x*,x(]) + Ry~ Z azE[||"7@”*] + Z (Rx* v 28a;e; + aiai).

i=1 =1

Therefore, E[G)] is upper bounded as

) k k
E[Gy] < A <D¢(x*,xo) + RX*ZaiIE[HmH*] + Z (Rx*\/ 28aie; + ai5i>> :

i=1 =1

This completes the proof. |

Remark 3 In fact, the same bound on E[Gk] as Theorem 3 holds even if {m;}i>1 are not
independent but E[||n;|«] < o,E[||n;]|2] < 6,Vi. Under this condition, we have

k
E[Gy] < Ai (DT/)(X*vXO) + oRx+ Ay + Z (Rx*\/ 28a;e; + ai5i>> ,VEk > 1.
k i=1

For smooth objectives, Cohen et al. (2018) demonstrate that the presence of domain
boundary makes accelerated methods more robust with inexact gradient oracle, as the
boundary of the feasible set limits the variance. Unlike (Cohen et al., 2018), the convex
composite minimization problem (1) can be rewritten as an equivalent constrained opti-
mization problem even it is unconstrained. Next, we show that the stronger regularization
makes accelerated methods more robust with inexact gradient oracle when the non-smooth
h(x) is a regularization. Without loss of generality, we assume that h(x) can be written
as h(x) & Ag(x) where \ is a regularization parameter and g(x) is a regularization, e.g.,
g(x) = ||x||1. By doing so, (1) becomes

min P(x) = f(x) + Ag(x). (27)
xeX
The larger value of A leads to the stronger regularization. Let x\ be the optimal solution
of (27) when the value of regularization parameter is A\. The next proposition discusses the

effect of regularization parameter A to the robustness of Algorithm 1 with inexact gradient
oracle.

Proposition 3 We consider the case of X = R", i.e., (27) is an unconstrained optimization
problem. The problem (27) is equivalent to
min f(x) s.t. g(x) < C\ where Cy = g(x3}). (28)

Let X} be the optimal solution to (28) when the constraint parameter is C. It holds that
f(Xy) = f(x}) and g(X) = g(x}). As the increase of X\, Algorithm 1 becomes more robust
with inexact gradient oracle because C'y is decreased.

17



ZHOU AND PAN

Proof We first prove the equivalence between (27) and (28). The optimality condition of
X} to (28) implies

f&) < f(x) and ¢g(x}) < g(x}). (29)
Combining them together, we obtain
XD +Ag(x3) < f(xX) + Ag(x3)- (30)
On the other hand, the optimality condition of x} to (27) implies
xR+ Ag(x3) < f(XX) + Ag(X3)- (31)

Combining (30) and (31), we come up with

FX) 4+ Ag(x}) = f(XR) + Ag(X3)-

Invoking (29), we come up with f(x}) = f(x}) and g(x}) = g(x}). Thus, the problem (27)
is equivalent to (28).

Next, we prove the effect of A\ to the robustness of Algorithm 1. For any Ay < Ao,
we show that Cy, > Cy,. Let X3, and X}, be the optimal solutions of (28) with different
constraint parameters Cy, and C),, respectively. By the equivalence between (27) and (28),
ij\l and §§2 are also the optimal solutions of (27) when the regularization parameter are
A1 and Ao, respectively. Their optimality conditions imply

FER) +Mg(XR) < F(XR,) + Mig(X3,),
FEL) +Xg(X3,) < FXR,) + Aeg(X3))-

Summing up the above two inequalities, we obtain

(M=) (9(x3)) —9(x3,)) <0.

Since A1 < Ag, it implies g(X3 ) > g(X3,), thus Cy, > C),. We define &), x| g(x) <

Oy} and Xy, = {x | g(x) < Cy,}. It is straightforward to show Xy, C Xj,. By the
definition of Ry+, we have in < in due to X, € X),. Invoking Theorem 2, E[Gk]
2 1

and Var [Gk] increase linearly and quadratically with respect to Ry«, respectively. Thus,
Algorithm 1 becomes more robust with inexact gradient oracle as the increase of A because
Ry~ becomes smaller. |

4.4 Convergence for Unbounded X

The results presented in Theorem 3 only hold for the case when & is bounded. However, in
many machine learning problems, the domain X is unbounded, e.g., X = R". To study the
convergence rate of Algorithm 1 for the case of unbounded domain, we present theoretical
results in the following theorem by assuming that the noise samples {7, };>1 are zero-mean
and independent.
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Theorem 4 Assume f is L-smooth and Zk < $,Vk > 1. Let Xp,yx, Vi evolve according
to Algorithm 1, where vy, is a eg-optimal to (11) in expectation and {m;}i>1 are zero-mean
and independent random variables. Then Yk > 1:

EGy] < — | 2Dy(x* )+ffﬁEMIﬂ+ s fj =) (32)
kS| g Pe( %0 5 ;% 1 5 i:lm -

i=1

Proof It can be proved by following the proof of Theorem 1. Applying E[D¢ (x*, vk)] >
JE[||x* — vi|*] to (23), it becomes

k k
ALE[Gi] + %E[Hx* = vel’] < Dy(x*,vo) + 3 E[E]] + 3 E[E;]. (33)

Bounding E|[E]]:

We define v} o Vi (Vo (vie1) — a;V f(x;)) = V! (zi + a;m;) that is the optimal solution
to (11) when both gradient oracle and proximal mapping are exact. Then, E[E:]] can be
written as

E[Ej] = E[ai<ni7X* _Gz*>:| +E[az<nz76: - >} +E[al<nm Vi VZ>] (34)
By the fact that v} is independent of n; and E[n,] = 0, we note that
E[as(n;, %" — 97)] = 0. (35)

Regarding E[a;(n;, v} — v})], it can be relaxed as

~ ~ 1 a?
Elai(n;, v = vi)] < ail[lnll«[|v] = vi|l] < aill Imills - 12 + aim; = 2l 7’ [llmil12]
(36)
where the second inequality follows from ) is y-strongly convex w.r.t. || - || and Lemma 1.
The strong convexity of ¥;(v) and definition of v; lead to
S EIW.(v:)) — U >l —vr >l — vy
€ = [ i(vi) i(v )] 2, “|Vz \al ] 24 ( [HV@ Vi ”])
Thus, E[ai<ni, vy — V1>] can be bounded as
* * 2&?61'
Blai(n;, vi = vi)| < ail[[lnll[lvi = vill] < S E[[lmill+]- (37)

Bounding E[Eﬂ
It can be bounded as

]E[ai(<wi,x*—vi>—i—5l-)] < ai5i+aiE[||wiH*||x*—viH] < aisi—l—\/2§ai€iE[Hx*—vi||]. (38)

19



ZHOU AND PAN

where the last inequality follows from ||w;||? < 2¢¢;/a;.
Now we are ready to prove (32). Substituting (35), (36) and (37) into (34), we obtain

a2 e
E[E]] < 7 Ellnl2] + \/?E[Ilmll*]. (39)
3),

Substituting (38) and (39) into (3

AEIGH] + 2 E[x* = vi] (40)
i a? 2a3e; i .
< Dy(x",vo) + ) S —LE[[ln]17] + TE[IImH*] taiei | + )V 26aisE[|lx" - vi].
i=1 i=1
Note that

\/2“ SR [, ] = ﬁ@[nmr*]m

a2
)
Y
where the last inequality follows from ab < % (a? + b?) and (E[X])? < E[X?]. Substituting
this result into (40),

1
E[Jmi)2] + sae

AE[G] + 2E[|Ix* — vil|?]

\V]

k k
3
< de X VO + Z ( anH ] + 20457,) + Z 2{@151E[”X — VzH] (41)

=1 =1
Since E[G}] > 0, it implies

k k
3
’VE[HX —vil?] < Dy(x*,vo) + > < E[[|n;]2] + 2@1’61’) +) V28R [|Ix* — vi].
i=1 =1

Applying Lemma 6 with Sy, = Dy(x*,vo) + Zi?:l (23
and u; & \/gE[Hx* —vil|], we obtain

E[[lm;]I7] + %%’&) 0 = %%’EZ‘

k

2
(x*,vo +Z(2"Y%E Iml12] + alsz) +Z\/2§alalE [[x* = vil[]

k 2
Sg Dy(x v +;<231E ln,]12] + azsl>+ (Zz,/jam)
k 2
< §0ute v+ 3 2w ]+ (§ +4y%) (ZF)

Substituting it into (41), we come up with

kg2 i 2
E[Gy] < jk 2D¢(X*’xo) +3 371 E[|ln;]12] + (Z - 4\/2) (Z \/@)

=1 v i=1
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This completes the proof. |

Next, we present several corollaries of Theorem 4 to recover both accelerated and non-
accelerated proximal methods for various cases and compare our results with related works.
We generally assume the noisy gradient oracle and approximate proximal mapping satisfy
E[ln]l3] < 0% ei < e,Vi > 1. Convergence results for exact gradient oracle and proxi-
mal mapping can be also recovered naturally from the corollaries. We start by applying
Theorem 4 with step-size a; = 7(;51) and a; = %, which present convergence rates of accel-
erated and non-accelerated proximal methods for convex composite minimization problems,

respectively.

Corollary 1 Consider the same setting as Theorem 4 and assume E[||n,]|?] < 02, <
e,Vi > 1, where 0 and ¢ are constants. For APM with a; = Yt s > 1, we have

2L
6LDy(x*,%0)  (2k + 3)o? 32 /¢
E[Gy] < 64+ —1/= | (kE+2),VE > 1. 42
For PM with a; = +,Vi > 1, we have
3LDy(x*,%x0) 302 9 ¢
E < — — — 444/ > 1. 4
[Gr] < Ik + T + 1 + 5 ke, Vk > (43)

Consider the special case in which both gradient oracle and proximal mapping are exact
(i.e, m; = 0,5, = 0,Vi > 1), (42) and (43) recover the O(1/k?) (accelerated) and O(1/k)
(non-accelerated) convergence rates for convex composite objectives, respectively.

Remark 4 The Corollary 1 suggests both noisy gradient oracle and approximate proximal
mapping lead to error accumulationt for accelerated proximal methods. In contrast, the noisy
gradient oracle does not lead to error accumulation for non-accelerated proximal methods.
Thus, the acceleration comes at the expense of being less robust to noisy gradient oracle and
approrimate proximal mapping.

For unbound composite minimization, Theorem 4 suggests that the acceleration leads to
error accumulation for APM with noisy gradient oracle and proximal mapping as we have
ap ~ O(k) and Ay, ~ O(k?). Thus, the APM may fail to attain the optimal convergence
rate, even produce divergent result. Nevertheless, the error accumulation of APM can be
avoided if we postulate the magnitude of gradient noise (i.e., {E[[|n;]|?]}i>1) and error of
approximate proximal mapping (i.e., {€;};>1) vanishes with the number of iterations. This
can be achieved if the estimates of the gradient and the proximal mapping improve over
iterations (Atchadé et al., 2017; Devolder et al., 2014).

1. Following (Devolder et al., 2014; Cohen et al., 2018), the bound on the error incurred due to noisy
gradient oracle or approximate proximal mapping does not accumulate if it is not increased as the
number of iterations, otherwise there is error accumulation.
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Table 1: Comparisons of convergence bound on gradient noise variance and proximal map-
ping error for convex composite minimization by assuming E[[|n;[3] < 0?,&; <

e, Vi > 1.
Method o? €
(Schmidt et al., 2011, Proposition 2) O(k?) O(k?)
Accelerated (Kulunchakov and Mairal, 2019a, Proposition 4)  O(k)  O(k?)
Ours (59) O(k) O(k)
(Schmidt et al., 2011, Proposition 1) O(k) O(k)
Non-accelerated Ours (60) o) Ok

Corollary 2 Under the same setting as Theorem 4, we assume that E|||n;]|2] < o?(i+1)77

and €; < (i + 1)~7 hold for some d,e,p,q. Set a; = % for APM. For noisy gradient
oracle and inexact proximal mapping, if p > 3 and ¢ > 3, Vk > 1:

E[Gy]

1 6LD,(x*, 302 18y + 32
( (X Xo)Jr of 18+ \/76)' (44)

S UEE) v Lip—-3)  ~(g—3)?

Set a; = % for PM. For noisy gradient oracle and proximal mapping, if p > 1 and q¢ > 2,
Vk > 1:

(45)

1 <3LD¢(X*,X0) N 30?2 9y + 16\/75€>

ElGw] =3 2y Lip—1) " ~v(g—2)?

Remark 5 For APM with approximate proximal mapping, our work suggests that the
optimal convergence rate can be preserved if {€;}i>1 vanishes faster than O(1/k3) while it
requires at least O(1/k*) (Kulunchakov and Mairal, 2019a; Schmidt et al., 2011). This is
consistent with the comparison presented in Section 4.4.1.

4.4.1 COMPARISONS WITH EXISTING WORKS WITH CONVEXITY

To understand the novelty of our results, we provide detailed comparisons with them under
the same setting as Corollary 1, i.e., E[||n,]|3] < 0% &; < €,Vi > 1, where 02 and ¢ are
constants.

Acceleration with noisy gradient oracle and inexact proximal mapping has
also been studied in (Kulunchakov and Mairal, 2019a; Schmidt et al., 2011). Following
the setting of (Kulunchakov and Mairal, 2019a), we set k = L for convex objectives (i.e.,
p=0). As shown in (11) of (Kulunchakov and Mairal, 2019a), we have d; = o>/L. Then,
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the Proposition 4 of (Kulunchakov and Mairal, 2019a) implies

ol t k
B[P (xi) — P(e)] < iops | Ll =P+ 36+ 1

0'2 +
; L <
Jj=1 Jj=1

f’: (j + 1)3*+7e
v

It is easy to see that (j+1)3t7 > (j+1)3 for any « € (0, 1]. For convenience, we approximate
(+1)37 by (j + 1)3. Consequently, the error bound of (Kulunchakov and Mairal, 2019a)
is at least

2e 7 L|xg — x*||2 eT(2k +6)0? el

E[P(x;) — P(x*)] < CESIE a0 + 2 (k +2)%. (46)

Similarly, the Proposition 2 of (Schmidt et al., 2011) implies

k
N 2L 112 fo | 2¢
_ < == _ el -
P(xg) P(X)_(k’—l—l)2 lxo — x| +2;11<L—|— L>+

It can be rewritten as

) 2 2
P(xy) — P(x*) < 6L||x0 — x| n 6k“o 4

< hrie T 3—L(3k2 + k)e. (47)

In addition, Schmidt et al. (2011) also studied the convergence rate of non-accelerated
proximal methods. Specifically, the Proposition 1 of (Schmidt et al., 2011) implies

3L|xo — x*|2  3ko?
P(xy) — P(x*) < ”XO% <z 2Z + 12ke. (48)

Table 1 summarizes the detailed comparisons of (42) and (43) with (46), (47) and (48).
From the comparison, we obtain the following conclusions:

e For the case of acceleration, our result is better than (Schmidt et al., 2011) in terms
of both noisy gradient variance and approximate proximal mapping error and tighter
than (Kulunchakov and Mairal, 2019a) in term of approximate proximal mapping
error.

e For the case of without acceleration, our result is better than (Schmidt et al., 2011)
in terms of noisy gradient variance.

Acceleration with noisy gradient oracle but exact proximal mapping has also been
studied in (Kulunchakov and Mairal, 2020; Cohen et al., 2018; Ghadimi and Lan, 2012).
Next, we show that our method also achieves the optimal sublinear convergence rate for
finite horizon as aforementioned works.
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Algorithm 2 Inexact APM for Strongly Convex Composite Minimization (1)

1: Input: starting point xq, strongly convex parameter u
2: Ag =1 and yg = vg = X

3: fori=1to k do

4: Set A; = A;_ 1+ q;

5. Set x; == ﬁ}’iq + T vie1

6 Solve

vi ~ argmin {(V/(x:),v) + §[[v = x| + 42Dy (v, vie) + h(v) b (51)

such that W;(v;) — ¥;(v}) <.

T Set y; = Ajli_il}’i—l + %Vi
8: end for
9: Output: yi

Corollary 3 Under the same setting as Corollary 1 but the proximal mapping is evact,
i.e., € = 0. Consider a fized budget K of iterations of Algorithm 1. If a; = % where

202(K+1)3

ElGx] < SLDu0%0) | [6Du(x", x0) (49)

T T oy

K=K +1)2 (K +1)
If a; = min (Z, 1 WDwS;(*’XO)> , then

3LD,(x*,%0) Dy (x*,x0)
EGg]| < ——————+3 —_— 50
Grl = 297K o 29K (50)

Similar to (Kulunchakov and Mairal, 2020), (49) and (50) show that our analysis is able to
recover the optimal noise-dependency for accelerated (Ghadimi and Lan, 2013) and non-
accelerated (Nemirovski et al., 2009) stochastic first-order optimization, respectively.

5. APM for Strongly Convex Composite Minimization

In this section, we extend the study to u-strongly convex f(x). In this case, we slightly
modify Algorithm 1 by considering the strong convexity of f(x). Following the customary
for smooth and strongly convex minimization (Nesterov, 2013; Bubeck, 2015; Cohen et al.,
2018), we assume that || - || = || - ||2 so that f(x) is L-smooth and p-strongly w.r.t. the ¢y
norm in this setting. We take ¢(x) = 3||x[3 (i.e., v = 1,£ = 1) for simplicity as in (Cohen
et al., 2018). Throughout this section, we only consider the case of X’ is unbounded, i.e.,
X =R"
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Next, we apply the same idea presented in Section 4.1 to construct the approximate
duality gap for p-strongly convex f(x). Same as before, we choose Uy = P(yx) as the
upper bound to P(x*) where y is the current solution. To construct a lower bound Ly to
P(x*), we apply the u-strong convexity of P(x).

A
P 2 f(o0) + (VF001). 5" = 366) + Sl =300 hioe') + 220D o i)

_ pAg—1
ag

Dw (X*, kal)' (52)
Substituting V f(xz) = V f(xz) — 1, into (52), we obtain

~ Ap—
PO) 2 (V)X =) o+ I = x4 522Dy (8 vie) + ()

+ f(xk) = (Mg, X° — xx) —

Minimizing the right-hand side with respect to x*, we obtain the lower bound Ly, as following

e A
= min {<Vf(xk), vV —Xp) + gHV —xp||* + MTlZlDw(Va Vi—1) + h(V)} (53)

AR 1 ( *
ag

+ f(xk) — (Mg, X° = xx) —

In view of (53), we define the following minimization problem for u-strongly f(x):
v;(v)

vi Dargmin { (Vf(),v) + v — i[> + LA Dy(vvi) +hv) b (59)

In addition, the update of x; in Algorithm 1 is changed as

A; N a;
A+ZY11 A+ a;

X; = Vi_1.
For initialization, we set yo = vg = x9 and Ag = 1. Algorithm 2 presents the detailed
inexact APM for u-strongly convex f(x).

Similar to Section 4.1, we prove the convergence of Algorithm 2 by showing the approx-
imate duality gap Gy = Uy — Lj is converged. Note that Fy = AirGr — Ap_1Gr_1,Vk > 1,
thus

k
ArGr = AgGy + Z E;, (55)
=1

where initial gap Go is given by Gy = P(x0) — P(x*) as yo is initialized to be x¢. In
Section 5.1, we present a generic convergence result for Gi. Then, we apply it to obtain
various specific convergence results in Section 5.2.
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5.1 Generic Convergence Result

In view of (55), the main convergence argument is to bound Ej,Vk > 1. To bound it, we
need to first establish the upper bound of approximate v; that is presented in Lemma 8
of Appendix B. By applying it, we can bound Ej,Vk > 1, for p-strongly convex f(x) as
follows.

Lemma 5 Let xXi,yg, Vi evolve according to Algorithm 2 where v is a €-optimal solution

to (51) in expectation. If f(x) is u-strongly convex and 0 < ,(ZT]; < \/%, then there exists

wy, with E[||wy3] < 2‘“2755’“ such that,

pA
2

pAR—1

E[Ey) <E|E] + Ef + |x* = vi_1]|5 —

I —valg] k21 (50)
where E,Z S ak<77k,x* — Vk> and Ej o ak(<wk,x* — Vk> + sk).

Proof The detailed proof is provided in Appendix B.1. |

Same as before, EZ comes from inexact gradient oracle and Ej is incurred from approximate
proximal mapping. Given Lemma 5, G can be bounded by applying ArGr = AgGo +
Zle E;. We define

k
ApE G+ Slxt —vif? and 6, d:eleu—ei),
1=

where 6; = 4-,V¥i > 1. In the next theorem, we prove a generic convergence result for the
Ayg.

Theorem 5 Let Xi,yi, Vi evolve according to Algorithm 2, where vy, is a ep-optimal solu-
tion to (51) in expectation. If f(x) is p-strongly convex and Ag = P(xq) — P(x*) + §||x0 —
x*[|3,A4g = 1,0 < 0; = G <\/m/L,¥i > 1, then there exists w; with E [||WZH%] < 2uAiei/a;
such that,

k
]E[Ak] < OLE [Ap + Z %«WZ +ni,x* — Vi> +€i) ,VE > 1. (57)
=1

Proof It can be proved by applying Lemma 5. The detailed proof is provided in Ap-
pendix B.2. |

In the next section, we apply Theorem 5 and bound these error terms in (57) to present
various specific convergence results.
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5.2 Specific Convergence Results

Here, we show that both accelerated and non-accelerated convergence rates can be recovered
from Theorem 5 with dlﬁerent choices of ‘“. The next theorem presents the convergence
result for the case of & A = [ is fixed for all iterations.

Theorem 6 Under the same setting as Theorem 5, let Ay = P(x0) — P(x*) + £lxo0 — x*|I3
and {m;}i>1 are zero-mean and independent random variables. If 0; = T = and f <

V1/L, then

3 3 25
E[Gy) < (1 - 5)’“ <2A0 + 7 =G+ 5G€> (58)
where
K 2
-~ e —1 e —1/2
B3 ) w6 (Y-8 7VE)
i=1 =1

Proof The detailed proof is provided in Appendix B.3. [ ]

Remark 6 In fact, same as the case of general convex, Theorem 6 presents a unified con-
vergence results for both accelerated and non-accelerated first-order proximal methods for
u-strongly convex composite minimization. Specifically, if both the gradient oracle and proz-
imal mapping are exact, Theorem 6 reduces to

3 k
It is easy to see that both G- = 3 = \/u/L and j—”i = 8 = u/L satisfy the condition presented
in Theorem 6, that lead to the convergence results of accelerated and non-accelerated first-
order proximal methods, respectively.

Next, we present several corollaries of Theorem 6 to recover both accelerated and non-
accelerated proximal methods for various cases and compare our results with related works.
Same as before, we assume the noisy gradient oracle and approximate proximal mapping
satisfy E[[|n;]|3] < 02, &; < ¢,Vi > 1. We start by applying Theorem 6 with 4+ = 3 = \/u/L
and f‘—i = = p/L, which present accelerated and non-accelerated prox1mal methods for
strongly convex objectives, respectively.

Corollary 4 Consider the same setting as Theorem 6, where f is u-strongly convezx, Ay =
P(xo) — P(x*) + §llxo — x*[|3. Assume E[||n;3] < 02 and &; < &,Vi > 1, where 02 and ¢
are constants. If we set § = \/u/L, then (58) recovers the accelerated convergence rate of
first-order proximal methods

E[Gy] < 2(1_\/5)’6A0+3i+25 L. (59)
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Table 2: Comparisons of error bounds on gradient noise variance and proximal mapping
error for strongly convex composite minimization by assuming E[[|n; 3] < 02, ¢; <
e, Vi > 1.

Method 2 €

Q

(Schmidt et al., 2011, Proposition 4)

)
A/~
‘:m‘b'
N
@)
S .
/
=t
—
N
N————

Accelerated
(Kulunchakov and Mairal, 2019a, Proposition 4)

Ours (59)

/

S O
A~
~——

Q
—
Q"i\h
TN e
~

33
SIS

=~
~—

Q

@

Q
/N

Non-accelerated Ours (60)

If we set B = p/L, then (58) recovers the non-accelerated convergence rate of first-order

proximal methods

3 I\ 302  25L
<-(1-% — 4+ —=.
E[Gk] =5 (1 L) Ag + I " € (60)

5.2.1 COMPARISONS WITH EXISTING WORKS WITH STRONG CONVEXITY

Same as Section 4.4.1, we also compare our results with related works under the same
setting as Corollary 4, i.e., E[||n;|3] < 0%, &; <¢,Vi > 1, where 02 and ¢ are constants.

Acceleration with noisy gradient oracle and inexact proximal mapping has
also been studied in (Kulunchakov and Mairal, 2019a; Schmidt et al., 2011). Following
the setting of (Kulunchakov and Mairal, 2019a), we set Kk = L — p for p-strongly convex
objectives. As shown in (11) of (Kulunchakov and Mairal, 2019a), we have §; = o2/L.
Then, the Proposition 4 of (Kulunchakov and Mairal, 2019a) implies

E[P(x)—P(x*)] < (1 _ % Z)k 2(P(xo) — P(x")) + 42 (1 _ ;\/E) N ("; + \/E‘S)

Relaxing the right-hand side, it becomes

k 2
E[P(x) — P(x")] <2 <1 -1 g) (P(xo) — P(x")) + jﬁ i 8,5& (61)

Similarly, the Proposition 4 of (Schmidt et al., 2011) implies

P(xx) — P(x")
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§<1— Z)k VZ(P(xo) = Px)) + ii(l_\@)_ (o +v2Le) + i@_

It can be further relaxed as

k
24L 96L* = 24L
P(xp) — P(x*) <6 <1 — Z) (P(xo) — P(X*)) + 702 + ( 2 + ME) . (62)
Same as the convex case, Schmidt et al. (2011) also studied the convergence rate of non-
accelerated proximal methods, i.e., the Proposition 3 of (Schmidt et al., 2011). However,
they presented the convergence rate of ||x; — x*|| instead of (P(xy) — P(x*)). In the case
of inexact proximal mapping, it is not straightforward to obtain the convergence rate of

(P(xp) — P(x*)) from that of ||x; —x*||. Thus, we do not present the comparison with the
Proposition 3 of (Schmidt et al., 2011).

Table 2 summarizes the detailed comparisons of (59) and (60) with (61) and (62). From
the comparison, we observe that our result is better than (Schmidt et al., 2011) in terms
of both noisy gradient variance and approximate proximal mapping error and tighter than
(Kulunchakov and Mairal, 2019a) in term of approximate proximal mapping error. In
particular, the advantages of our convergence bound is more significant when the problem
is badly conditioned, i.e., L > u.

Acceleration with noisy gradient oracle but exact proximal mapping has also
been studied in (Kulunchakov and Mairal, 2020; Cohen et al., 2018; Ghadimi and Lan,
2013). Next, we show that our method also achieves the optimal complexity similar to
aforementioned works. We first derive a specific convergence result for this case by applying
Theorem 5 with £; = 0 and w; = 0, Vi.

Theorem 7 Under the same setting as Theorem 5 but the proximal mapping is exact, i.e.,
ei=0and w; =0. If0; = G- < \/u/L, then

1 Kk g2
B0 < 0 (B0+ 1 5 B[] ) k2 1 (63
i=1
Assume E[||n;]|3] < 0%,Vi > 1, where 0% is a constant. If we set 6; = \/pu/L,Vi > 1, then

(63) recovers the accelerated convergence rate of first-order proximal methods

0_2

VL

If we set 0; = p/L,Yi > 1, then (63) recovers the non-accelerated convergence rate of
first-order proximal methods

E[Ay] < (1 - “)k Ao + (64)

L

E[AL] < (1—Z>kAO+ULQ. (65)
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The detailed proof of Theorem 7 is provided in Appendix B.3.

Next, we show that the worst-case complexity can be improved by a restart mecha-
nism with decreasing 6;, then we obtain an algorithm with optimal complexity similar to
(Kulunchakov and Mairal, 2019a, 2020; Ghadimi and Lan, 2013). Suppose we aim to ob-
tain a solution yj, such that E[P(yx) — P(x*) + &|lyx — x*||3] < € where € < 202/y/uL
and € < 202/L for accelerated and non-accelerated proximal methods, respectively. The
detailed procedure is presented in Algorithm 3.

Algorithm 3 Inexact APM with Restart
1: Input: starting point xg, strongly convex parameter u

2: Stage 1: Use x( as the initialization. Run the Algorithm 2 with 6; = \/% and 0; =
£,Vi > 1 for accelerated and non-accelerated proximal methods, respectively. Stop the
procedure until it obtains a solution yz such that E[P(y;) — P(x*) + &y —x*||3] <4
where § < 202/y/uL and § < 202/L for accelerated and non-accelerated proximal
methods, respectively.

3: Stage 2: Restart the Algorithm 2 by using ?E as the initialization and 6; =

i B2 o omin (A 2 _ i
mln(\/z, i+2) and 0; = mln(L, i+2) for accelerated and mon-accelerated proximal

methods, respectively, to obtain a solution yj such that E[P(y;) — P(x*) + &|lyx —
x*[3] < e

Corollary 5 Under the same setting as Theorem 7 and assume E[||n;|3] < o2,Vi > 1,
where o is a constant. For accelerated prozimal method, the complexity of the restart
mechanism presented in Algorithm 3 to achieve E[P(yy) — P(x*) + §llyr — x*[|3] <€ is

0 (ﬁ log <2A°>> +0 (i) | (66)

For non-accelerated proximal method, the complexity of the restart mechanism presented in
Algorithm 3 to achieve E[P(yy) — P(x*) + &|lyr — x*||3] <€ is

o(tm(2))c0(3)

6. Extension to Bounded Variance Models

In this section, we show that how to generalize our approach to the bounded variance
noise models from (Lan, 2012; Ghadimi and Lan, 2012). In such a model, we assume
Vf(xi) = G(x;,§;) is an unbiased estimate of the gradient V f(x;) for all ¢ > 1 and its
variance is bounded by o2, where {£;};>1’s are i.i.d. randoms vectors. The definition
implies 1, = G(x;,&;) — Vf(x;), E[n;] = 0 and E[||n;]|?] < 0?2 for all i > 1. Let F}, denote
the natural filtration up to (and including) iteration k.
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For simplicity, we assume the proximal mapping is exact that implies v, = v} and
E[E7] = 0. For convex composite minimization, we have the following convergence result.

2
Theorem 8 Assume f is L-smooth and j—’; < %,Vk > 1. Let xi,yk, Vi evolve according

to Algorithm 1, where vy, is the ezact solution to (11). In addition, V f(x;) = G(xi,&;) is
an unbiased estimate of the gradient V f(x;) for all i > 1 and its variance is upper bounded
by o2, where {€;}i>1’s are i.i.d. randoms vectors. Then Vk > 1:

1 . i a?o?
E[G)] < ym <D¢(x X0) + Y ) : (68)

=1 v

Proof We define v} o Vi (Vi (vig—1) — apV f(xk)) = Vi (21 + axny) that is the optimal
solution to (11) when both gradient oracle and proximal mapping are exact. Note that v}
is measurable w.r.t. Fj,_1 as {xi}le and {¢; fz_ll are measurable w.r.t. F,_1. It follows

that

E[E}|Fr—1] = Elar(ny, X" V)| Frm1 ] +Ear 0y, Vi = Vi) | Fio1] +E[ar (my, vi—vi) | Fre1].

(69)
Note E[ax(ny, x* — V)| Fr—1] = 0 as v} is independent of i, and E[n,] = 0. In addition, it
holds E{ay(ny,, vi— vk )|Fk—1] = 0 as the proximal mapping is exact, i.e., v} = vi. Plugging
them into (69), we obtain

n Sk * az 2 aioj
E[E}|Fi—1] = Ela(ny, Vi, — Vi) | Fr-1] < 7E[an\|*] S (70)
where the first inequality is obtained by applying the same arguments as the proof of (36).
2 2
In order to bound A;Gj, we next show that I'y EALGE + Dy (x*,vy) — Zle a’: is a
supermartingale. Specifically,
i azo?
E [Ty —Tipoi1|Fr—1] = E |ApGr + Dy(x*,vy) — Ap—1Gr—1 — Dy (X", vi—1) — ‘fk—l]
: azo?
=E |E, + Dw(X*,Vk) — D,/)(X*,Vk_l) — Ii)/ ‘fk_1:|
- 2 2 2 2
<E|Ef+E] + By - & )fkl] <E [EZ - 2 )fkl] ,
L v Y

where the second equality is obtained by applying the definition of Fj from (14) and the
first inequality is obtained by plugging (17). The second inequality follows from E} < 0 due
to Proposition 2 and Ej, = 0 as the proximal mapping is exact. Combining it with (70), we
obtain

E [Ty — Tg_1|Fr-1] <O0.

This shows I'y, is a supermartingale. Hence, we can conclude that E[I'y] < E[I';].

2 2

2 2

k
E |ALGr + Dw(x*,vk) — Z
=1

<E |:A1G1 + Dw(X*,Vl) —
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It can be rewritten as

0202 a20?
E [Aka + Dw(X*,Vk)} <E |:A1G1 — <Dw(X*,V1) — 5 >:| + Z Z’Y . (71)
=1

Next, we show the upper bound of E[A;G1]. In view of (14) and Ay = 0, we obtain
E1 d:ef A1G1 - A()G() = AlGl. Combining this with (17),

E[A1G1] = E[E1] < E[E]] + E[Dy(x*,vo) — Dy (x*,v1)],

where the inequality follows from Ef < 0 and E] = 0 due to Proposition 2 and the proximal

2 2
mapping is exact, respectively. It is easy to show E[E]] < %TU by applying the same
argument as (70). Thus,

2.2
aio

E[A,Gy] <E [Dw(x*,vo) + ( - Dw(x*,vl)ﬂ .

Substituting it into (71), we come up with

k
1 a?o?
< * 1 .
E[Gk] ~ 7A/§ <D¢(X ,Xo) + ZE - ~ )

This completes the proof for (68). [ |

By choosing different values for a;, Theorem 8 naturally recover both accelerated and
non-accelerated convergence rates of first-order proximal methods.

Corollary 6 Consider the same setting as Theorem 8. For APM with a; = 10+ 'y >1,

2L
we have
4LDy(x*,%0)  (2k + 3)0?

E[GL] < 72
(Gil = vk(k + 3) 3L (72)
For PM with a; = +,Vi > 1, we have
LD * 2
RG] < LPebh%0) | o (73)

vk L
Similarly, we can also have the following convergence result strongly convex composite

minimization.

Theorem 9 Let Xk Yk Vi evolve according to Algorithm 2, where vy is the exact solution
to (51). In addition, V f(x;) = G(x,§;) is an unbiased estimate of the gradient V f(x;) for
all i > 1 and its variance is bounded by o2, where {€;};>1’s are i.i.d. randoms vectors. If
f(x) is p-strongly convezx, then ¥ > 1:

9 k
E[Gy < (P<xO> — P(x*) + B xo — x*|3 + % ) . (74)
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Proof Following the proof of Theorem 8 until (70), it becomes
E[E}|Fi-1] = E [ar(ng, Vi — Vi)l Fe-1] < aB[[lmell2[95 — vill2| Fr—1]

Ak | lmilla 12 + axmy. — 2l

A

IN

T g [ ]

where the second inequality follows from ¢ (v) is (uAg)-strongly convex. Thus, we obtain

2 2
apo

E[E]|Fi_1] A

IN

(75)

k 20.2
=1 A is a

In order to bound A,Gj, we next show that Ty = A, Gy + NTA’CHX* il -
supermartingale. Specifically,

E [Fk — 1| Fr—1]

A A
=E Aka+ Bllxt = vl - Ak—le—l—M Pl xt = v |13 - —]
_ Ak« 9 PAR—1 2 ak"
=E EWFTHX —vils — 5 [x —kale— -
<E|E] + Ej — _]SE[E,Z 0o ‘]—"k 1],

where the second equality is obtained by applying the definition of Fj from (14) and the
first inequality is obtained by plugging (56). The second inequality follows from Ej = 0 as
the proximal mapping is exact. Combining it with (75), we obtain

E [T — Dp_1|Fs_1] < 0. (76)
This shows I'j, is a supermartingale. Hence, we can conclude that E[I'y] < E[I'q].
2 2

k
WA 9 a;o
E |AyGr + —||x* — - E >
KOk T 5 [ = vill3 22 A

Ay , alo?
< - - .
E |:A1G1 + — ||X 1||2 /,LAl :|

)

It can be rewritten as

E | A+ P2 e — vy 2| <E | v — “%02—“—‘41||x*—v||2 +§k:a?"2 (77)
Yk 2 kll2] > 191 MAl 9 11|12 : qu

=1
Next, we show the upper bound of E[A;G;]. Combining (14) with (17),
A A
E[41G1 — AoGo] = E[E1] < E[E]] + E [“ e = xo3 — EH It v1||§} :

where the inequality follows from Ef = 0 as the proximal mapping is exact. It is easy to

show E [E]] < al — by applying the same argument as (75). Thus,

2 2
ajo” ,uA1

E[A1G1| <E
iG] < pAy

PRI = valB] + oG + 50—
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Substituting it into (77), we come up with

1 2
E[Gi| < i <A0G0+ 7HX — X0 |!2+Z )

=1

Substituting Ag = 1, it can be rewritten as

k
1 I o? a?
< _ * ~ I 2 7 )
[@1&«Hm mm+ﬂm:WﬁM;M)

This completes the proof. |

“l , Theorem 9 can recover both accelerated and non-

By choosing different values for
accelerated convergence rates of ﬁrst order proximal methods for u-strongly convex objec-

tives.

Corollary 7 Consider the same setting as Theorem 9. If f(x) is p-strongly conver and
0<6; = % =\/p/L,Vi>1, then V> 1:

k 2
H * H * (|2 g
< Y Nl _ Lind _
BlGi < (1-4/5) (Pl - Pe)+ o —xI) + (19
If f(x) is p-strongly conver and 0 < 0; = 4= = p/L,Vi > 1, then V > 1:
oy P+ s - 2) + ©
E(G < (1-5) (Pixo) = P(x) + Slxo — ") + - (79)

Same as Corollary 5, we can apply the restart mechanism to improve the worst-case com-
plexity by using decreasing step-sizes a;, i.e., the value of §; = a;/A;,Vi > 1 is decreasing.
We skip the details as it is similar to Corollary 5.

7. Experiments

To demonstrate our theoretical results, we consider using the APM with noise-corrupted
gradient and approximate proximal mapping to solve the Octagonal Shrinkage and Clus-
tering Algorithm for Regression (OSCAR) (Bondell and Reich, 2008):

}{rel]iRr}l{HAx —Db|13 + MIx[l1 + A2 ZmaX(lwi!, |5[)},
i<j

where A € R™*™ and b € R™. We use a synthetic dataset generated by the regression
model b = Ax* 4+ € with m = 3000, n = 5000. The model x* is generated by MATLAB code:
repmat ([zeros(85, 1); 3 * ones(10, 1); -3 * ones(5, 1)]), 50, 1). Each row of
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10° 10° 10°,
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Figure 1: Results of PM and APM with inexact gradient oracle but exact proximal map-
ping.

A is generated as a; ~ N (0, X)) where 3;; = 0.71"=31. Then b; is obtained by b; = (a;, x*)+¢€;
where €; ~ N(0,1). We set ¢(x) = 1||x|3 in all experiments. In view of Remark 2, we set
ap = % and ap = % for Algorithm 1 to recover non-accelerated (PM) and accelerated
(APM) proximal methods, respectively. To simulate inexact gradient oracle, we generate
additive gradient noise n; ~ N(0,0;I), where I is the identical matrix. The proximal
mapping (8) for OSCAR is solved by the method proposed in (Zhong and Kwok, 2011)
and the precision is controlled by ey, i.e., vi is a gg-optimal solution to (8). To study the
performance of Algorithm 1 for different values of A\; and Ay, we test three pairs: (0.02,0.04),
(0.2,0.4) and (2,4). We initialize xo as a vector of zeros. For all experiments, we report
the mean result of 20 random trials.

7.1 Results of Inexact Gradient Oracle

We first demonstrate the behavior of APM by only considering inexact gradient oracle
while the proximal mapping is exact. For L-smooth f, we consider three kinds of gradient
noise: 1, ~ N(0,0.1LI), N'(0,10LI) and N(0,103LI).

Figure 1 shows the results of PM and APM for three different groups of (A1, A2). In each
group, the comparisons of PM and APM suggests that APM is less robust with inexact
gradient oracle. Thus, the faster convergence rate of APM comes at the expense of being
less robust to gradient noise as the noise becomes larger. Taking Figure 1 (b) for instance,
APM performs significantly better than PM for exact gradient oracle as they converge
to optimal solution as the rates of O(1/k?) and O(1/k), respectively. When gradient is
slightly corrupted (i.e., o = 0.1L), APM shows significant performance degradation but
still converges faster than PM. However, as the gradient noise becomes larger, APM fails
to achieve the optimal convergence rate and it becomes worse than PM. In particular, for
o, = 103L, APM even fails to decrease the objective value while PM still converges.

The comparison of Figure 1 (a), 1 (b) and 1 (c) suggests that APM becomes more
robust to gradient noise as the increase of regularization parameter. Specifically, APM
starts to perform worse than PM when o3 > 0.1L for regularization parameter (0.02,0.04).
In contrast, APM still converges to smaller objective value than PM for (0.2,0.4) and
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Figure 2: Performance of PM and APM with inexact gradient oracle but exact proximal
mapping for OSCAR with A\; = 2 and Ay = 4. The gradient oracle becomes more
and more accurate as iteration count by setting oy = 103L/kP.
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Figure 3: Results of PM and APM with approximate proximal mapping but exact gradient
oracle for OSCAR.

(2,4). More importantly, the performance gap between APM and PM is more significant
for (2,4) than that of (0.2,0.4). This can be interpreted by Proposition 3. By rewriting
(1) as an equivalent constrained problem, larger A\; and Ay leads to smaller feasible set that
can decrease the effect of gradient noise as stated in Theorem 3.

Figure 2 shows the performance of PM and APM if the magnitude of noise vanishes
with the number of iterations. Specifically, the noise variance oy is set as 103L/kP with
p = 1,2,3,4. For PM, it achieves O(1/k) when p > 1. In contrast, it requires p > 3
for APM to achieve O(1/k?) convergence rate. This is consistent with Corollary 2 that
suggests Algorithm 1 can preserve the optimal convergence rate of APM if p > 3 and
proximal mapping is exact.

7.2 Results of Approximate Proximal Mapping

Next, we show the result of APM by using approximate proximal mapping but exact
gradient oracle. Specifically, the approximate proximal mapping finds a v such that it is a
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Figure 4: Performance of PM and APM with approximate proximal mapping but exact
gradient oracle for OSCAR with A\; = 2 and Ay = 4. The proximal mapping
becomes more and more accurate as iteration count by setting €, = 1071L/kq.
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Figure 5: Performance of PM and APM with inexact gradient oracle and approximate
proximal mapping simultaneously for OSCAR with A\; = 2 and Ao = 4. The gra-
dient oralce and proximal mapping become more and more accurate as iteration
count by setting o = 103L/kP and ¢, = 1071 L/kq.

ex-optimal solution of (8) as Definition 5. For L-smooth f, we test three different precision
for approximate proximal mapping: & = 107°L,1073L and 107! L.

Figure 3 demonstrates the performance of PM and APM for three different groups of
(A1, A2). For fixed (A, \2), the comparison of PM and APM implies that the performance
of APM is also more sensitive with approximate proximal mapping than PM. Similar to
the case of inexact gradient oracle, the faster convergence of APM over PM comes at the
expense of being more sensitive with approximate proximal mapping. Thus, the APM fails
to achieve the optimal convergence rate O(1/k?) as the approximate proximal mapping
becomes less accurate. As shown in Figure 3, APM performs worse than PM and even fails
to converge in the case of €, = 1072L and &3, = 10~'L . In contrast, PM only shows slight
performance degradation in most cases.

Comparing Figure 3 (a) with 3 (b) and 3 (c), we observe that the APM becomes less
sensitive to the precision of approximate proximal mapping as the decrease of regularization
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parameter. Taking €, = 107°L for example, APM performs better than PM for all three
groups of (A1, A2). However, the performance gap is obviously larger for smaller (A1, A2). It
is mainly because solving (11) is easier for smaller regularization parameter. In particular,
it has an analytical solution if the regularization parameter is zero.

Figure 4 shows the performance of PM and APM if the magnitude of error incurred
by approximate proximal mapping vanishes with the number of iterations. Specifically, the
error € is set as 0.1L/k? with ¢ = 1,2,3. For PM, it achieves O(1/k) if ¢ > 2 and gradient
oracle is exact. In contrast, APM requires ¢ > 3 for the same case. This is consistent
with Corollary 2 that the optimal convergence rate of APM can be preserved if ¢ > 3 and
gradient oracle is exact. As discussed in Remark 5, it is better than existing results for
approximate proximal mapping defined by Definition 5.

7.3 Results of Inexact Gradient Oracle and Approximate Proximal Mapping

Next, we demonstrate the performance of APM by simultaneously considering inexact
gradient oracle and approximate proximal mapping. Suggested by Corollary 2, the noise
variance o, is set as 103L/kP with p = 1,2,3 and the error ¢ is set as 0.1L/k9 with
q = 1,2,3. Figure 5 (a) to (c) show the performance of APM for o}, = 103L/k', 103L /K>
and 103L/k3, respectively. It should be compared with the case of inexact gradient oracle
but exact proximal mapping in Figure 2. Specifically, in that case, the optimal convergence
rate of APM can be preserved when o}, decreases at a rate faster than O(1/k3%). In contrast,
if the proximal mapping is also inexact, it requires o decreases also at a rate faster than

O(1/K3).

7.4 Results of Bounded Variance Models

In this section, we perform experiments to verify the performance of our method for bounded
variance models presented in Section 6. Specifically, we consider the inexact gradient or-
acle Vf(x) is obtained by a mini-batch stochastic gradient. Following classical works in
optimization methods for machine learning, e.g., (Kulunchakov and Mairal, 2020, 2019a;
Schmidt et al., 2017), we consider the logistic regression problem. Give a training dataset
by {(a;,b;)}_; where a; € RP and b; € {—1, 1}, the optimization formulation is
1L A2
min fZlog(l—i—exp (=bi(a;,x))) + §HX” . (80)

xXERP N, 4
=1

Note that the logistic loss function is convex and L-smooth where L = 0.25. The regular-
ization is A-strongly convex due to the squared fs-norm.

We run the Algorithm 3 on the alpha dataset that is from the Pascal Large Scale
Learning Challenge website and it includes n = 500, 000 samples in dimension p = 500. We
compute V f(x) by a mini-batch stochastic gradient with batch-size m = 100. Specifically,
we consider three regularization parameters: A = 1/10n,A = 1/100n and A = 1/1000n
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Figure 6: Result of PM and APM with mini-batch stochastic gradient oracle on the alpha
dataset for A = 1/10n, A = 1/100n and A = 1/1000n.

where n is number of training samples. We run each experiment five times with a different
random initialization and report the average result of the five experiments in each figure.
Figure 6 shows the results of APM and PM with mini-batch stochastic gradient oracle.

Comparing the results of APM and PM for each A, we conclude that acceleration with
decreased step size is effective even the gradient oracle is inexact. In addition, the results for
different values of A imply acceleration is more effective when the problem is badly condition,
i.e., smaller A\. Specifically, the result of PM is similar to that of APM if A = 1/10n, while
there is significantly performance gap between them when A = 1/100n and A = 1/1000n.

8. Conclusion

In this work, we have presented a study on APM with inexact gradient oracle and approx-
imate proximal mapping. Our method is generic that naturally recover the convergence
rates of both accelerated and non-accelerated first-order proximal methods. Our analysis
achieves same convergence bound as previous works in terms of inexact gradient oracle,
but a tighter convergence bound in terms of approximate proximal mapping that is more
significant when the problem is badly conditioned. Numerical results on several datasets
clearly corroborate our analysis.
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Appendix A. Omitted Proofs for Section 4

Following is a useful lemma on non-negative random sequences that will be used in proof
of Theorem 4, that is inspired by (Schmidt et al., 2011; Lin et al., 2015).

Lemma 6 We consider three non-negative sequences {Sk}r>0, {Uk }x>0 and {uy }r>0 where
{Sk >0 is increased and {ug}r>o is random. If So > E[ud] and Vk > 0:

k
E[uz] < Sk + Z'ﬂzE[uz] (81)
i=1

Then, Yk > 0:

k k 2
Se+ Y 9iE[u] < % Se+ <Z ﬁ,) : (82)

i=1

Proof It can be proved by using (Schmidt et al., 2011, Lemma 1) and the fact of E[u?] >
(E[ug])?. We first prove following inequality.

1/2

. LA
Elug] < 52191 + | Sk + <2;19i> . (83)

i=1

First, it is straightforward to show (83) holds for £ = 0. Then, we assume (83) hold for k—1
and prove it also true for k by induction. By the fact that E[u?] > (E[ug])?, the inequality
(81) implies

k

(Blur))* < Sk + D 0i[uy].

i=1
Applying (Schmidt et al., 2011, Lemma 1), we can obtain

1/2

1 1 ?
< = . _ .
E[u;g]_2;m+ Sk+<2;m>

This completes the proof of (83). Relaxing the right-hand side of the above inequality, we
obtain

k
Efug] < /Se+ ) i
=1

For any i < k, we have
i k
Elu;] < \/§i+z19j < \/kaJrZﬁz’-
j=1 i=1
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Substituting the upper bound of Efu;] into (81), we obtain

Sk+ZQ9Eu,<Sk+Z79 <\/§k+zﬂ> ’ Sk+<§kjﬁi>2

i=1

w

This completes the proof. |

A.1 Proof of Proposition 2

Proof By the fact that f and ¢ are L-smooth and v-strongly convex w.r.t. |||, respectively,
E} can be upper bounded as

Ep = Ae(f(yr)—f (%) —(V f (%1), Yr—=%Xk)) =Dy (Vi Vi—1) < Aké\\}’k—XkHQ—%Hvk—quHQ-

Substituting y — x = Z—i(vk — Vg_1), it becomes

2
k 2 7 2 _Lyag 2
B < Ay s v = vima P = Sllvi = v | = B = 5(5 — ) Ive = vi-a]2 < 0.
This completes the proof. |

A.2 Proof of Corollary 1

Proof It is straightforward to prove it by applying Theorem 4. Substituting E[||n;||] <
02,&; <e,Vi > 1 into (32), we obtain

E[G)] < Ai 3D¢(x VO+TZ +<9 \[> (Zf) VE>1. (84)

For APM, we have a; = V(lﬂ) ,Vi > 1 and A = 7k(k+3) Substituting these into (84), w
come up with

6LDy(x*,x0)  (2k + 3)o? 32 (¢
E[Gy] < 64+ || (k+2)e,Vk>1
[Gi] < A s R LAV (k+2)e,Vk > 1,

where we use the inequality Z FVi< (k + 1)3/2. This completes the proof of (42).
For PM, we have a; = 7,Vi > 1 and Ak = Vk Substituting these into (84), we come up

with
3LDy(x*,x¢) 302 9 13
E[Gy < /2" 4 T 4 [ S 444/ > 1.
[Gr] < ok + 7 + 1 + 5 ke, Nk >

This completes the proof of (43). [ ]
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A.3 Proof of Corollary 2

Proof It can be proved by applying Theorem 4.
Proof of (44): Note that we have a; = M and Ay 7k(k+3),
IfE[Hme] <o(i+1)"P with p > 3,

k

3a? 3702 N -
> TE[Iml] < > @+,

2
i=1 v AL i=1

Relaxing the summation to integral leads to

k

> 3a; < 30’ / D) gy — 3’Y02$<3p>’°° __ 3o
— - 4L2 4(3 —p)L?

2

If ¢, <e(i 4+ 1)"7 with ¢ > 3,

9 £\ (<& 9y + 16y/~E [ ’
(o4f5) (Bvem) < (£07)

Relaxing the summation to integral leads to

2
9 e\ (<& 9y +16VAE [ [* 120 \® 9y +16V7E
(enfS) (Svm) =g - gt

Substituting (85) and (86) into (32), we obtain

1 (6LD¢(X*,X0) N 302 N 18y +32\/7£>
~ k(k+3) ¥ L(p —3) v(q — 3)?

E[Gy] <

This completes the proof for (44).
Proof of (45): Note that we have a; = 7 and Ay, = %k
If E[||n;]|2] < o%(i+1)P with p > 1,

k

3“12
> ZLE[|Ing)12]

=1 v

2 k+1

Z*p

Relaxing the summation to integral leads to

k 2 2 oo 2
Z 3a; IE ” z” 370 P o — 3yo 237 (1— p)‘ 3yo
Y 1 (1-p)L

=1

Ife; <e(i+1)"9 with ¢ > 2,

9 Kk 2 9 16 k+1 2
(FeaS) (s vmm) =2 (L) =
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Relaxing the summation to integral leads to

2
9 ¢ Z’“ - 9y +16yVAE [ [ g \2 9y 416\
<4+4\ﬂ> (i:l am) S‘lL(/l ! de) T Lg-27 (88)

Substituting (87) and (88) into (32), we obtain

1 (3LDy(x*, 302 9y + 164/
E[Gi] < - ( w0x0) | 307 v+ i3 )
k 2y Lp-1) ~(g-2)
This completes the proof for (45). [ |

A.4 Proof for Cororllary 3

Proof Substituting the value of a; = C(i;n,E[Hnng] < ¢? and ¢; = 0 into (32), we obtain

3Dy (x*,x0) = (o?(K +1)(K +2)(2K + 3)
ElGx] = (K(K +3) 27K (K + 3)

Relaxing the right-hand side, we obtain

3Dy (x*,x¢)  2(0?

ORI S Ty

(K +1).
Optimizing the right-hand size upper bound with respect to ¢, we obtain

3LDy(x*,%0) 6D (x*,x0)

BTl SV R T T

This completes the proof of (49).
Substituting the value of a; = ¢, E[||n;||3] < ¢* and &; = 0 into (32), we obtain

3Dy (x*,%0) = 30%C

E[Gk] <
Gl = ke v
Plugging ¢ = min <z, % 'waé}:’xo)) we come up with
3LD¢ (X*, Xo) Dw (X*, X())
E < — —_—
[GK] < WK + 30 K
This completes the proof of (50). [ ]

43



ZHOU AND PAN

Appendix B. Omitted Proofs for Section 5

Before presenting proofs for main results, we first introduce two useful lemmas that allows
us to bound the e-subgradient of h(v) at v;.

Lemma 7 If v; is an g;-optimal solution to (51) in expectation, then there exists w; with
E[||w;]|3] < 2udiei/a; such that

plax; + Ai1vier — Aivy)

a;

— Vf(xi) — Wi € 0,h(vy).

Proof For convenience, we define
. def /G . K .12 A1 .
Pi(v) = <vf(XZ)vV> +5lv —xillz + ai Dy(v,vi-1).

Then, ¥;(v) can be rewritten as ¥;(v) = ®;(v)+h(v). By Definition 6, the &;-subdifferential
in expectation of ®;(v) at v; is

0-,®i(vi) = {w } g > E[®i(vi) + (w, v —v;) — ®;(v)],Vv}.
It can be equivalent to

0.,8;(v;) = {w e >E [m‘f}x{@i(vi) W, v — V) — @i(v)}} } .

Noting Dy (x,y) = 3||x — y||3 and substituting ®;(v), it becomes
(4 A W 2ua
_ Vi aXs — As v .
0, ®i(vi) = { w | B |||w = V(i) - BRI SRS SR o S
a; 5 a;
Thus, for any z € 0, P;(v;), it must can be expressed as the form
~ Aivi —aix; — Ai—1vi— 2uA;E;
7 — Vf(X@) 4 :u( Vi i az 1—1Vy 1) +w; with E [leng] < /Jla'sz . (89)
(2 (2

By Definition 5, v; is an g;-optimal solution of ¥;(v) in expectation if and only if
E [\Ilz(vz) — inf \I/Z(V)i| < Ej.
v

Invoking Definition 6, this is equivalent to 0 belongings to the g;-subgradient in expectation
of ¥;(v;). Combining this with (Bertsekas et al., 2003, Proposition 4.3.1), we come up with

0e 851\111("1) C asiq)i(vi) + a&h(vl)
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Therefore, there must exists some z such that z € 9., ®;(v;) and —z € 0. h(v;). Invoking
(89), there must exist w; with E[||w;||3] < 2uA;e;/a; such that

p(ax; + Aim1vieg — Aivy)

a;

— Vf(xi) — Wi € 0, h(vy).

This completes the proof. |

Lemma 8 If v; is an €;-optimal solution to (51) in expectation, then there exists w; with
E[||w;]|3] < 2udiei/a; such that, Vv € X,

A
E \I/Z(VZ) -+ l;az

HV—VZHQ <w,~,v—vi>—\I/Z-(v) < g;.

Proof By the convexity of ®;(v), Definition 6 implies
E [h(vi) = (w,v = vi)|] —&i < h(v),Yw € O-,h(vi),v € X.

Applying Lemma 7, there exits w; with E[||w;||3] < 2uA;&;/a; such that

X+ Aivien — Aivi) <
h(vi) + <,u(ax T AVio vi) — Vf(xi) —wi,v—vi>] — &

h(v) > E

a;

It can be rewritten as

h(v) > E [h(w) + (X — Vi, v — Vi) + 'UAZ - (Vi1 = vi, v —vi) — (Wi + V(xi), v — vi)|—

(90)
Note that
uixi = vi,v = vi) = Blv = vill3 + Slivi = xill3 = Sllv = xil3,
pAi—1 pAi—1 pA Aia
L viy = viov = vi) = B =il 4 S s v - £ - v,
Substituting them into (90), we obtain
H© pAi—1
) 2 B [ + §llv = il + v =l = v =il + 25 v - vl
a;
A A ~
v = vl = 5t = vina B (i + Ty = v -
a; 2a;

By rearranging both sides, we obtain

A;
B 0s(vi) + 2 v =il = (wiv = vi) — i) <,

(3

This completes the proof. |
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B.1 Proof for Lemma 5

Proof From the definition of Ey,
Ey = ApP(yr) — Ag1 P(yr-1) — ax P(x").
Substituting P(yg), it becomes

a

A
Ep = Apf(yr) — Ae—1f(yr—1) + Akh<j17k1}’k—1 + N Vk) — A 1h(yr—1) — arpP(x¥).

By convexity of h(x), Ej is upper bounded as

Ep < Apf(yr) — Ak—1f(Yr-1) + aph(vy) — ap P(x).

Taking expectations for both sides, we obtain
ElEy] < E[Akf(ye) — Ak—1f(Yu-1) + axh(vi) — apP(x")]. (91)
By strong convexity of P(x), axP(x*) can be lower bounded by using vy.
aRP(x") 2 E [a (£0xi) + (TS (0, %" = x0) + SIx" = xpll3 + ("))

+E [/LAk—l (Dw(X*, Vi—1) — Dy (x¥, Vk—1)>]

~ A
—E [ak(Wf(xk),x* =) )+ 3 lDw<x*,vk_1>)]

+E [ak <f(xk) — (Mg, X" — xi) — sz’;_lDw(X*,Vk—l)>:| )

Note that Dy (x,y) = 5|[x—y||3 in this case as ¢(-) = £||x||3. The above inequality becomes

~ Ap_
arP(x") > E [ak(wf’(xk),x* =)+ )+ G = x4+ L vk_lug)]

Ay
8 [ (£60) — (e =30 = “5E  —via )
Applying Lemma 8 with v = x*, there exists wy, with E[||wy||3] < 2uAye, /ay such that

A1
2a;

axP(x*) > E {ak(ﬁf(xk),vk — %)+ h(vi) + Slvi = xul3 + Vi — vi-1ll3

pAg
ok = i) |

_ pAR_1
Qak

+E [ak (f(xk) — (M, X* — Xp) |x* — Vk—lH%) — ak((wk,x* — Vi) + 5k)] )

It can be rewritten as

AR 1
2

a
apP(x*) > E [akf(Xk) + aph(vi) + ap(V f(xk), vi — xp) + %Hw —xxl3+ [V — Vleg]
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—|Ix* = vi—113 — ax ((Wg + mp, X* — Vi) + Ek)] . (92)

Denote uy = j—k

M k pAR 1 pAg Ap-1 AL

Ivin B+ 555 vl = S5 (G v+ 2) > B vl
Using & - < \/7 , it becomes

Hag o MAR_1 2 LA, p 2 LAy 2

Bk v =+ 5 v = v = 5 vl = = S (v — )

In addition,

ar(Vf(xx), Vi = Xi) = ar(V f(xx), Vi — up) + ak<Vf(Xk), AAk;lvk—l + %Xk — Xk>

= ap(Vf(xK), Vi — wp) + Aj_ 1<Vf(Xk),A (Vi 1_Xk)> (93)

Combining them with L-smoothness of f(x),

pAR—1
2
2

Vi = vi—1l3

ay
ak<Vf(Xk),Vk — uk> + MTHVk — ka% +

> (900 vi = ) + “5 | (v - )|

2

= Ak{<Vf(xk),xk + Z—Z(vk — uk) — xk> X + —k(vk — uk) — kaz}

3l

Since f is L-smooth w.r.t. || - ||, it becomes

a Aj— a
an (V£ Ge), Vi) S il B v I3 2 A (i 3 (view) ) =i ().

Note that yi = xp, + Z—’Z (Vk — uk), we come up with

B2 Iy vt 3 2 Af(ye) — A (). (90

ay
ar(VF (), Vi = ue) + S v =33+
By definition of ug, the second term of (93) can be written as

Ap— 1<Vf(Xk) A (Vk 1— Xk)> = Ap1(Vf(Xk), Xk — Yr—1)- (95)
Combining (94) and (95), we obtain

a Ap_
CLk<Vf(Xk),Vk — Xk> + %Hvk — XkH% + a 2k !

> Ae(f(yr) — F(xk)) + Ap1(Vf (%K), Xk — Yi—1)-

Ivie = vi—1ll3
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Substituting the above inequality into (92),

arP(x*) > E |ak f(xx) + ar(V f(xk), Vi — X ) + agh(vy) + %Hvk

pAR—1

_ 2
5 \(A

—xill5 + Vi

B | e 3 A e 13— (i i — i)+ 54)
> E [ak}(xk) + A f(yr) — Aef (xk) + A1 (VF(Xk), Xk — Yr—1) + axh(v)] _

+E MTAICHX* — i3 — %HX* — vi_1ll3 — ar ((wi + ny, X — Vi) + k)
=E [Akf(Yk) — Ap1 (f(Xk;) +(V (%K), Yr-1— Xk>) + akh(vk)]

B[ P20 o vl — R e v I (i o )+ <)

Applying the convexity of f(x), we obtain

—— 1\2]

(96)

A A
apP(x*) > E [Akf(}’k) — A1 f(ya1) + axh(vi) + E5E i — vy f - B
—E [ar ((Wi +np, x* —vip) +€5)] -
Substituting (96) into (91),
Ag_ A
BIE) < E B+ B + Lt —viclf - 2 vl
This completes the proof.
B.2 Proof of Theorem 5
Proof Applying Lemma 5, we obtain
k k
pAo pA
DEE] < Y (B + B + 55 I = voll* — FHEE [l — vl ?]
=1 =1

Substituting this upper bound into A;Gy — AgGo = Zle E;, we obtain

k
AE |Gy + Ll - vill?] < 40E [Go + Lllx — voll2] + 3 @il [(m; + wix —
=1

Using the definition of Ag, it becomes

k
Ao+ S Yig
o;A

E[A] < Ao

_z‘Tk vi>+5i].

[<77'L + Wi7X* -
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Substituting 6;, %2 can be written as

k
jZ _ A,Z: X...Xixjfl) _ A’fAk“k oo x AQAZGQ X AlAl‘“ 211:[1(1—@) — Oy, (98)
Similarly, j—z can be written as
a; Ap_q A; a; u Ok
A—k = Ak X X Ai+1 X Xl = Hqu_l(l — GJ) = EOZ (99)

Substituting (98) and (99) into (97), we obtain
k o,
E[AL] < OpA + ; @OZE [(n; + Wi, x* —v;) + ]
It can be rewritten as
ko,
E[Ag] < OkE |Ap + ; é«wz + 15X = Vi)t &)

This completes the proof. |

B.3 Proof of Theorem 6

Proof We first introduce some notations. We define t;(v) & “TA" [v||3 + a;h(v) and
z; & plaix; + Ai—1vi—1) — aiﬁf(xi). Same as Proposition 1, it holds that v = Vi (zl)
Applying 0; = 5,Vi > 1, (57) becomes

E[Gy] + SE[x* = vi3]

< (1-p8)" (Ao +8Y (1=8) Eln,x —vi)] + 8 (1= 8) " (E[{wi,x* = vi)] + ei)> .
i=1 i=1

(100)

Bounding E[(n;, x*—v;)]: We define v} = Vi* (u(axi+Ai_1vi_1)—a;V f(x;)) = V¥ (zi+

a;m;) that is optimal solution to (54) when both gradient oracle and proximal mapping are
exact. Then, E[(ni, xX* — vl>] can be written as

E[<ni> X" — V1>] = E[(”i? X" — G:>] + E[("i? 6: - V:>] =+ E[(nia V;( - VZ>] . (101)

Since v} is independent of n; and E[n,] = 0, we obtain

1

E[(n;,x*—v)] =0. (102)
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It is easy to see that ;(v) is (uA;)-strongly convex. Applying Lemma 1, we obtain

E[(m;, ¢ = vi)] < E[InillalIVF = vill2] < E|In;lazs 2 + am; — zill2) < 2 I 3]
(103)
Substituting a;/A; = § into (103), we come up with

E[(n; Vi —vi)] < [Ilmll ] (104)

Regarding E [(nl, VZ>], we have E[(nz, VZ>] = 0 if the proximal mapping is exactly
solved as v} = v;. Otherwise, the strong convex1ty of U;(-) and definition of v; lead to

2aisi

gi > B[Wi(vy) — Wi(vi)] > & [HVz villa ] = Eflvi = v{llz] < pA;

Thus, E[(n;, v — v;)] can be bounded as

2aigi 2f¢i
E[{mi,vi = vi)] < Bllnilallv: = villa] < /5 llnddle] < /fE[nmrz}. (105)

Substituting (102), (104) and (105) into (101), we obtain

E[(n;,x" —vi)] < ;E[HmHg] + ﬁﬂi[llmllz]- (106)

Bounding E[(w;, x* — v;)]: Applying E [||w;||3] < 2uAse;/a;, we come up with

Sy

E[(wi,x" — vi)] < E[[[will2llx* — vill2] < inE[ux* —villa]. (107)

We are now ready to prove (58). Substituting 8 = /%, (106) and (107) into (100),

E[GH] + SE[Ix* = vil3]

<1 —5)k<A0 + i (1-8)" (fﬁ[\mu%} +4/ wfiﬁ[umug] +m>

(1- B)fi\/2lu65iE[Hx* — V1H2]> . (108)

3¢, 2 g
28 ] = \/%E[Hml!z] e < (I3 + o

where the last inequality follows from ab < £(a? + b?) and E[X?] < (E[X])%. Substituting
this result to (108), we obtain

_l’_

s.
I Mw
I

Note that

n
E[Gx] + 5B [x* - vi]
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i=1

¢ (Ao +i (1-p)" (fzﬁ[nmn +305) + 2 (1= ) VEREE I —v@-nz]) .

(109)
Since E[Gf] > 0, it implies

LE[x* = vil}3]

- )k<Ao+g(1— <2ﬁ E[||m;][3] + 6sz)+g 2u66¢E[Hx*—viH2]>.

Diving both sides by (1 — B)k, it becomes

L= "E[lx* — vil3]
k k
<a Y (1-5) (25 Ellmil) + 365 ) + 3 (1 - 5) " VEBEE[x - vill).
i=1 =1

Applying Lemma 6 with 5, * Ao + Ly (1- )™ (%E[umn ]+ §6e0) 0: 2 2(1 -
ﬁ)_iﬂ% and u; = \/g(1 - ﬁ)_i/QE[HX* - Vi||2]7 we obtain

k ) ) k
B0+ 32(1-9)" (2 mlim1z) + 35e:) + 3 (- 8) VEBEE[ il

=1

(AO+Z (1-8)" <2ﬁQE[HmH§] + ;5> N (im ﬂ)i/2m>2>
'S (-8 i 25ﬂ<§’“: i )

N W

IN

3 3
Ao+ 367
2 - i=1

Substituting it into (109),

k

EG] < (1- )" (Ao+3§22( 8)"E[ImiJ3) + 22 (i(l—m‘“?\/a) )

=1 =1

This completes the proof of (58). [ |

B.4 Proof of Corollary 4

Proof It is straightforward to prove it by applying Theorem 6. Substituting E[||n;[|3] <
02,e; <e,Vi > 1 into (58), we obtain

3

35202 & 25 b A
E[Gk]giu—ﬁ)’%w ﬁﬂa S8+ fE (;(1—5)(’“ ’/2> . (110)

=1
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Substituting 8 = \/% into (110), we come up with

E[Gy] < 2(1_\/3 Ao+\/i+25

where the inequality follows from /1 —x < 1 — 3. This completes the proof of (59).
Substituting 8 = % into (110), we come up with

3 Nk 302  25L
E <7<1——)A Rl
[Gk]_z I 0+L—|— ME

This completes the proof of (60). [ |

B.5 Proof for Theorem 7
Proof Plugging ¢; = 0 and w; = 0 into (57), it becomes
E[AL] < OLE |Ag + Z Sy, xF = vi) |, VE > 1 (111)

Then, we follow the proof of Theorem 6 to bound E[<ni,x* - vz>] In our case, we have
E[(nz, v; vz>] = 0 as the proximal mapping is exactly solved as v} = v;. Substituting
E[(n;, vy —vi)| =0, (102) and (103) into (101), we obtain

’L

S

E[@hv’(* - Vz>] < EZE[HWH%]‘ (112)

Plugging (112) into (111), we obtain
L& g2 )
E[Ar] <O ( Ao+ B > G E[lIn 3] ),k > 1.
i=1

This completes the proof of (63). Then, it is straightforward to prove (64) and (65) by
replacing 0; = \/p/L and ; = pu/L, respectively. [ |

B.6 Proof of Corollary 5

Proof We first prove the case of accelerated proximal method. Given the linear convergence
rate (64), the number of iterations of the first stage strategy is as following

k 2
n o ~ L 24
1—4/=] A k>4 —1 — .
( L) 0= VAL~ _\/uog<6)
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=1
2 k=1 po 2 k2
~ o Hoa a2l O 0; o 0;
@k(E[P(yE)P(X)+2yEX2:|+M 17@' +®k; ~§Z
= i=k

202 o2 L 0; o2 < 92

<O —+ — | +Op— =

(VML \/:lE i=1 O; K i i

 k(k+1) 202 o2 P it
<k+1)<k+z><@~1r+r - 12@ ISP I

i=k
k(k+1) 202 o? Fi+1
=ty (o, 224 % _(1-6
&+ 1)k +2) ’“‘HWL—’_\WL( k—l) + (k:+1 )(k + 2) Zz+2
i=k
E(k+1) 20° 402 Ek:i—l—l
T kD +2) VL p(k+ Dk +2) i t2
_ k 412+ 402
ShaDkr2) o plkt2)
802
<7’
=k +2)

where the second and third equations follow from (Kulunchakov and Mairal, 2020, Lemma 26)
and (Kulunchakov and Mairal, 2020, Lemma 27), respectively. The last two inequalities
are obtained by applying the definition of k. Thus, the complexity for the second stage is
O(0?/(ue)). Combining two stages together, we obtain the complexity shown in (66).

For the case of non-accelerated proximal method, it can be easily proved by following the
above proof. |

B.7 Proof of Corollary 6

Proof It is straightforward to prove it by applying Theorem 6. Substituting ]E[Han%] <
02,e; < ¢e,Vi > 1 into (58), we obtain

3 30 25 i b ’
F <2 kA ov k—1 I E (k—1i)/2 )
[Gk] ~ 26 0 + £ 5 + L€ ( ,3

i=1
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Applying f =1 — 4/ #, we come up with

3 - o?
E[Gk]§§<1— z) A0+F+25

where the inequality follows from /1 —x <1 — 5. This completes the proof. |

B.8 Proof of Corollary 7

Proof Substituting the results of (98) and (99) into (74), we obtain

E[Gk]§@k<A0+\/722@>

Substituting 6; = \/u/L and ©; = (1 — \/u/L)?, it becomes
2

E[Gy] < (1 - \/E)k (P(xo) = PO + Slixo —x*[3) + \/"ﬁ

This completes the proof of (78). It is straightforward to prove (79) by following the above
proof with 6; = u/L. [ |
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