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Abstract 

In the context of cloud computing, network attackers usually exhibit complex, dynamic, and diverse behavior 
characteristics. Existing research methods, such as Bayesian attack graphs, lack evidence correlation and real-time 
reflection of the network attack events, and high computational complexity for attack analysis. To solve these prob-
lems, this study proposes a Dynamic Uncertain Causal Attack Graph (DUCAG) model and a Causal Chain-based Risk 
Probability Calculation (CCRP) algorithm. The DUCAG model is constructed to represent the uncertain underlying 
causalities among network attack events, and the CCRP algorithm aims at dynamically updating the causality weights 
among different network attack events and attacker hypotheses based on alarm information and causal chain reason-
ing process. By causality simplification and causality reasoning methods, the CCRP efficiently predicts the attacker 
behaviors and potential attack likelihood under uncertain time-varying attack situations, and is robust to the incom-
pleteness and redundancy in alarm information. Four experiments under different attack scenarios demonstrate that, 
the DUCAG model can effectively characterize and predict the complex and uncertain attack causalities, in a manner 
of high time efficiency. The proposed method has application significance on cloud computing platforms by dynami-
cally evaluating network security status, predicting the future behaviors of attackers, and assisting in adjusting net-
work defense strategies.
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Introduction
In recent years, the rapid development of cloud com-
puting has provided the possibility for the Internet of 
Things (IoT) to achieve dynamic management and 
intelligent analysis. Cloud computing has an ability to 
make the basic IT resources into a resource pool that 
can be freely scheduled, to realize the on-demand allo-
cation of IT resources, and to provide customers cloud 
computing services. At present, the cloud comput-
ing field is mainly faced with the following problems: 

resource service scheduling problems, task segmenta-
tion problems, network transmission problems, and 
real-world task application problems. Many  research
es  have  been  devoted  to solving the issues in fields of 
video distribution [1], traffic management [2], health 
care [3], intelligent recommendation [4, 5], block-
chain[6], privacy-preserving [7] and mobile applica-
tions [8, 9]. However, with the development of the IoT, 
cloud security issues are also becoming more promi-
nent. For example, in 2022, the CSA released the "Top 
11 Threats to Cloud Computing", which lists system 
vulnerabilities, hacker attacks, APT attacks and so on. 
The SolarWinds incident is also a typical case of APT 
attacks, affecting more than 300,000 large enterprises 
worldwide. In the cloud computing environment, a 
large amount of sensitive data and business applications 
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are stored and processed, and security has become a 
research focus in the field.

Cloud security problems are mainly divided into 
trusted cloud computing problems and protection tech-
nology problems. The former mainly includes cloud 
data security and privacy protection, while the latter 
refers to the application of traditional security protec-
tion technologies and new cloud computing protection 
technologies for prevention. At present, considerable 
efforts have been devoted to solving these problems 
and many effective methods have been proposed. Aim-
ing at data security analysis, song et al. [10] conducted 
public integrity verification of shared data in the cloud 
through asynchronous revocation, and the experiment 
proved that it had high efficiency. Han et al. [11] stud-
ied on cloud data integrity audit based on blockchain, 
providing a relatively comprehensive review of BDIA. 
Yang et  al. [12] proposed ASTREAM anomaly detec-
tion method to process abnormal data. Zhang et al. [13] 
proposed a mechanism for predicting dynamic service 
deployment based on upcoming stream data, which has 
been demonstrated to have lower stream processing 
latency. Xu et al. [14] designed a PW placement method 
for PWP, which can effectively deal with the placement 
problem. Regarding privacy protection, Kong et al. [15] 
proposed a multi-type health data privacy perception 
prediction method based on local sensitive hashing 
to achieve a good balance between prediction accu-
racy and privacy protection. Wang et  al. [16] realized 
privacy-sensing traffic flow prediction in smart cities 
based on zero-trust multi-sensor data.

Although the above researches have made significant 
progress in addressing cloud security issues, there are 
still some problems to be solved. Above all, the modeling 
and prediction methods for complex and dynamic net-
work security scenarios lack the ability to provide a clear 
causal interpretability for network analysts. However, low 
interpretability reduces the credibility and applicability 
of the methods. Besides, the attacks in the cloud com-
puting environment are characterized by high degree of 
concealment, uncertainty, dynamics, and complexity, 
under the attack scenarios with various attack objectives 
[17]. It has been a challenge to accurately characterize the 
uncertain causalities among attack events and attacker 
behaviors. Therefore, it is difficult to utilize the correla-
tions of evidence to construct an accurate attack scenario 
and reason about the underlying security risk in real 
time in cloud computing environment. Most of existing 
researches are based on attack graph modeling methods 
including attack trees and Bayesian attack graphs. Thus, 
attentions have less been paid to the correlation among 
evidence, and high reasoning complexities in these meth-
ods reduce the practicality.

To address these problems, this study introduces the 
theory of Dynamic Uncertain Causality Graph (DUCG) 
[18–21] into the field of network attack analysis. The 
methodology of DUCG represents uncertain and com-
plex causalities in a compact fashion of graph model and 
provides efficient probabilistic reasoning methods for 
inferences and predictions in complex systems. Based on 
DUCG, this paper proposes a novel model to effectively 
characterize the dynamic network attack scenarios and 
uncertain underlying causalities, and efficiently predict 
the attacker’s capabilities and potential attack likelihood 
under various attack modes.

The contributions of this study are as follows:
(1) A Dynamic Uncertain Causal Attack Graph 

(DUCAG) method is proposed for representing and rea-
soning about the underlying causalities in network attack 
events. The method not only describes complex and 
dynamic attack scenarios but also accurately models the 
characteristics of attacker’s attack behaviors in manner of 
an interpretable causality graph model.

(2) A Causal Chain-based Risk Probability Calculation 
(CCRP) algorithm is presented to dynamically update 
and predict the risk probabilities of the nodes in attack 
event sequences and adjust the relationship weights 
between different network attack evidence events and 
attacker hypotheses based on the causal chain reason-
ing process. Benefitting from the proposed causal chain-
based logical reasoning mechanism, CCRP algorithm has 
high accuracy and computational efficiency for the appli-
cations in cloud environment and is robust to the incom-
pleteness and redundancy in alarm information.

The rest of the paper is structured as follows. "Related 
work" provides an introduction to the related works on 
modeling methods of network attack scenarios and quan-
tifying the risk probability in attack graph. In "Dynamic 
Uncertain Causal Attack Graph Method", we describe the 
principal methodology of DUCAG including the causal 
graph modeling and risk inference algorithm of CCRP. 
This is followed by four verification and performance 
experiments on DARPA dataset and simulated networks 
in "Experimental Analysis of DUCAG​". Finally, we con-
clude the article in "Conclusions".

Related work
Existing researches in the field of network attack graph 
primarily focus on two main directions: the construction 
of attack scenarios and the quantification of risk associ-
ated with each event in the attack scenario. The construc-
tion of attack scenarios aims to capture the underlying 
causalities between various attack behaviors, enabling 
network administrators to comprehend the current state 
of network security and establish a foundation for sub-
sequent defense strategies. Quantifying the risk of each 
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event in the attack scenario can assist administrators in 
evaluating network security status, predicting the future 
behaviors of attackers, and adjusting defense strategies.

Researches on the modeling methods of network attack 
scenarios
For modelling the network attack scenarios and charac-
terizing the causalities related to attack events, Phillips 
et al. [22] initially proposed the concept of attack graphs, 
which represent the causal relationships among atomic 
attacks as directed graphs. The attack graphs are con-
structed by considering network configuration, attack 
causality, and other relevant factors. However, state 
attack graphs are limited by the combinatorial  explo-
sion problem of  state  space. In view of this, subsequent 
researches have focused on constructing attribute attack 
graphs to reduce the complexity associated with attack 
graph modeling [23]. To enable the system administrator 
to quantify the chances of network compromise at vari-
ous levels, Poolsappasit et  al. [24] constructed Bayesian 
networks, utilizing the observed state of nodes in the net-
work as evidence for posterior inference. This approach 
allows for real-time updating of the likelihood of each 
node being attacked, which is beneficial for the real-time 
evaluation of network security risks. However, this study 
only considered the "AND" and "OR" relationships for 
depicting the correlations between atomic attacks, and 
neglected the situation of multiple relationships occur-
ring in real network attacks. Additionally, Bayesian attack 
graphs are not effective in the absence of alarms. To 
address the issue of inaccurate attack scenarios caused 
by missing and redundant alarms, Wang [25] proposed a 
definition of causal relationships based on expert knowl-
edge and the construction of attack scenarios by applying 
the causal knowledge network extracted from real alarm 
data. This method can construct attack scenarios even 
in the absence of alarms. Furthermore, most previous 
studies on constructing attack scenarios have focused on 
identifying single-step attacks. To overcome this limita-
tion, Wang et al. [26] proposed a multi-dimensional cor-
relation analysis of alarm information based on causal 
knowledge and spatial–temporal associations to con-
struct higher-level attack scenarios, and experiments 
have shown that the proposed method can effectively 
depict the complete attack process and reconstruct a 
high-level attack scenario.

Although a lot of progress have been made on the 
modeling methods of network attack scenarios, there are 
still some challenges to be addressed: 1) it is difficult for 
current methods to accurately represent the time-varying 
and uncertain scenarios in complex network attack sce-
narios, as well as to provide effective model interpretabil-
ity; 2) the modeling method needs to solve the issues of 

inaccurate attack scenarios related to missing and redun-
dant alarms, while truly reflecting the real-time process 
of actual network attacks.

Researches on the quantification of the risk probability 
in attack graph
Regarding the quantifying of the risk probability asso-
ciated with each node in the attack graph, Wang [27] 
introduced probability attributes into the attack graph. 
However, the calculation of posterior probabilities for 
nodes in the attack graph when an attack event occurs 
was not considered. On the basis of Wang’s researches, 
Ye et al. [28] eliminated unreachable paths in the attack 
graph and proposed to apply the maximum probabil-
ity of all paths leading to the arrival node to reduce the 
complexity related to node correlation and loops. The 
research results demonstrate the effectiveness and 
rationality of the proposed method. In order to identify 
the vulnerabilities in the network and their interrela-
tionships, Chen [29] studied the issue of loops in attack 
graphs by proposing the n valid attack paths represent-
ing the real attack process, thereby optimizing the con-
struction of attack graphs. Experiments revealed that the 
method can effectively reflect the impact of missing data 
on the assessment results. Regarding the loop issues in 
attack graph, Ammann [30] proposed the attack mono-
tonicity assumption, which states that once an attacker 
obtains a certain resource, the attack will not repeat the 
process of obtaining that resource in subsequent attacks. 
This assumption resolves the loop problem in attack 
graphs to some extent. To quantitatively analyze the 
uncertainties during network attack process, Liu et  al. 
[31] introduced the theory of confidence to represent 
the credibility of evidence information for hypotheses 
and applied the DARPA dataset in the experiment, this 
method can effectively depict the dynamic changes of 
network security status. Aiming at solving the problem 
that the attack graph model cannot reflect the real-time 
network attack events, Li et al. [32] proposed a dynamic 
risk probability algorithm by integrating the forward and 
backward updating strategies. The algorithm put forward 
a method of real-time and accurate evaluation of the risk 
probabilities for nodes in the attack graph. However, dur-
ing the calculation process, if a node has already updated 
its probability value during the forward update process, 
the node probability will not be updated during the back-
ward updating process. The algorithm overlooks the joint 
effect of different evidence nodes and hypotheses on the 
posterior probability of the node.

In summary, for the researches on quantifying risk 
probability in attack graphs, there are still some unre-
solved difficult issues: 1) how to accurately predicting the 
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node risk under situations of complex and uncertain cas-
ualties associated with both attack event hypothesis and 
evidence; 2) how to achieve the efficient and dynamic risk 
assessment in corresponding with  the time-varying net-
work attack scenarios.

Dynamic uncertain causal attack graph method
The fundamental method of DUCG theory introduces 
independent random events in conjunction with cau-
sality graphs to represent and reason about the uncer-
tain events and causalities in complex systems [18–20]. 
Moreover, efficient causality reasoning algorithms have 
been proposed for probabilistic inference and prediction. 
By applying the DUCG method in the domain of net-
work attack analysis, better solutions can be achieved to 
effectively assess security vulnerabilities, construct net-
work attack scenarios, and predict the future behaviors 
of attackers. Therefore, this study proposes a Dynamic 
Uncertain Causal Attack Graph (DUCAG) model based 
on DUCG, to represent and quantify the uncertain cau-
salities in network attack scenarios. A causal Chain-
based Risk Probability Calculation (CCRP) algorithm is 
proposed to dynamically update the relationship weights 
among attack events and predict the risk probability of 
nodes in DUCAG by means of causal chain reasoning 
process. The mechanisms of uncertain causality repre-
sentation and inference in DUCG provides a theoreti-
cal basis for the proposed DUCAG and CCRP methods 
under complex situations of network attacks.

"Definition of dynamic uncertain causal attack graph" 
introduces the definitions of the DUCAG, "DUCAG 
Simplification and inference algorithms" presents the 
simplification and hypothetical state inference methods, 
the definition and implementation steps of the CCRP 
algorithm are presented in "Algorithm of calculating risk 
probability based on causality chains", and "Attack sce-
nario construction" proposes the construction method of 
attack scenarios.

Definition of dynamic uncertain causal attack graph
As the example of DUCAG illustrated in Fig.  1  (a), an 
intrusion detection system detects a V4 attack and iden-
tifies it as an evidence event. The variable B1 represents 
a resource node of attacker which implements a specific 
attack strategy, the V-type variable represents an attack 
behavior, and the S-type variable indicates a resource 
node.

The attack scenarios and characteristics of attacker’s 
attack behaviors are defined as follows.

Definition 1. Dynamic Uncertain Causal Attack Graph, 
DUCAG = (N, E). The definitions of different variables 
are shown in Table 1.

DUCAG Simplification and inference algorithms
When a real-world attack event occurs, the observed 
attack events can be utilized as evidence to simplify 
the DUCAG causality graph and calculate the prob-
ability of hypothetical states using the DUCAG infer-
ence algorithm. The following section presents the 
causality simplification and inference algorithms of 
DUCAG.

Causality simplification and decomposition on the attack 
causality graph
The causality simplification aims at eliminating the cau-
salities and events that are unconcerned, unreasonable, 
or inconsistent with the observed evidence from the 
causality graph [21], thereby reducing the complexity of 
model and subsequent calculations. For the cases that 
the causality graph is large in scale and contains multiple 
independent root cause event hypotheses, it is necessary 
to decompose the attack causality graph into multiple 
sub-DUCAG based on each of the root event hypotheses.

Figure  2 illustrates the process of constructing an 
attack scenario by utilizing DUCAG. Based on the attack 
scenarios model as represented by the original DUCAG 

Fig. 1  a Example of a DUCAG, (b) The simplified DUCAG of the B1 hypothesis



Page 5 of 17Dong et al. Journal of Cloud Computing           (2024) 13:24 	

in Fig. 2 (a), sequential abnormal alarms may be observed 
at different times. The observed alarm evidence is rep-
resented as blue-colored node in the graph, as shown 
in the Fig.  2 (b). By performing causality simplification, 
the events that are irrelevant with the observed evidence 
and concerned hypothesis are removed from DUCAG to 
get a simplified attack causality graph. Thus, based on an 
original DUCAG in terms of different root event hypoth-
eses and real-time alarm information, different simplified 
attack causality graphs can be obtained as illustrated in 
Fig. 2 (b).

Hypothesis event state probability calculation
The calculation of the posterior probability of the 
Hypothesis event can be performed by using the 
weighted logical inference method proposed in [21]. 
This method allows for the determination of the poste-
rior probability of the specific hypothesis event, Pr (Hi,j 
|E), where Hi,j represents the root event hypothesis. The 
weighted logical inference method has two steps: logical 
reasoning and probabilistic reasoning. The logical rea-
soning involves expanding all evidence nodes along the 
causality chains, up forward to the initial cause events 
Bi. The expansion of node Xn,k at the event level can be 
accomplished by formula (1):

In which 
(

rn;p
/

r
n

)

 quantifies the causal influence of dif-
ferent parent nodes on node Xn,k, rn =

p
rn;p . ρp,q repre-

sents parent node ρ in state q. An,k;p,q represents the 
causal function mechanism of ρp,q causing Xn,k. Based on 
the causality expressions of each evidence, the weighted 

(1)Xn,k =
∑

p

(

rn;p
/

r
n

)

∑

q

An,k;p,qρp,q

logic "AND" operations are performed on all expressions, 
and the conditional state probability of the hypothesis 
event Hi,j can be obtained by formula (2):

The probabilistic reasoning process is to replace each 
variable in the expression with the corresponding prior 
probability value, and after algebraic operations and nor-
malization processing, the conditional posterior prob-
ability of the hypothesis can be obtained.

Algorithm of calculating risk probability based on causality 
chains
To dynamically adjust the relationship weights between 
different network attack evidence events and attacker 
hypotheses based on alert information and causal chain 
reasoning process, a Causal Chain-based Risk Probability 
Calculation (CCRP) algorithm is proposed in this study. 
The posterior probability of a node is determined by both 
the root event hypothesis and the evidence event (attack 
event). The CCRP algorithm has three steps:

(1)	 Expansion of the causal chain of nodes;
(2)	 Elimination of invalid causal chains;
(3)	 Calculation of the posterior probability based on 

the causal chains.

The causal chain‑based expansion algorithm
The algorithm for calculating posterior probabilities for 
general causal variables involves two steps:

(1)	Logical reasoning.

(2)hsi.j ≡ Pr{Hi,j|E} =
Pr{Hi,jE}

Pr{E}
=

Pr{Hi,j ∩ Xp,q}

Pr{∩Xp,q}

Table 1  Definition and description of each type of variable

Variable Description

X-type variable represents an observable alarm data. The variable number is denoted by "n". In the attack graph, an X-type variables contain 
two forms: the resource node represented by the symbol S, and the attack behavior node represented by the symbol V.

B-type variable represents the root cause event hypothesis, and the subscript "i" is the variable number. The attack assumptions serve 
as a useful way to assess the attacker’s capabilities and objectives in carrying out the attack.

G-type variable represents the logic gate variable, and the subscript "k" is the variable number. In the attack graph, logic gate variables can 
represent complex logical relationships between parent nodes and child nodes, such as “AND”, “OR”, “XOR”, and so on.

rn;i "rn;i" denotes the degree of causal association between a parent node "i" and a child node "n". This measure serves to quantify the causal 
influence exerted by the parent node on the child node.

 →  The weighted function variable is a directed edge in the attack graph, denoted as Fn;i≡ (rn;i/rn)An;i. It indicates the causal function 
between the parent variable Xi and the child variable Xn. There are two types of weighted function variables: one represents the probability 
of transitioning from a state node to an attack behavior, and the other represents the probability of transitioning from an attack behavior 
to a state node.

An,k;i,j An,k;i,j represents the uncertain function mechanism of the Xi in state j independently causing the variable Xn in state k. Probability transition 
matrices quantify the uncertainty of causal functions among variables. The parameters can be obtained from statistical learning or domain 
knowledge.
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Logical reasoning needs to expand all relevant event expres-
sions of a concerned variable upward and backward, until 
encountering a root cause node, terminal node, or evidence 
node. There are three types of causality chains in the process of 
expanding the node’s causal chains: Unknown Causal Chains, 
Evidence Causal Chains, and Hypothesis Causal Chains.

The Unknown Causal Chain (UCC) denotes the causal 
chains in which evidence events or hypothesis events 
are not included in the event expansion process. All the 
UCCs of node Xv can be represented as 

∑

UCC(Xv) . The 
Evidence Causal Chain (ECC) refers to causal chains that 
include evidence events. All the ECCs of node Xv can be 
represented as 

∑

ECC(Xv) . The Hypothesis Causal Chain 
(HCC) refers to the causal chains that include hypothesis 
events. All the HCCs of node Xv can be represented as 
∑

HCC(Xv) . All the causal chains associated with a node 
are denoted by Causal - Chains(Xv) in the DUCAG, and 
formula (3) always holds in the causal network.

(3)Causal - Chains(Xv) =
∑

UCC(Xv)+
∑

ECC(Xv)+
∑

HCC(Xv)

(2)	Probabilistic reasoning.

Probabilistic reasoning involves substituting the prior 
probabilities of the nodes into the causal chain for prob-
ability calculation.

Elimination of invalid causal chains
To calculate the posterior probability of a node under 
the scenario of an attack event, it is necessary to elimi-
nate the invalid causal chains. The term "invalid causal 
chains" refers to the UCC of a concerned node. In prac-
tical network attacks, UCCs do not provide meaningful 
information about the node and are considered redun-
dant in the calculation process. Therefore, the UCCs are 
eliminated before reasoning process. The causal chain of 
node Xv after removing the unknown causal chains can 
be denoted as Causal - Chains(Xv)∗ , and formula (4) 
holds as follows:

Fig. 2  a An example of DUCAG, (b) The causality simplification of the DUCAG​

Note that at time T3, the B1 hypothesis is no longer able to explain all the observed alarm evidence, so the hypothesis B1 and its simplified graph 
is removed and only the BX1 hypothesis with its simplified graph is reserved
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Posterior probability calculation based on causal chains
The calculation of posterior probability based on causal 
chains refers to the computation of the results by substi-
tuting the corresponding parameters with all connected 
events or hypothetical events in the causal chain of node 
Xv after eliminating ineffective causal chains. The poste-
rior probability of the node can be calculated using for-
mula (5).

In formula (5), the value of N represents the sum of 
all distinct evidence nodes and hypotheses in the causal 

chains associated with the current node. By perform-
ing logical reasoning on the causal chains of evidence 
and hypotheses, then dividing the sum by the number 
of distinct evidence and hypotheses, the algorithm 
automatically assigns different weights to different 
causal chains. This process dynamically adjusts the 
contribution of calculating the risk probability between 
evidence nodes, and between evidence and hypoth-
eses. If a node has multiple evidence chains associated 
with different evidence events, the higher weights are 
assigned while the weights of the hypothesis chains will 
be reduced.

Attack scenario construction
The attack scenario is a description of a series of attack 
behaviors. In a DUCAG, the attack scenario can be for-
malized as follows:

The key to constructing a reasonable attack scenario 
is to combine related causal networks to find the most 
probable attack sequence by means of causality infer-
ence methods. From a qualitative perspective, it refers 
to simplifying the causal network based on the causality 
simplification methods after detecting the attack events, 
to simplify the complexity of the causality model. Fur-
ther, a weighted logical reasoning algorithm is presented 
to obtain the posterior probability of each node in the 

(4)Causal - Chains(Xv)
∗ =

∑

ECC(Xv)+
∑

HCC(Xv)

(5)Pr(Xv) =
Causal - Chains(Xv)

∗

N
=

∑

ECC(Xv)+
∑

HCC(Xv)

N

Attack = {Bi → S1 → V1 → . . . → Sn → Vn}

attack graph, and based on the posterior probability of 
the nodes, the posterior probability of different attack 
sequences is calculated to determine the attack sequence 
with the maximum posterior probability as the final con-
structed attack scenario. In summary, the reconstruction 
of attacks based on DUCAG has four steps.

Step 1. In the process of constructing attack scenario, 
the causality inference process utilizes the node sequence 
formed by the alarm information at time Ti as evidence 
variables to simplify the causal graph, and the algorithm 
of CCRP is performed to calculate the posterior probabil-
ity of each node in the causal network.

Step 2. Calculate the posterior probability of different 
attack sequences from the source node to the target node 
in the causal network. The calculation method is shown 
in formula (6).

Step 3. Scale the posterior probabilities of differ-
ent attack path sequences. In a DUCAG, multiple 
hypotheses may have the same attack path (excluding 
hypothesis events). If an attack path sequence can be 
valid in different hypotheses, its posterior probability 
needs to be adjusted to fit the correct real situation. 
Therefore, all the posterior probability of attack path 
sequence of the different hypotheses are introduced 
to depict the attack scenarios. The calculation method 
of the adjusted posterior probabilities of attack path 
sequences is shown in formula (7), where {B} repre-
sents the hypothesis space.

Step 4. Normalize the posterior probabilities of differ-
ent attack sequences, and then select the attack sequence 
with the maximum posterior probability as the final con-
structed attack scenario.

A calculation example (the graph is shown in Fig. 1, and 
the parameters are listed in Table 2) is provided below to 

(6)Pr(AttackSeqi) = Pr(Bi)× Pr(S1)× Pr(V1)× . . .× Pr(Sk)× Pr(Vk)

(7)Pr(AttackSeqi)∗ =

{B}
∑

i,k

Pr(Bi)× Pr(S1)× Pr(V1)× . . .× Pr(Sk)× Pr(Vk)

Table 2  Parameters related to attack graph instances

Attack Path Transition 
Probability

Attack Path Transition 
Probability

B1→V1 0.845 S2→V3 0.284

V1→S2 1 S2→V4 0.572

V4→S5 1 S7→V6 1

V3→S6 1 S5→V7 0.238

B2→V8 0.155 V8→S5 1
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illustrate the above steps. For the sake of simplicity, the 
causal effect weights in this example are set to 1, i.e., r = 1.

As shown in Fig. 1 (b), the blue node represents this evi-
dence variable, and the node state is set to 1. we have con-
firmed that the attacker will use the B1 strategy, so we set 
the posterior probability of B1 to 1. B1 → V1 indicates that 
there is 0.845 possibility that the attacker will launch a V1 
attack, and V1 → S2 indicates that there is a 100% possibil-
ity of successfully obtaining the resources of node S2 after 
launching a V1 attack. The posterior probability of each 
node is calculated based on the evidence and hypothesis-
based posterior probability algorithm proposed above. 
The calculation process is shown in Table 3.

Based on the observed evidence representing attack 
events, the posterior probabilities of all nodes are cal-
culated. Then, the attack scenarios can be constructed 
from the source nodes to the target nodes. Taking B1 to 
S6 as an example, B1 node is the attack source point, S6 is 
the target node, and there are two attack paths between 
the two nodes: B1 → V1 → S2 → V3 → S6 and B1 → V1 → 
S2 → V4 → S5 → V7 → S6. Applying the (7), the posterior 
probabilities of the two paths are calculated respectively:

After normalization processing, the following results can 
be got:

Experimental analysis of DUCAG​
To validate the effectiveness of DUCAG, four experi-
ments are carried out. Experiment 1 is performed 
according to the experimental approach in Ref [33], by 

Pr(B1 → S2 → V3 → S6) : 1
∗
0.7085

∗
0.7085

∗
0.23998

∗
0.23998 = 0.0289

Pr(B1 → V1 → S2 → V4 → S6) : 1
∗
0.7085

∗
0.7085

∗
1
∗
1
∗
0.238

∗
0.23998 = 0.02867

Pr(B1 → S2 → V3 → S6) = 0.5019, Pr(B1 → V1 → S2 → V4 → V7 → S6) = 0.4981

utilizing the DARPA2000 dataset provided by the Lin-
coln Laboratory and the causal network extracted from 
the dataset in Ref [25]. The experimental results of the 
DUCAG model are qualitatively analyzed in the context 
of LLDOS attack scenarios. Experiment 2 is according 
to the method presented in Ref [25] which constructed 
a small-scale simulated attack-defense environment. 
Experiment 3 is based on the simulated attack-defense 
scenario described in Ref [35] which aims to measure 
the dynamic risk probabilities of various nodes in the 
network. Experiment 4 compares the time complexity 
of the CCRP algorithm and the Bayesian inference algo-
rithm based on different scale networks and evidences.

Experiment 1: attack scenario construction based 
on DARPA dataset
This experiment is performed based on the DARPA 
dataset which has been released by MIT Laboratory 
and is commonly used for constructing network attack 
scenarios. The complete attack sequence in current 
DARPA dataset mainly consists of five stages [34]:

(1)	 During the initial reconnaissance phase, the 
attacker employs a script to scan various addresses 
using IP Sweep. Simultaneously, they listen for 

ICMP responses to determine which hosts can be 
targeted for intrusion.

(2)	 In the subsequent reconnaissance phase, the 
attacker utilizes Sadmind Ping to scan for the Sad-
mind daemon service port, identifying which hosts 
are running the Sadmind program.

(3)	 In the first stage of intrusion, the attacker exploits 
vulnerabilities in the Sadmind tool to gain unau-
thorized access to the system, attempting to execute 
commands remotely with root privileges.

(4)	 Once the attacker successfully obtains root privi-
leges, they proceed to install the Mstream Trojan 
on the victim’s host, which can be used for DDoS 
attacks.

(5)	 In the final stage of intrusion, the attacker gains 
access to the victim’s host via telnet and utilizes the 
compromised host to launch DDoS attacks.

Table 3  The process of calculating the posterior probability of 
attack graph nodes

Node Causal Chain Expression Posterior Probability

B1 - 1

V1 1/2(A1;1 + A2;1*A4,1;2) 1/2(0.845*1+0.572) =0.7085

S2 1/2(A1;1A2;1 + A4,1;2) 1/2(0.845*1+0.572) =0.7085

V3 A1;1*A2;1*A3;2  0.845*1*0.284=0.23998

V4,1  - 1

S5  A5;4,1  1*1=1

S6  1/2* A1;1 * A2;1 * A3;2 * A6;3+ 
 1/2* A5;4,1 * A7;5 * A6;7

 1/2*(0.845*1*0.284*1+0.238)
  =0.23899

V7 A5;4,1*A7;5 1*0.238=0.238
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A DUCG causality graph is developed for representing 
the causalities in LLDOS1.0 attack process to model and 
reason about the attack scenarios. The construction pro-
cess of the DUCG causality graph is as follows:

(1) Determine the {X (S, V), B}-type variables in 
the DARPA system. The defined variables are listed 
in Table  4. The original attack node in the attack 
sequence is identified as a B-type variable. There 
are four nodes defined as original attack nodes in 
Table 4. The resource variable S and the atomic attack 
variable V are defined as the X-type variable.
(2) The {X, B} type variables are divided into sev-
eral states. The resource variables and atomic attack 
variables in the X variable have only two states. 
The resource variable has two states: a normal state 
denoted by TRUE, and an abnormal state denoted by 
FALSE. The atomic attack variable has two states: the 
attack launched denoted by FALSE, and the attack 
not launched denoted by TRUE.
(3) The probability parameters for each state of the 
B-type variables are determined. In the LLDOS 
attack process, there are four B-type variables. Tak-
ing variable B1 as an example, B1 has two states: 
attack not launched representing the probability of 
not using this operation method, and attack launched 
representing the probability of performing a DNS 
Query operation.
(4) For each X-type variable, a DUCG subgraph is 
constructed by the following steps:

1)	 Select a variable of type atomic attack (V) as the 
module variable in the X-type variables;

2)	 Determine the parent variable of the X variable 
from the already defined {X, B}-type variables;

3)	 Connect the parent variable to the child variable 
Xn using action variables or conditional action 
variables; the logical gate variable G can be intro-
duced to represent the complex logical relation-
ships among variables;

4)	 Determine the association degree r and tran-
sition probability matrix between each action 
variable and conditional action variable (Refer 
to [25, 31] for the parameters in transition 
probability matrix);

5)	 Merge the subgraphs to create a complete DUCG 
causality graph.

By performing the above steps, a DUCAG of the 
LLDOS attack process can be constructed, as shown in 
Fig. 3.

The experiment process is as follows:

(1) Initialize simulated attack sequences and alarm 
sequences;
(2) Perform the DUCAG reasoning process to cal-
culate the posterior probabilities of each node in 
the attack graph;
(3) Identify the node sequence with the high-
est posterior probability, and compare it with the 
simulated attack sequence to determine whether 
the simulation effectively represents the true attack 
scenarios.

Table  5 shows the specific details of the experiment 
configuration, where the first simulated attack sequence 
is a partial attack process of LLDOS1.0, and the second 
path simulates a partial attack alarm of LLDOS2.0.

The simplified DUCAG graphs for Path One and Path 
Two are shown in Fig. 4

In Path One, it can be seen from the graph that only 
the hypothesis of B2 holds after receiving evidence such 
as X4, X11, X26, and X40. Thus, we obtain the attack sce-
nario through qualitative methods. The attack scenario 
is B2 → X9 → X10 → X11 → X4 (X26, X40).

In Path Two, we can note that there exists a path: B3 
→  X16 →  X17 →  X18 →  X26 →  X31 →  X32 →  X37 →  X34 
→ X29, which has the maximum posterior probabil-
ity under current evidence. Other paths involve more 
unconfirmed nodes than this one. The attacked scenes 
are obtained by applying causality simplification meth-
ods and the results prove the validity of constructing 
attacked scenes using DUCAG.

Experiment 2: attack scenario construction based 
on simulated networks
Figure 5 shows the causal network constructed in Ref [25] 
and its corresponding DUCAG, respectively. The causal 

Table 4  Variables in DUCAG​

Variable Description

B2 IP sweep operation

X2, X10, X17, X24, X42, X12, X13, X28, X35, X33 Sadmind Ping operation

X30, X15, X14, X27, X41, X36 Sadmind Ping Exploit operation

X6, X32, X44 Daemon Installed operation

X8, X34, X46 DDoS attack

B1, B3, B4 DNS Query operation

X1, X3, X4, X26, X40, X5, X7, X9, X11, X19, X20, 
X21, X22, X3,X29, X35, X37, X28, X39, X43, X46, 
X16, X18, X25

Sources

G1 X3∪X11

G2 X11∪X18

G3 X11∪X25
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Fig. 3  LLDOS DUCAG​

Table 5  Configuration of experiment 1

Simulate Attack Sequence Attack Alert Sequence Candidate Sequence

B1, X9, X10, X11, X4, X5, X6, X7, X8, X26, X31, X32, X37, X34, X29, X40, X43, 
X44, X45, X46

X11, X26, X40, X4(Missing: B2, X9, X11, X26, X32, X34, X29, X4, X6, 
X7, X8, X29, X40, X44, X45)

B2 → X9 → X10 → X11 → X4 (X26, 
X40)

B2, X16, X17, X18, X26, X31, X32, X37, X34, X29, X36, X39, X42, X43, X44, 
X45, X46

X17, X18, X31, X32, X37, X34, X29, X36, X39, X42, X43, X46 (Miss-
ing: X16, X44, X45)

B3 → X16 → X17 → X18 → X26 → X
31 → X32 → X37 → X34 → X29

Fig. 4  a The simplified DUCAG graph for Path One, (b) The simplified DUCAG graph for Path Two
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parameters obtained through statistical significance test-
ing in Ref [25] are utilized in this study. We introduce the 
integrated variable to represent an attacker’s behavior of 
adopting multiple attack strategies in the initial attack 
phase. For instance, in this example the integrated vari-
able BX1 represents the situation that the attacker simul-
taneously applies both v1 and v2 attack strategies.

Table 6 lists the transition probabilities between differ-
ent nodes. In this experiment, the logic gate represents 
a “AND” relationship which indicates that attacker take 
multiple strategies to attack this network.

This study refers to the approach in [25] for simulating 
the three different attack paths, to verify the effectiveness 
of DUCAG for dynamic risk calculation. The three simu-
lated attack paths are:

(1) Path 1: B1 → V1 → S2 → V3 → S4 → V6 → S6 → V11 
→ S8 → V13 → S9.
(2) Path 2: B1 → V1 → S2 → V5 → S8 → V13 → S9.

Fig. 5  a The causal knowledge network structure in Ref [25], b The corresponding DUCAG graph

Table 6  Each attack path in a causal network and its probability 
of transfer

Attack Path Transition 
Probability

Attack Path Transition 
Probability

BX1 → V1 1 BX1 → V2 1

G1 → BX1 0.5 B2 → V2 0.155

B1 → V1 0.845 S2 → V3 0.284

V2 → S3 1 S2 → V5 0.144

V3 → S4 1 S3 → V9 1

V4 → S5 1 S4 → V6 1

V5 → S8 1 S5 → V7 0.238

V6 → S6 1 S5 → V8 0.301

V7 → S6 1 S5 → V9 0.286

V8 → S7 1 S5 → V10 0.175

V9 → S9 1 S6 → V11 1

V10 → S8 1 S7 → V12 1

V13 → S9 1 S8 → V13 1
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(3) Path 3: B1 → V1 → S2 → V4 → S5 → V8 → S7 → V12 
→ S8 → V13 → S9.

Next, the DUCG causality simplification rules are 
applied to simplify the causality graphs of different sim-
ulated attack paths. Figure  6 shows the DUCAG corre-
sponding to the simulated path 1.

Table  7 lists the configuration of experiment 2. Then 
the CCRP algorithm is applied to calculate the posterior 
probabilities of nodes related to simulated attack path 
1. The calculation process is listed in Table  8, and the 
calculation process for BX1 is not listed here limited to 
the space. Note that some alarms are missing or redun-
dant. Benefitting from the above proposed weighted 

Fig. 6  The DUCAG corresponding to the simulated path 1

Table 7  Different simulated paths and the experimental results

Simulation Path Alarm Sequence Best Candidate Sequence and Its 
Probability

Candidate Paths in [25]

B1 → V1 → S2 → V3 → S4 → V6 → S6 → 
V11 → S8 → V13 → S9

V1 → V3 → S4 → V6 → V11 → V
13 → S9
(Missing alarms: S2, S6, S8)

B1(BX1) → V1 → S2 → V3 → S4 → V6 → S
6 → V11 → S8 → V13 → S9(0.3542)
BX1 → V2 → S3 → V9 → S9(0.2941)
B1(BX1) → V1 → S2 → V5 → S8 → V13 → 
S9(0.1293)

B1 → V1 → S2 → V3 → S4 → V6 → S6 
→ V11 → S8 → V13 → S9
B1 → V1 → S2 → V4 → S5 → V7 → S6 
→ V11 → S8 → V13 → S9

B1 → V1 → S2 → V5 → S8 → V13 → S9 V1 → S2 → V5 → V3
 → S8 → V13 → S9
(Redundant alarms: V3)

B1 → V1 → S2 → V5 → S8 → V13 → S9(
0.8839)
BX1 → V2 → S3 → V9 → S9(0.0622)

S5 → V8 → S7 → V12 → S8 → V13 → S9
B1 → V1 → S2 → V3 → S4 → V6 → S6 
→ V11 → S8 → V13 → S9

B1 → V1 → S2 → V4 → S5 → V8 → S7 → 
V12 → S8 → V13 → S9

V1 → S2 → S5 → V9 → V8 → S8 
→ V13 → S9
(Redundant alarms: V9,
Missing alarms: V4, S7, V12)

B1 → V1 → S2 → V4 → S5 → V8 → S7 → 
V12 → S8 → V13 → S9(1882)
B1 → V1 → S2 → V5 → S8 → V13 → S9(
0.1207)
BX1 → V2 → S3 → V9 → S9(0.3449)
BX1(B1) → V1 → S2 → V4 → S5 → V9 → 
S9(0.2409)

B1 → V2 → S2 → V4 → S5 → V8 → S7 
→ V12 → S8 → V13 → S9
B1 → V1 → S2 → V4 → S5 → V7 → S6 
→ V11 → S8 → V13 → S9
B1 → V1 → S2 → V4 → S5 → V10 → S8 
→ V13 → S9
B1 → V1 → S2 → V4 → S5 → V2 → S3 
→ V9 → S9
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logical causality reasoning mechanism, CCRP algo-
rithm is robust to the incompleteness and redundancy in 
observed alarm information.

Taking simulation path 1 as an example, the evidence 
set observed is {V1, V3, S4, V6, V11, V13, S9}. When the 
target attack node is set to S9, there are a total of 7 
candidate paths from different assumptions (BX1, B1, 
B2) to S9. Next, three candidate attack path sequences 
with the highest posterior probability are identified 
sequentially.

The detailed calculation process is listed in Table 9.
Note that the same path may exist under different 

attack strategy assumptions. The established attack 
paths under different assumptions should be corrected 
according to the maximum posterior probability to 
describe the reality as accurately as possible. Finally, 

the attack path sequence with the maximum posterior 
probability is identified. Three candidate paths can be 
obtained as follows:

(1)	 B1(BX1) → V1 → S2 → V3 → S4 → V6 → S6 → V11 → 
S8 → V13 → S9 and its probability is 0.3542;

(2)	 BX1 → V2 → S3 → V9 → S9 and its probability is 
0.2941;

(3)	 B1(BX1) → V1 → S2 → V5 → S8 → V13 → S9 and its 
probability is 0.1293.

The three candidate paths with the highest posterior 
probability calculated are consistent with the candidate 
paths presented in Ref [25], and the calculating process 
for other attack scenarios is similar to that of attack sce-
nario 1. The results in Table 7 reveal that DUCAG method 

Table 8  Assuming the scenario B1, the calculation process for the posterior probability of nodes in Path 1

Node Causal Chain Expression Posterior 
Probability

V1 - 1

S2 1/4*(A2;1,1 + A4,1;2 + A3,1;2 + 1/4*A5;2A8;5A13,1;5) 0.473

V5 1/2*(A2;1,1A5,2 + 1/4*A8;5A13,1;8) 0.197

V3 - 1

V4 - 1

S4 - 1

S5 1/3*(A5;4 + 1/2*A7;5A6;7A11,1;6 + 1/4*A8;5A7;8A12;7A8;12A13;8 + 1/4*A10;5A8;10A13,1;8) 0.4126

V6 - 1

V7 1/2*(A5;4A7;5 + 1/2*A11,1;6A6;7) 0.369

V8 1/2*(A5;4A8;5 + 1/4*A13,1;8A8;12A12;7A7;8) 0.2755

V10 1/2*(A5;4A10;5 + 1/4*A8;10A13,1;8) 0.2125

S6 1/3*(1/2*A5;4A7;5A6;7 + 1/2*A6,6 + A11,1;6) 0.5396

S7 1/2*(A5;4A8;5  A7;8+ 1/4*A13,1;8A8;12A12;7) 0.2755

V11 - 1

V12 1/2*(A5;4A8;5A7;8A12;7 + 1/4*A13,1;8A8;12) 0.2755

S8 1/4*(A13,1;8 + 1/4*(A2;1,1A5,2A8;5 + A8;11 + A5;4A8;5A7;8A12;7A8;12 + A5;4A10;5A8;10) 3512

V13 - 1

S9 - 1

Table 9  Calculation process of the attack scenario for simulated path 1

Candidate Paths Posterior Probability of Attack Paths Probability 
Normalization

B1(BX1) → V1 → S2 → V5 → S8 → V13 → S9 0.0654 0.1293

B1(BX1) → V1 → S2 → V3 → S4 → V6 → S6 → V11 → S8 → V13 → S9 0.1792 0.3542

B1(BX1) → V1 → S2 → V4 → S5 → V7 → S6 → V11 → S8 → V13 → S9 0.0249 0.0492

B1(BX1) → V1 → S2 → V4 → S5 → V8 → S7 → V12 → S8 → V13 → S9 0.0025 0.0049

B1(BX1) → V1 → S2 → V3 → S5 → V10 → S8 → V13 → S9 0.0261 0.0516

BX1 → V1 → S2 → V4 → S5 → V9 → S9 0.0589 0.1164

BX1 → V2 → S3 → V9 → S9 0.1488 0.2941
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can represent the attack scenarios in a manner of being 
consistent with Ref [25], which validates the rational-
ity of DUCAG and the effectiveness of attack scenario 
construction.

Experiment 3: comparison of risk probability calculation 
methods
To quantify the dynamic risk probability of nodes in the 
DUCAG, this study refers to the actual network and 
Bayesian attack graph presented in Ref [35] and updates 
the Bayesian attack graph model using the modeling 
method of DUCAG. The proposed CCRP algorithm is 
compared to the methods presented in Refs [32, 35, 36]. 
The Bayesian attack graph of the network constructed in 
Ref [35] is shown in Fig. 7.

By updating the structure of the Bayesian attack graph 
in the Fig.  7 (a) based on DUCAG, the attack graph is 
obtained as shown in the Fig. 7 (b), in which different B 
variables represent different attack strategies adopted 
by the attacker in the initial attack stage. In experiment 
3, the root permission of the workstation is set as the 
attacking target, and the corresponding state node is 
S7. The intrusion process of attack target 1 is simulated, 
and the intrusion detection system detects the attacker’s 
attack evidence o1 and o4. In the attack graph, the cor-
responding state nodes are V1 and V4. Under the above 
evidence, the simplified DUCAG obtained is shown in 
Fig. 8 in which only the B2 assumption can explain all the 
detected attack evidence.

In this experiment, two alarm data, o1 and o4, are 
observed. The alarm information is utilized as evidence 
to calculate the risk probabilities of various nodes in the 
network by applying the CCRP algorithm. The results 
of related works listed in Table  10 are according to Ref 
[35], and in contrast, the outcomes of CCRP algorithm 
in this paper are also listed. The method in Refs [35, 36] 
considers the confidence level of the evidence and can 
effectively determine the risk probability of the nodes. 
The method in Ref [32] considers the interaction between 
different pieces of evidence and uses a combination of 
forward and backward updates to calculate the posterior 
probability of each state node. However, these methods 
neglect the corroborating effect of downstream evidence 
on the nodes during the backward update process. By 
applying the DUCAG and the corresponding node risk 
probability update algorithm, the posterior probability of 
each state node can be calculated, considering the initial 
attack hypothesis and the relationship between the evi-
dence. Based on Table  10 and Fig.  8, the most possible 
attack path for the attacker is B2 → V1 → S1 → V4 → S4 
→ V8 → S7, which is consistent with the results presented 
in the Refs [34, 35]. Therefore, the proposed method in 
this study can effectively evaluate the risk of state nodes 
in a network by considering the relationship between evi-
dence and hypothesis, and identify the attacker’s intru-
sion intent in a more reasonable way.

Based on the experimental comparison method pre-
sented in Ref [33], Table  11 lists a comprehensive 

Fig. 7  a The Bayesian attack graph constructed in [35], b The corresponding DUCAG​

Fig. 8  The simplified DUCAG of experiment 3 under specific evidence
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comparison between the proposed CCRP algorithm in 
this paper, and other existing risk probability calculation 
method. Ref [35] focuses on the relevance of evidence, 
but it is difficult to meet the dynamic requirements of 
risk probability calculation, and Ref [36] is the opposite. 
According to Table  11, most of the existing researches 
mainly focus on calculating the attack paths with the 
highest probability and the corresponding risk probability 
values for each path. However, attentions have less been 
paid to the correlation among evidence. The CCRP algo-
rithm expands all relevant causal chains of a node and 
then substitutes the prior probability values of the causal 
chain’s related nodes to calculate the posterior probabil-
ity of that node. In comparison, the CCRP algorithm can 
dynamically assess the risk probability of network nodes 
and comprehensively reason about the inherent and 
uncertain correlations between evidence and hypotheses.

In the application process, the CCRP algorithm can 
be multi-threaded implemented. In the DUCAG model, 
the downstream nodes of evidence can store all relevant 
causal chains of that node in advance, and the posterior 
probability of the node can be calculated in parallel by 

applying the CCRP algorithm. From a theoretical per-
spective, applying the CCRP algorithm to calculate the 
risk probability of nodes can be achieved by simply tra-
versing the vertex set of the DUCAG. After the DUCAG 
is simplified, the network scale is greatly reduced, which 
in turn greatly reduces the amount of computation for 
attack scenario construction. Therefore, the CCRP algo-
rithm can better meet the real-time requirements in 
complex cloud computing network environment.

Experiment 4: time complexity analysis
Experiment environment: Operating system Win-
dows 11, CPU: 12th Gen Intel (R) Core (TM) i7-12,700. 
2.10  GHz, RAM: 16.00  GB (15.7  GB available). Experi-
mental tools: Python 3.10, PyCharm.

The purpose of this experiment is to compare the time 
complexity of the CCRP algorithm with the Bayesian 
Network-based risk probability (BNRP) algorithm, which 
is the fundamental algorithm applied in the above-men-
tioned researches [24, 35]. In this experiment, the time 
efficiency of the proposed algorithm is verified by simu-
lating directed acyclic networks of different scales. On 
the premise that no loops can be formed, each node is 
randomly added into the graph and establishing directed 
connecting edges with other existing nodes. The number 
of evidence nodes in the experiment is set to half of the 
number of hosts, and 25 groups of experiments are car-
ried out. Figure  9 shows the comparison results of the 
time complexity of CCRP algorithm and BNRP algorithm 
under different scales of networks.

Figure 9 (a) shows that the CCRP algorithm has lower 
time complexity than the Bayesian risk probability infer-
ence algorithm under conditions of the same number of 
evidence and hosts. Figure 9 (b) demonstrates the elapsed 
time in natural logarithmic scale, and we can see that the 
CCRP algorithm can show a linear growth trend that can 
meet the real-time requirements of network security risk 
analysis. The CCRP algorithm for calculating the risk 
probability of nodes has the following advantages:

(1) The CCRP algorithm can implement parallel 
computing. In contrast with Bayesian reasoning, the 
process of nodes unfolding the causal chain does not 
depend on each other, so the risk probability of mul-
tiple nodes can be calculated at the same time, which 
significantly improve the computing efficiency.
(2) In CCRP algorithm, the causal paths from one 
node to others can be pre-calculated and stored as a 
node set in advance. Thus, once the alarm evidence is 
overserved in real time in the cloud environment, the 
CCRP can be performed rapidly by traversing and 
querying the node set in the attack graph, and the 
algorithm time complexity of this process is O(N). 

Table 10  Comparison table of risk probability by literature node

Methods of Reasoning Dynamic Risk Probability for Each State 
Node

S1 S2 S3 S4

S5 S6 S7 S8

Node Prior Probability 0.650 0.900 0.500 0.846

0.630 0.485 0.593 0.466

Ref [32] Method 0.928 0.900 0.500 0.939

0.630 0.485 0.657 0.466

Ref [35] Method 0.970 0.900 0.500 0.979

0.630 0.485 0.685 0.466

Ref [36] Method 1.000 0.900 0.500 0.900

0.630 0.485 0.630 0.466

CCRP Algorithm 0.950 0.900 0.500 1.000

0.630 0.485 0.700 0.466

Table 11  This paper compares the characteristics of probability 
calculation methods with previous studies

Features Shortest 
Attack 
Route

Most 
Possible 
Attack 
Route

Evidence 
Association

Probabilities 
Updated 
Dynamically

Ref [32] √

Ref [35] √ √ √

Ref [36] √ √

CCRP Algo‑
rithm

√ √ √ √
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So the CCRP algorithm can better meet the require-
ments of high time efficiency for the applications on 
cloud environment.

Conclusions
With the development of cloud computing technology, 
network security issues are becoming increasingly prom-
inent. Attack behaviors in the cloud computing envi-
ronment exhibit characteristics such as complexity and 
diversity. It has been a challenge to accurately character-
ize attack behaviors and achieve efficient and real-time 
inference. Most of current attack graph modeling meth-
ods are based on Bayesian networks. However, attentions 
have less been paid to the correlation among evidence, 
and high reasoning complexities reduce the practicality 
of these methods. Therefore, this paper proposes a novel 
probabilistic graphical model, DUCAG, to represent the 
uncertain causalities in complex attack scenarios. Fur-
thermore, a CCRP algorithm is designed to dynamically 
update the causality weights among different network 
attack evidence events and attacker hypotheses in real-
time, thereby predicting the risk probabilities of each 
node. Experiments reveal that the proposed method can 
effectively model the attack scenarios and underlying 
causalities, and efficiently predict the attacker’s capabili-
ties and potential attack likelihood under different attack 
modes. Benefitting from the proposed causal chain-
based logical reasoning mechanism, the CCRP algorithm 
can better meet the requirements of high time efficiency 
for the applications on cloud environment and is robust 
to the incompleteness and redundancy in alarm informa-
tion. Therefore, the proposed method has application 
significance on cloud computing platforms by evaluat-
ing network security status and predicting the risks and 
behaviors of attackers.

This paper has not yet addressed the issues of auto-
mated modeling for attack scenarios and possible 
loop causality modeling issues among dynamic attack 
events. To solve these problems, our future work 
includes:

(1)	 Designing algorithms that can automatically con-
struct the DUCAG by analyzing historical log data 
and domain knowledge, and extending to large-
scale real cloud platform networks;

(2)	 Solving the issues of loop causality modeling prob-
lems in complex attack scenarios.
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