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Abstract. The applications of freeform surfaces in optical components and systems are increasing more and
more. Therefore, appropriate measurement techniques are needed to measure these freeform surfaces for verifi-
cation. This task is still a challenge for most measurement techniques. In this paper, we propose a measurement
technique for optical and other specular freeform surfaces based on experimental ray tracing. This technique is
able to measure form and mid-spatial-frequency deviations simultaneously. The focus will be set on the sens-
ing technique and the measurement uncertainties in the setup. As the measurement technique is described, an
estimation of the influence of different uncertainties based on simulations is given. The result from an experi-
mental measurement is evaluated in relation to the influence of the uncertainties. A comparison measurement for
evaluation is given.

1 Introduction

Freeform surfaces are the next level in the evolution of op-
tical surfaces. After spherical and aspherical surfaces, they
open new degrees of freedom to design optical components
(Thompson and Rolland, 2012). However, the quality of the
manufactured surfaces has to be verified to ensure the desired
functionality in the optical system. We target this need for
verification using a variation of the measurement technique
called experimental ray tracing (ERT) (Häusler and Schnei-
der, 1988). Originally, ERT was introduced as a modifica-
tion of the Hartmann test with modern hardware (Hartmann,
1904). The target was to measure the function of optical com-
ponents and systems in transmission. A measurement sys-
tem based on this original proposition has been implemented
(Ceyhan et al., 2011). Besides this implementation, the mea-
surement technique has also proven its enormous abilities
in different variations and data analysis methods. This in-
cludes the precise measurement of the paraxial focal length
of optical components (Binkele et al., 2016), the performance
measurement of progressive addition lenses (Gutierrez et al.,

2017a), the characterization of secondary optics for LEDs
(Gutierrez et al., 2017b) and even the refractive index mea-
surement in gradient-index lenses (Binkele et al., 2019a).
The original measurement system implemented by Ceyhan
et al. (2011) was already able to determine surface imper-
fections in the range of form and mid-spatial-frequency of
spherical and aspherical lenses. These imperfections are de-
rived from the determined optical function. This means that
the optical component was investigated for its ability for the
accurate refraction of incoming rays. If the refracted ray di-
rection deviates from the expected direction, a surface imper-
fection can be estimated from the magnitude of the deviation.
As this technique measures in transmission, the mapping of
the imperfections to one of the surfaces was only possible
by assuming the other surface being error-free. Having one
surface being much more prone to imperfections due to the
manufacturing process, the assumption was justified and the
determined surface imperfections were comparable to results
from other measurement techniques. However, the theoret-
ical ambiguity in the mapping of the surface error cannot
be overcome with this technique. This issue does not exist
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Figure 1. Sketch of the proposed measurement setup and the ray di-
rection sensing component. The two coordinate systems shown rep-
resent the orientation of the SUT (x, y, z) and ray direction sensing
component (u, v, w).

for surfaces tested in reflection. Additionally, even specular
surfaces of non-transparent objects, like drive shafts, can be
measured. Thus, we modified the principle of ERT in a way
not to measure the surface under test (SUT) in transmission,
but in reflection. This opens the possibility of using the abili-
ties of the sensing technique while overcoming the ambiguity
in the measurement results.

2 Measurement technique

ERT is based on the measurement of a deflected ray’s di-
rection. In the original proposition of ERT, this deflection is
introduced by refraction (Häusler and Schneider, 1988). In
contrast to that, in the measurement setup proposed here, the
deflection is introduced by reflection. Therefore, the setup
has to be adapted. The proposed measurement setup is shown
in Fig. 1.

The incident ray is directed onto the SUT having a certain
direction i. After being reflected, the direction of the ray is
changed. The reflected ray’s direction r depends on i and the
direction of the surface normal g at the point of reflection.
Thus, having the directions i and r as unit vectors, the sur-
face normal

g =

 gx
gy
gz

= r − i
√

2 · (1− (i− r))
(1)

can be calculated using vector geometry (Mikš and Novák,
2012). To collect information about a certain area, the SUT
is moved linearly along the dashed lines shown in Fig. 1.
Thereby, the desired area is scanned at discrete positions. Un-
fortunately, the actual points of reflection can deviate from
the discrete points set for the scanning. This deviation is de-
pendent on the incident ray direction i and the shape of the
SUT. This problem is overcome for known surfaces by con-
sidering the expected known model for the evaluation. For
unknown surfaces, the field of view can be changed in a way
that the deviations are irrelevant (Binkele et al., 2019b). Hav-
ing the actual points of reflection determined, a Cartesian
coordinate system with the axis x, y and z is introduced to

Figure 2. Illustration of the relation between the normal vector
components gx and gz and the surface slope p calculated using
Eq. (2).

transfer the detected surface normal g = (gx,gy,gz)T into
the surface slopes:

p =−
gx

gz
and q =−

gy

gz
, (2)

where p represents the slope in x direction and q represents
the slope in y direction. Although one could expect an ap-
proximation in Eq. (2), these equations are exact as slopes
are calculated and not angles. This gets more clear regarding
Fig. 2, where the vector components for the calculation of p
in Eq. (2) are illustrated.

A 2D-integration method based on radial basis functions
is used to reconstruct the surface (Ettl et al., 2008). As this
is a global integration method, errors are distributed over all
sample points and propagation of errors is suppressed. How-
ever, if noisy data are faced, the integration parameters can be
adapted to make the integration method more robust (Low-
itzsch et al., 2005).

For the determination of the surface normal directions, the
incident ray direction i and the reflected ray direction r have
to be known. The detection of the direction of the reflected
ray is performed using a ray direction sensor. The circle in
Fig. 1 marks the position of the sensor in the setup. The basic
idea of the ray direction sensor is the detection of two differ-
ent positions of the ray in space. Therefore, a flat sensor that
detects the ray location R on its surface is used. Moving this
sensor in a known direction and distance, a second point S is
detected. From these two known points that the ray intersects
with, the reflected ray direction

r =

 ru
rv
rw

= S−R =

 Su
Sv
Sw

−
 Ru
Rv
Rw

 (3)

can be determined. A sketch of the sensor principle is shown
in Fig. 3.

The implementation of this principle in a real measure-
ment setup can be realized in different ways. In our setup,
we represent the incident ray by a narrow laser beam. The
1/e2 width of the beam is approximately 300 µm. For the
beam position detection, we use a bare camera chip in com-
bination with a centroid detection algorithm (Hu, 1962). To
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Figure 3. Sketch of the sensing setup for the detection of a ray
direction.

measure the two points R and S, the camera is mounted on
a linear stage, assuring the positioning in a known direction
and distance. The positioning of the SUT is also realized us-
ing linear stages.

3 Uncertainty determination

3.1 Uncertainty determination principle

To determine the uncertainties of the measurement tech-
nique, we have simulated different uncertainty sources in-
dependently. In this way, the influence of each source can
be detected separately. The considered sources are each de-
scribed and analyzed in the following subchapters. Finally,
all sources are combined together in one simulation to get an
overall uncertainty estimation for the investigated sources. To
have a good comparability to the measurement results given
later, the same SUT model and measurement parameters are
used in the simulations as are later used in the experimental
measurements. This also includes the 2D-integration process.
The value compared is the root-mean-square (rms) surface
deviation between the expected surface and the reconstructed
surface. The SUT used is a polynomial freeform. The surface
follows the function

s(x,y)= 3.5× 10−3
· x2
− 2.5× 10−3

· y2
− 2.5× 10−5

· x4
+ 3.5× 10−5

· y4. (4)

Its surface topography is shown in Fig. 4.
The considered area of the SUT is circular with a diameter

of 22 mm. The sample points are arranged in a Cartesian grid
with a spacing of 100 µm. In the considered area, the SUT
has a peak to valley (PV) of approx. 350 µm and a maximum
surface angle of approx. 8.5◦. The simulations have been per-
formed using Zemax OpticStudio (Zemax LLC, 2020). For
the data evaluation, the Python distribution Anaconda is used
(Anaconda, 2020). Anaconda is an open collection including
many often-used packages while maintaining compatibility
between the package versions.

3.2 Centroid determination

The measurement setup is built up in a dark box. Multi-
ple noise sources influence the determined position of the

Figure 4. Expected topography of the SUT following the function
shown in Eq. (4).

centroid on the camera chip. This includes dark current,
shot noise and also centroid instability of the incident beam
(EMVA Standard 1288, 2016; Levesque et al., 1996). These
sources sum up to a compound uncertainty of the centroid
determination. The uncertainty bars at R and S in Fig. 3 vi-
sualize this uncertainty.

To determine the uncertainty of the centroid detection ex-
perimentally, a flat mirror is placed in the setup. This leads
to a reflection of the incident beam into the camera. Without
moving the mirror or any other object in the experimental
setup, the centroid position is observed. To get an appropri-
ate amount of data, 1000 images are taken and evaluated over
4 min. The measured centroid data in u and v direction are
shown in Fig. 5.

To observe the statistical error only, a slight linear drift,
determined by linear regression, has been subtracted from
the data. The drift has been detected to be 66 nm in u di-
rection and 2 nm in v direction over the 1000 images and is
caused by thermal expansions in the setup. Different compo-
nents used for the mounting of the camera and the SUT lead
to the large difference of the drift in the two different direc-
tions. The warm-up time until stabilization is 1 h. The blue
area visualizes the span of the detected standard deviation
σu = 120 nm and σv = 113 nm in both directions. Regarding
the camera’s pixel size of 7.4 µm by 7.4 µm, this corresponds
to a centroid detection uncertainty of 1

62 px in u and 1
65 px in

v direction.
To transfer these centroid detection uncertainties to the un-

certainties of the ray direction σ̃u and σ̃v in u and v direction,
one more piece of information is needed and evaluated: the
distance between the two detection planes. Here, the ray di-
rection is defined as the ray’s angle to the w axis in u and v
direction

Tu± σ̃u = arctan
(

(Su± σu)− (Ru± σu)
Sw −Rw

)
and

Tv ± σ̃v = arctan
(

(Sv ± σv)− (Rv ± σv)
Sw −Rw

)
, (5)
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Figure 5. Detected centroid positions over 1000 images for one detection plane. The blue area visualizes the detected standard deviation in
both directions (σu = 120 nm, σv = 113 nm).

Figure 6. Determined ray direction uncertainty over the distance rw between the two detection planes. The markers indicate the values
considered for the further estimation of the influence on the results of the measurement setup.

where rw = Sw−Rw represents the distance between the two
detection planes. From Eq. (5), one can see that the influence
of the centroid detection uncertainty on the ray detection un-
certainty decreases with an increase of rw. To evaluate the
actual values of σ̃u and σ̃v dependent on rw, a Monte Carlo
simulation has been performed (Lira, 2002). In this simula-
tion the value of rw has been changed from 0.1 to 20 mm in
steps of 100 µm. For each value of rw, 100 000 simulations
of a ray direction detection including the uncertainties σu
and σv have been performed. Applying the data to Eq. (5),
the values of σ̃u and σ̃v can be evaluated for each value of rw.
The results from the simulation are shown in Fig. 6.

For further considerations, the distance rw is set to 10 mm.
This leads to a ray direction uncertainty of σ̃u ≈ 17 µrad and
σ̃v ≈ 16 µrad.

A simulation of the measurement of the SUT, as described
in Sect. 3.1, has been performed. To determine the influence
of the stochastic centroid determination uncertainty, this sim-
ulation has been performed as a Monte Carlo simulation. The
results show a mean value for the rms surface deviation over
the simulation iterations of 1.7 nm.

3.3 Camera positioning and orientation

The positioning of the camera is performed using a linear
stage that moves the camera along thew axis to determine the
reflected rays direction r in two different planes, as shown in
Fig. 3. This linear stage has a feedback system with a res-
olution of 100nm and, according to the manufacturer’s test
protocol, a positioning uncertainty of ±600 nm PV. To eval-
uate the maximum influence on the results, the simulation
is performed having the maximum positive deviation for the
first camera position and the maximum negative deviation for
the second camera position. This leads to an rms surface de-
viation for the simulated measurement of 6.4 nm due to the
camera positioning uncertainty.

The positioning stage for the camera also includes an un-
certainty in terms of pitch, represented by a rotation around v
axis, and yaw, represented by a rotation around the u axis, of
the camera stage. According to the manufacturing’s test pro-
tocol, the pitch has a PV of±18 µrad and the yaw has a PV of
±13 µrad. Equivalent to the determination of the influence of
the camera positioning, the influence of the pitch and yaw
has been investigated by having the maximum positive pitch
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Figure 7. (a) Evolution of the assumed pitch for the x and y stages for the simulation. (b) Evolution of the yaw, rotation around the z axis,
dependent on the sample point position.

and yaw on the first camera position and the maximum nega-
tive pitch and yaw on the second camera position. This leads
to an rms surface deviation for the simulated measurement of
0.4 nm due to the camera pitch and yaw.

3.4 SUT positioning and orientation

Similar to the positioning and the pitch and yaw of the cam-
era, the same types of uncertainties apply to the positioning
and orientation of the SUT. First, the positioning in x and
y direction is considered. The manufacturer’s given uncer-
tainty is also ±600 nm PV. However, as the SUT is posi-
tioned to 37 977 different sample points over the circular
aperture within the simulation process and the distribution
is not known, this uncertainty is considered stochastic and
triangular-distributed. Using the triangular distribution con-
siders the information that a given targeted value exists as
well as the information of the given PV boundaries. Evalu-
ating the influence of this uncertainty, using a Monte Carlo
simulation, leads to an rms surface deviation of 0.5 nm. It has
to be pointed out that this is only valid for the given surface
model, as this value is dependent on the surface function. If
the model was flat, the positioning uncertainty of the SUT
had no influence on the determined surface slope.

According to the manufacturer’s test protocol, the x stage
has a PV pitch of ±18 µrad and a PV yaw of ±6 µrad. Re-
garding the y stage, a PV pitch of ±12 µrad and a PV yaw
of ±17 µrad has been protocolled. For the simulation of the
influence of these values, a linear evolution of the pitch and
yaw for each stage from the most negative to the most posi-

tive position within the considered area is assumed, while the
yaw from both stages is added. The evolution of the pitch of
each stage and the combined yaw is illustrated in Fig. 7.

The simulation using these values for the pitch and yaw
leads to an rms surface deviation of 6.4 nm.

3.5 Incident beam direction determination

For the determination of the incident beam direction, differ-
ent ways have already been approached (Binkele et al., 2017;
Hilbig et al., 2017). Although these techniques are applica-
ble without knowing the SUT model for reference, they have
been observed not to be accurate enough for a satisfying re-
sult. Thus, we have chosen to use a new technique for the
determination of the incident beam direction. This technique
is only applicable if the expected surface model is known.
It is based on the minimization of the deviation between the
reconstructed and the expected surface while optimizing the
incident beam direction. Therefore, one measurement result
from the SUT is evaluated with an initial guess of the in-
cident beam direction. In the simulation, the incident beam
direction is now varied to evaluate the deviation between
the reconstructed and the expected surface for different in-
cident beam directions. Finding the incident beam direction,
where this deviation is minimized, the incident beam direc-
tion is found. To determine the uncertainty of this technique
we have performed a Monte Carlo simulation applying the
centroid determination uncertainties σu and σv to the simula-
tion described in Sect. 3.1. This leads to a standard deviation
of the incident beam determination of 6 µrad. Using this stan-
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dard deviation value for a Monte Carlo simulation, an rms
surface deviation of 0.6 nm has been determined.

3.6 Summary of uncertainty determination

To determine the combined influence of all error sources, one
has to regard that the model is non-linear. Thus, a Monte
Carlo simulation has been performed (JCGM, 2008). Equiva-
lent to the positioning of the SUT, the positioning of the cam-
era has also been assumed to be triangular-distributed with a
PV of ±600 nm. From this simulation, a mean rms surface
deviation of 25.2 nm is determined. The simulation was per-
formed until the mean rms value did not change more that
0.01 nm over the last 10 iterations. Therefore overall 253 it-
erations were performed. Table 1 gives an overview of all
determined results from the previous chapters including the
result considering all sources combined.

Although Table 1 already shows the influence of six
sources of uncertainties, the list does not claim to be com-
plete. For example, an uncertainty that has not been consid-
ered here is the roll of the camera positioning stage, as there
is no information given for this value from the manufacturer.
Another example can also be irregularities in the camera chip
or a non-ideally orthogonal orientation of the x and y stage.
It has to be mentioned that the straightness and flatness of
the camera stage and the xy stages have not been considered
here. Additionally, influences by change of the environmen-
tal conditions in the measurement room, e.g., centroid drift
introduced by temperature variations, have not been taken
into account. On the other hand, it has to be mentioned that
for the camera orientation and the SUT orientation, the given
PV values for the full travel length of these stages are used.
The full travel length of these stages is 100 mm, but the cam-
era positioning only needs 10 mm distance and the SUT po-
sitioning only 22 mm distance. Although this cannot be said
for sure, it is expected that the uncertainties are smaller than
they have been considered here for the simulations.

In Table 1 one can clearly recognize that the SUT rms de-
viation in the Monte Carlo simulation, including all consid-
ered error sources, is dominated by the SUT orientation error.
Thus, a solution to determine the systematic errors in this er-
ror source has to be found.

4 Experimental measurements

To perform experimental measurements, the sketch shown in
Fig. 1 has been built up in a real setup. The incident beam
has been realized using a fiber-coupled laser diode with a
wavelength of 633 nm and an output power of approx. 2 mW.
To create a narrow laser beam, the light is coupled out of the
fiber through a fiber collimator. The positioning of the SUT
is performed by a xy linear stage system. The stages have
a maximum travel of 100 mm and a feedback system with a
resolution of 100 nm. As described in Sect. 2, a bare CCD
camera chip with a size of 24 mm (u direction) by 36 mm

Figure 8. Image from the camera showing the spot at an arbitrary
position of reflection on the camera chip.

(v direction) is used as the beam positioning detector. The
total number of pixels is 3232 (u) by 4864 (v) pixels with
a square pixel size of 7.4 µm by 7.4 µm. An image from the
camera chip with the spot is shown in Fig. 8. The elliptical
shape of the spot shown in the magnified image is created by
the different curvatures of the surface in x and y direction.

For the positioning of the camera within the ray direction
sensor, a linear stage, different from the ones used for the xy
positioning, with a maximum travel of 100 mm and a feed-
back resolution of 100 nm is used. To maximize the range of
surface angles that can be measured, the first camera position
is as close as possible to the SUT. As described in Sect. 3.2
the distance between the camera planes is set to 10 mm. Sur-
face angles can be measured if the deflected beam still hits
the camera chip at the second camera position. If smaller
surface angles are expected, the distance between the cam-
era positions can be increased, resulting in a decrease of the
ray direction uncertainty as shown in Fig. 6.

To suppress reflections from the second surface, the sam-
ple with the SUT is placed on a piece of dark glass from
welding goggles. Index-matching liquid is used to fill the
gap between the surfaces of the sample and the dark glass.
Thereby, the light being refracted into the substrate of the
sample is transferred into and absorbed by the dark glass. An
image of the setup including the SUT and the dark glass is
shown in Fig. 9.

As described in Sect. 3.1, the SUT is a polynomial
freeform following Eq. (4). It was manufactured by Trion-
plas GmbH, Leipzig, Germany, using atmospheric plasma jet
machining (Arnold et al., 2014; Paetzelt et al., 2015). An im-
age of the sample is shown in Fig. 10.

For better alignment and comparison, three fiducials have
been manufactured into the surface. They are all located at
a distance of 11 mm from the center, and the second and
third fiducial positions are rotated by −30 and −90◦ from
the first position. The three fiducials are marked and can
clearly be seen in the results from the experimental measure-
ment shown in Fig. 11c. The measurements have been per-
formed using the same measurement parameters as described
in Sect. 3.1 for the simulations.
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Table 1. All considered uncertainties and their individual and combined influence on the rms surface deviation from the simulation of the
measurement of the polynomial freeform described in Sect. 3.1.

Source of uncertainty SUT rms Value and distribution for simulation
deviation Including all uncertainties

in nm

Centroid determination 1.7 σu = 120 nm, σv = 113 nm, Gaussian
Camera positioning 6.4 PV=±600 nm, triangular
Camera orientation 0.4 PVw-pitch =±18 µrad, fixed

PVw-yaw =±13 µrad, fixed
SUT positioning 0.5 PV=±600 nm, triangular
SUT orientation 25.1 PVx-pitch =±18 µrad, fixed

PVy-pitch =±12 µrad, fixed
PVyaw =±23 µrad, fixed

Incident beam direction determination 0.6 σ = 6 µrad, Gaussian
including all uncertainties 25.2 from Monte Carlo simulation

Figure 9. Image of the experimental setup with the fiber coupler
including the collimator, the incident beam direction i, the SUT, the
reflected beam direction r and the camera with the bare chip.

Figure 10. Image of polynomial freeform SUT manufactured using
atmospheric plasma jet machining.

Figure 11a shows the reconstructed surface, which has an
rms of 51.476 µm. To get the deviation, the model, shown
in Fig. 11b, has been fitted to the reconstructed surface. The
deviation determined between the reconstructed surface and
the fitted model is shown in Fig. 11c. It has a PV of ap-
prox. 1.206 µm and an rms of approx. 94 nm.

Regarding the rms value of the reconstructed SUT and the
rms value determined for the uncertainties from the simula-
tions, a factor of 51.476 µm

0.025 µm ≈ 2059 can be determined. How-
ever, one has to consider that this factor is dependent on the
investigated SUT.

To set the measurement in relation, a comparison measure-
ment is used. This measurement has been performed by the
manufacturer of the SUT using a CT 300 by cyberTECH-
NOLOGIES GmbH. The CT 300 is a non-contact profilome-
ter with a white-light distance sensor to measure the surface
sag. Its single-point accuracy is ±150 nm PV over the con-
sidered area. The determined deviation of the measurement
from the design shape is shown in Fig. 11d. The rms surface
deviation is 63 nm. Comparing the two measured deviations
shown in Fig. 11c and d, one can clearly see that they do not
match exactly. In the deviations detected from the technique
proposed in this paper, peaks can been seen at the upper right
and lower right edge. Furthermore, the overall magnitude of
the deviations is higher than the magnitude of the deviations
detected by the comparison measurement. This explains the
deviation in the rms values of the two measurements. How-
ever, one can also observe similar structures, like the two ma-
jor dips in the upper right and lower right area next to the
center. These dips have been detected by both techniques at
the same position on the surface.

The differences between the two measurement results
shown in Fig. 11c and d are presented in Fig. 12.
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Figure 11. Results of the experimental measurement of the polynomial freeform. Panel (a) shows the reconstructed surface. Panel (b) shows
the expected model. Panel (c) shows the deviation from the expected model of the SUT. The rms surface deviation is 94 nm. The circles
indicate fiducials implemented for better orientation. Panel (d) shows the comparison measurement from the manufacturer performed using
a CT 300 by cyberTECHNOLOGIES GmbH. This comparison measurement has an rms surface deviation of 63 nm.

Figure 12. Difference between the two determined deviations from
the model with the proposed method (shown in Fig. 11c) and the
CT 300 (shown in Fig. 11d).

5 Conclusion

In this paper, we proposed a measurement technique for
freeform surfaces. The principle is based on the scanning of
the surface with a narrow laser beam and a beam direction
sensor after the reflection. The basic idea of the direction sen-

sor is derived from the technique of experimental ray tracing.
Within the ray direction sensor, we use a bare camera chip,
a centroid detection algorithm and a linear stage for the de-
termination of the beam direction. From the direction of the
incident beam and the reflected beam, the surface normal, at
the point of intersection between the incident beam and the
surface under test, is derived. Scanning the surface at multi-
ple positions, the normal, and thereby the surface slopes, can
be detected within a desired area. However, uncertainties in-
fluence the surface reconstruction. Evaluating the uncertain-
ties, an rms deviation of the reconstructed surface from the
expected model of 25.2 nm for a polynomial freeform is de-
termined from the simulation. This can be interpreted as the
expected rms uncertainty of an experimental measurement.
Performing an experimental measurement, the abilities of the
proposed measurement technique is shown. An rms surface
deviation of 94 nm has been detected including the deviation
of the actual surface from the design and the uncertainty of
25.2 nm. Comparing the detected deviations with the results
from a comparison measurement, which gives an rms surface
deviation of 63 nm, differences and similar structures can be
identified.
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