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Objectives Optimization problem Direct vs Indirect Variance
Problem: In risk-sensitive applications, stan- : valug fime variance func, -
dard RL objective can’t ensure reliability of al- Ja,(0) = Esq, %:’”9(@‘5)<Q7r9(37 @) — \w/ Oy (S, a)) ) (3)

tradeoff

corithm, which is often required to deploy RL.

Solution: We represent reliability of algorithm
by measuring wvariability in performance. We
propose On-Policy and Off-Policy Variance Pe-

nalized Actor-Critic (VPAC) with, Ory(8,0) = ::D
e penalty using simpler direct variance metareward | VPAC VAAC_TD
operator, where, 0r.x, = Re1 + 7Qr,(St1, A1) — Qry(St, Ay) is the TD error. Compares variance in return from initial state dis-
e multi-timescale actor-critic updates, tribution of VPAC (direct) and VAAC_TD (indirect).
e incremental T'D style updates, Simple On-Policy VPAC update -
e convergence analysis for on-policy settin Oft-Policy VPAC
& ysis for on-policy setting, Orin = 01+ ¥ log (A S) (7' @ (S Ar) = 1770, (51, A1) ® Y
e experimental demonstrations in tabular and
MuJoCo environments with comparison to i A S S— 13 wac
baseline VAAC - indirect variance penalization. Four-Rooms Experiment Zz 0I5 A ST )T R S o
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requires second moment of return operator to w - " episode U O'O > " episode el
calculate variance. : : . .
Direct Vaps ) M Envs ‘ o Proposed a direct variance risk-sensitive
®
irect Variance |2 _ _ ujoco LNVIFOILNNENLS criteria for control.
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Var,(G) =E; (G — tW[GD , (2) @ Proposed on- and off-policy actor-critic
skips caleulation of cocond moment of return PPO VAAC VPAC variance penalized algorithm resulting into
Direct is better than IﬂdifeCt variance estimator Environment Mean Var(leB) Mean Var(leB) Mean Var(le5) lower Variance(reliable) trajectories Compared
when - to risk-neutral and indirect variance baseline.
o value estimates are noisy, HaltCheetah 1557 1.6 1525 0.8 (50%) 1373 0.1 (93%)
® traces are used with value estimation, Hopper 1944 6.6 1991 6.5 (1.5%) 1624 4.0 (39.4%) £
e off-policy samples are used to estimate variance. References
Walker2d 3008 12.1 3102 12.5 (-3.3%) 2625 9.2 (23.9%)
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