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Harnessing the rich nonlinear dynamics of highly-deformable materi-
als has the potential to unlock the next generation of functional smart
materials and devices. However, unlocking such potential requires
effective strategies to spatially design optimal material architectures
for desired nonlinear dynamic responses such as guiding of nonlin-
ear elastic waves, energy focusing, and cloaking. Here, we introduce
an inverse-design framework for the discovery of flexible mechan-
ical metamaterials with a target nonlinear dynamic response. The
desired dynamic task is encoded via optimal tuning of the full-scale
metamaterial geometry through an inverse-design approach powered
by a custom-developed fully-differentiable simulation environment.
By deploying such strategy, we design mechanical metamaterials
tailored for energy focusing, energy splitting, dynamic protection,
and nonlinear motion conversion. Furthermore, we illustrate that
our design framework can be expanded to automatically discover
reprogrammable architectures capable of switching between different
dynamic tasks. For instance, we encode two strongly competing
tasks—energy focusing and dynamic protection—within a single ar-
chitecture, utilizing static pre-compression to switch between these
behaviors. The discovered designs are physically realized and ex-
perimentally tested, demonstrating the robustness of the engineered
tasks. All together, our approach opens an untapped avenue towards
designer materials with tailored robotic-like reprogrammable function-
alities.

mechanical metamaterials | nonlinear dynamics | inverse design | differ-
entiable simulations

Precise control over the nonlinear behavior of material struc-
tures is essential for various dynamic tasks, including energy
harvesting from elastic pulses, impact mitigation, and mechan-
ical signal processing. Mechanical metamaterials—artificially
engineered materials with mechanical responses determined
by structure rather than composition—have emerged as a
promising platform to achieve such control. By carefully
arranging specially designed building blocks in space, these
metamaterials have demonstrated complex functionalities such
as focusing (1), executing mathematical operations (2, 3), and
cloaking objects (4–6). However, most of the proposed designs
operate in the linear regime and are optimized for a single
functionality.

Recent advancements have highlighted the enormous po-
tential of flexible metamaterials in controlling nonlinear waves
(7, 8). By leveraging their ability to undergo large deforma-
tions, exploit instabilities, and navigate multi-welled energy
landscapes, these systems have demonstrated capabilities such
as unidirectional signal propagation (9), long-range propa-
gation even in the presence of dissipation (10), and impact
mitigation (11). Nevertheless, the exploration and rational

control of nonlinear dynamics in flexible mechanical materials
is still in its early stages, with most studies focused on periodic
systems. Designing periodic material structures inherently re-
stricts our ability to manipulate energy flow through space
and time. While it has been shown that defects can lead to
diverse transmission pathways in the underlying lattice (12),
the placement of these defects has relied on intuition rather
than systematic approaches. By transitioning to automated
design strategies, it may be possible to unlock new performant
two-dimensional architectures that can achieve precise control
over energy flow in the nonlinear regime (13).

Optimization is an attractive principle for automated de-
sign, and it has been successful in the identification of meta-
materials with desired dynamic responses within the linear
regime. Specifically, gradient-based topology optimization
has yielded metamaterials exhibiting maximized relative size
of bandgaps (14, 15), negative effective properties (16, 17),
directional propagation (18), topologically protected wave
modes (19), minimal dynamic compliance (20), and opti-
mal reflection and dissipation of ground-borne elastic wave
pulses (21). Further, the gradient-based topology optimization
approach has been extended to phononic crystals which are
tunable through elastic deformation (22–24). However, there
has been significantly less progress in the control of nonlinear
waves (25), with efforts focused on the use of genetic algo-
rithms. While gradient-free methods can easily explore the
complex energy landscape typical of flexible metamaterials,
they are not suitable for problems involving a large number of
design parameters. At the same time, the combination of large
parameter spaces and gradient-based optimization has been
shown to be a tremendous success in discovering underlying
patterns and behaviors (26–28). Within mechanics, gradient-
based optimization has been demonstrated to be effective for
the design of elasto-plastic structures for failure resistance
under impact (29) and for shape-morphing cellular solids (30).
Although these works indicate the great potential of gradient-
based optimization for nonlinear problems, the rich space of
dynamical behaviors in nonlinear mechanical metamaterials
remains relatively unexplored.

Here, we introduce a framework to automate the design
of flexible metamaterial structures that can execute desired
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nonlinear dynamic tasks and whose functionality can be re-
programmed on-the-fly. In particular, we focus on 2D flexible
mechanical metamaterials comprising a network of rigid units
connected by flexible ligaments (see Fig. 1A–D), which have
gained significant attention due to their ability to exhibit ef-
fective negative Poisson’s ratio (31, 32), a wide range of target
static nonlinear mechanical responses (33–36), and support
the propagation of solitary pulses (37, 38). By leveraging
recent advancements in automatic differentiation (39–42), we
demonstrate how the nonlinear dynamic response of these
metamaterials can be precisely tailored to execute complex
tasks such as energy focusing, energy splitting, dynamic protec-
tion, and nonlinear motion conversion (Fig. 1E). Additionally,
we extend the design framework to create architectures ca-
pable of seamlessly switching between different tasks. As an
example, we encode two strongly competing tasks—energy
focusing and dynamic protection—within a single architecture
and harness static pre-compression to switch between these
behaviors. To demonstrate the robustness of the engineered
tasks, the discovered designs are physically realized and tested.
All together, the presented results highlight the efficacy of
our framework in enabling the non-electronic encoding of re-
programmable nonlinear dynamic tasks in artificial material
structures.

Design strategy

To rationally design 2D flexible mechanical metamaterials
with target nonlinear dynamic responses, we developed a fully-
differentiable simulation environment that leverages automatic
differentiation (AD) tools (39, 40). This approach automates
the derivation of the equations of motion from an energy
functional and, therefore, greatly simplifies the modeling and
simulation process. Furthermore, it facilitates the inverse
design of metamaterials by automatically computing gradients
of the solution with respect to any design parameter. Our
design strategy consists of the following four steps.

Derivation and solution of equations of motion. The response
of 2D flexible mechanical metamaterials comprising a network
of rigid units connected by flexible ligaments can be captured
using a discrete model comprising rigid units connected at their
vertices by a combination of elastic springs (34, 43) (Fig. 1A–
C). In particular, the strain energy of the i-th ligament is
assumed of the form

Vi = 1
2

[
kℓ(εiℓ

0
i )2 + kθ∆θi

2 + ks(ψiℓ
0
i )2]

+ Vc
i , [1]

where kℓ, kθ and ks denote the stiffness of the ligament
upon stretching, bending, and shearing, respectively. More-
over, εi = ℓi/ℓ

0
i − 1, with ℓi and ℓ0

i being the deformed and
rest length of the i-th ligament, respectively, ∆θi = θ

(2)
i − θ

(1)
i ,

with θ(1)
i and θ(2)

i being the rotation of the two units connected
to the ligament and ψi = χi − (θ(1)

i + θ
(2)
i )/2, with χi being

the angle between the deformed and the undeformed configu-
ration of the ligament (Fig. 1C). Finally, Vc

i is a differentiable
contact model in the form of a strain energy term accounting
for the contact between the rigid units connected by the i-th
ligament. Such contact energy is assumed to be of the form

Vc
i = 1

2kc
(
θvoid

i − θcutoff
)2 (

1 − τ2
i

)−1 H(θcutoff − θvoid
i ) , [2]

where θvoid
i = ∆θi + θvoid

i,0 with θvoid
i,0 being the rest void angle

(Fig. 1E), and H denoting the Heaviside function. Moreover,
kc controls the initial stiffness of the contact while the fac-
tor

(
1 − τ2)−1, with τ = (θvoid − θcutoff)/(θcutoff − θmin), in-

troduces a vertical asymptote at θvoid = θmin to avoid com-
penetration.

The Lagrangian of a metamaterial comprising Nh ligaments
and Nu rigid units can then be written as

L = T − V =
Nu∑
i=1

Ti −
Nh∑
i=1

Vi [3]

where Vi is given by Eq. (1) and Ti denotes the kinetic energy
of the i-th rigid unit,

Ti = 1
2

(
ρAi

(
u̇2

i + v̇2
i

)
+ ρIiθ̇

2
i

)
, [4]

where u̇i, v̇i, and θ̇i are the horizontal, vertical, and rotational
velocities of the center of mass of the i-th unit, and ρAi and
ρIi denote the corresponding inertia (Fig. 1B). We then take
advantage of AD to take the partial derivatives of L with
respect to all degrees of freedom of the metamaterial and
obtain the equations of motion as

d
dt
∂L
∂q̇

− ∂L
∂q

= fext . [5]

where q = {u1, v1, θ1, . . . , uNu , vNu , θNu } is a vector collecting
the displacement components of all Nu units and fext is the
external force vector. Such external loading function allows
for modeling applied excitation as well as dissipation so that
fext = fapp + fdamp. For the results shown in this work, we as-
sume displacement-driven loading conditions, hence fapp = 0.
Moreover, a simple linear viscous damping model is assumed so
that fdamp = −Cq̇ with C being a diagonal matrix with trans-
lation and rotation damping coefficients cu and cθ, respectively.
As Eq. (5) is a highly nonlinear system of ODEs, we numer-
ically solve for the response q(t) using a Dormand–Prince
explicit solver with adaptive stepsize (44) (see Supporting
Information, Section 2A for more details).

We highlight that our simulation environment fully au-
tomates the derivation of Eq. (5) once all the energy func-
tions (1)–(4) and external forcing fext are defined as a function
of all the relevant inputs. This approach provides the flexibil-
ity to change geometry, topology, and energy functions in a
modular fashion.

Definition of the design space. Given that the behavior of a
mechanical metamaterial can be significantly altered by the
shape of its rigid units (45), we choose here to use the shape
of these rigid units as design space. Such a design space can
be parametrized via a vector x collecting the coordinates of
vertices of the Nu rigid units in the undeformed (reference)
configuration. It is important to note that in order to guarantee
identical mechanical response across all ligaments, the design
space is constrained to maintain a constant rest length ℓ0. The
reference orientation of the ligaments is also kept constant
during optimization. These constraints are enforced for the
experimental convenience of characterizing a single set of hinge
parameters, and are not fundamental limitations of our design
framework. Furthermore, to both avoid infeasible designs
and ensure manufacturability, we restrict the minimum edge
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Fig. 1. Automated design of reprogrammable nonlinear dynamic metamaterials. (A) We focus on 2D flexible mechanical metamaterials comprising a network of rigid units
connected by flexible ligaments. (B)-(C) Assuming a fixed topology for the connections, the dynamic behavior of the system is governed by (B) the rigid-body kinematics of the
units and (C) the mechanical response of the flexible ligaments. (D) The metamaterials are physically realized via 3D-printing of PLA units connected by thin flexible plastic
shims. (E) Given a high-level description of the dynamic tasks (e.g., energy focusing at target locations, protection, motion conversion), the design space of non-periodic
geometries is explored efficiently through the use of adjoint gradients and a gradient-based optimizer.

length and vertex angle of the units, and constrain the void
angle between neighboring units to be positive (see Supporting
Information, Section 1 for additional details on the geometric
parametrization and constraints).

Optimization. Finally, we pose the question: How can we dis-
cover a geometry that can perform a desired dynamic task
such as maximizing or minimizing the kinetic energy at target
locations? By computing gradients with respect to the geom-
etry parameter x, it becomes possible to navigate a design
space of much higher dimensionality than would be possible
with a gradient-free method. For each dynamic task, we spec-
ify an objective function J(q(t),x) that reflects the efficacy
of the geometry x in solving that task. Given any design
x, we numerically integrate Eq. (5) and then evaluate such
objective function J(q(t),x). Further, we take advantage of
AD to compute its gradient as

dJ
dx

= ∂J

∂q

∂q

∂x
+ ∂J

∂x
, [6]

where the response q(t) implicitly depends on the design x
by means of the constraint imposed by Eq. (5). Note that
the gradient term ∂J/∂x is directly evaluated via AD, while
the term ∂J

∂q
∂q
∂x

is computed by solving the adjoint problem

associated with Eq. (5) using the same time integrator (44).
Finally, dJ/dx is passed to the optimizer to update the design
x until convergence. In order to handle nonlinear constraints
on the design space, required to ensure manufacturability (i.e.,
lower bounds on the edge lengths and angles of the units), we
adopt the Method of Moving Asymptotes (MMA) (46) as the
optimizer (provided by the NLopt library (47); see Supporting
Information, Section 2A for more details). This optimization
algorithm can be readily applied to multi-task problems by
adopting the simple approach of optimizing a convex linear
combination (scalarization) of multiple objectives. In partic-
ular, we can deploy this strategy to design reprogrammable
architectures that can switch between multiple tasks. In this
way, we can discover a range of solutions that explore the
trade-off between distinct functionalities, thus identifying the
Pareto front (48) (Supporting Information, Section 2B for
more details). As a result, our design framework allows us
to efficiently explore the large space of non-periodic archi-
tectures and converge to a performant—even if only locally
optimal—design that encodes one or multiple tasks.

Fabrication, characterization, and testing. To evaluate the per-
formance of the optimized designs, we fabricate them using
3D-printed polylactic acid (PLA) units and thin polyester

Bordiga et al. 3



plastic shims with rest length of ℓ0 = 2.3 mm (Fig. 1D). The
mass density used in the 2D model is determined by measuring
the mass of a representative sample and dividing it by the area
of the PLA units, obtaining ρ = 6.18 kg/m2. The mechanical
behavior of the hinges is systematically investigated by sub-
jecting samples (comprising an array of 4×4 squares connected
by these hinges) to tension, compression, and shear. The ex-
perimental responses closely match the model predictions for
kℓ = 120 N/mm, ks = 1.19 N/mm, and kθ = 1.50 N mm. Fur-
thermore, we find that the free oscillations of a square unit
connected to the ground by a hinge align well with the model
predictions for damping coefficients cu = 2.9 × 10−2 kg/s and
cθ = 1.2 × 10−7 kg m2/s. In addition, the contact stiffness
is assumed to be kc = kθ, and contact angles are chosen as
θmin = −15◦ and θcutoff = −10◦ to prevent excessive overlap
(contact) between the units. Finally, to ensure manufactura-
bility, the minimum edge length and vertex angle of the units
are set as emin = 3 mm and θunit

min = 30◦, respectively.
The fabricated structures are dynamically excited using

a low-frequency shaker and the response is recorded with a
high-speed camera. A digital image correlation (DIC)-based
tracking algorithm is then used to reconstruct the displacement
field of all the units and compare it to the simulated response
(see Supporting Information, Section 4 and 5 for more details
on fabrication and experimental methods).

Results

Energy focusing. To demonstrate our optimization-based ap-
proach, we first seek a metamaterial design that directs the
kinetic energy provided by a large amplitude pulse towards a
target region Ωt (Fig. 2A). To achieve this goal, we maximize
the time-integral of the kinetic energy at Ωt

JΩt (x) =
∑
i∈Ωt

∫ tf

0
Ti(q(t),x) dt , [7]

upon application of a pulse-like excitation on the left edge
of the domain (see region highlighted in red in Fig. 2A). In
particular, we focus on a domain comprising 24 × 16 units,
choose Ωt to be four blocks located in the upper right part of
the domain (see region highlighted in green in Fig. 2A) and
consider the following excitation signal

uinput(t) = A

2 (1 − cos(2πft)) H(1/f − t)H(t) , [8]

where A = 7.5 mm and f = 30 Hz control the amplitude and
width of the single pulse applied to the structure. Note that we
choose the upper limit of integration in Eq. (7) to be tf = 2/f ,
since we have found that larger values of integration time
lead to very comparable performance, while requiring a higher
computational cost (Supporting Information, Fig. S8).

As shown in Fig. 2A, our optimization algorithm quickly
alters the initial design comprising squares with a center-to-
center spacing s = 15 mm and bias angle θ0 = 25◦. Specifically,
the algorithm modifies the geometry throughout the entire do-
main, and after approximately 60 iterations identifies a design
that concentrates JΩt/tf ≈ 10 mJ of energy in the target area.
This represents a more than 400-fold enhancement compared
to the initial periodic design, which focused around ≈ 0.02 mJ
in the target area. The optimized design features large quadri-
laterals within the target region, surrounded by smaller units

with a high aspect ratio, creating a structure that resembles
an elastic resonator made of a high-inertia region embedded in
a softer surrounding environment (49). Additionally, a high-
density region is situated just below the target and low-density
regions are positioned near the four corners of the domain. To
understand the roles played by these regions, we analyze the
temporal evolution of bending, shear, and kinetic energies over
this optimized design (Fig. 2B). At t = 13 ms, we find that
the applied input primarily causes shearing of the ligaments in
a straight region ahead of the excitation point. By t = 34 ms,
the applied energy has transferred into both shear and bending
energies and the kinetic energy begins to focus at the target
location. During this energy exchange, the high-density region
below the target acts as a high-inertia reflection area where
the kinetic energy gets distributed before being transferred
towards the target region (Movie S1). This process continues
until most of the kinetic energy is concentrated at the target,
and very low strain energy is present elsewhere, resulting in a
significant focusing event at the desired location (t = 40 ms).
The exchange mechanism between the kinetic energy in the
target area and the strain energy in the rest of the domain
continues until all the energy is dissipated.

Next, we investigate the robustness of the optimized de-
sign with respect to different input pulses. Towards this
end, we simulate its response upon application of inputs with
A ∈ [0.1, 0.9]s = [1.5, 13.5] mm, f ∈ [20, 55] Hz. In Fig. 2C we
report the integral of the energy focused on the target region
compared to the rest of the domain, JΩt/JΩ\Ωt , for all the con-
sidered inputs. Notably, we observe that comparable focusing
performance is attained for inputs within a substantial region
surrounding the input considered in the optimization (see also
Supporting Information, Section 3A for more analysis on ro-
bustness). This robustness with respect to different excitation
signals is a key prerequisite for experimental validation.

To experimentally demonstrate the focusing task, we fabri-
cate the optimized design and dynamically excite it using a
low-frequency shaker. In these experiments, the input excita-
tion is extracted via DIC tracking of the units connected to
the shaker and then fed into our simulations for comparison.
In Fig. 2D we report experimental and numerical snapshots
at t = 55 ms when the structure is excited with the signal
shown in the inset (with peak displacement ≈ 9 mm). We find
very good agreement between experiments and simulations,
with velocity magnitude that is largest in the target region.
Furthermore, to assess the robustness of the focusing perfor-
mance experimentally, we excite the optimized structure with
input signals of varying amplitudes (Fig. 2E). In Fig. 2F, we
present the peak kinetic energy, maxt Ti, along the white line
in Fig. 2D for the three considered inputs. Notably, there is a
clear concentration of kinetic energy at the specified target re-
gion (green shaded area), affirming the efficacy of the focusing
mechanism.

This example of energy focusing design demonstrates how
our strategy can discover geometries that channel energy to-
wards a desired location without requirements on energy dis-
tribution anywhere else. More control over the spatial local-
ization of energy can be achieved by generalizing this problem
to multiple focusing locations. With such strategy, we can de-
sign metamaterial architectures capable of splitting the input
energy among specified target regions of space and desired
splitting ratio (Supporting Information, Section 3C). Addi-

4 | Bordiga et al.



D
yn

am
ic

 in
pu

t

TimeD
isp

la
ce

m
en

t

Focusing target

Design evolutionEnergy focusing task

Fabrication (3DP)

60
Discovered design

Simulation

0: Initial design

A

B

T
im

e

Energy evolution

C Performance robustness

4

10

Design point

D

E

Experiment

Section
Sh

ak
er

 in
pu

t
20mm

F
Experiment
Simulation

Experimental excitation Energy profile

5 7 9
Peak displacement [mm]

Fig. 2. Energy focusing. (A) The dynamic task of focusing the energy provided by a dynamic excitation on the left boundary of the system towards a target location is encoded
in the metamaterial structure through our gradient-based design strategy. The design evolution during optimization shows the effectiveness of the method in identifying the best
direction in the huge design space of possible architectures (results shown for an input pulse A = 0.5 s = 7.5 mm, f = 30 Hz). (B) Simulation snapshots of the spatial
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tional results on the ‘dual’ problem of energy focusing at a
single target area when the metamaterial is excited at different
independent locations are reported in Supporting Informa-
tion, Section 3D (Fig. S5, Movie S5). Furthermore, results
demonstrating that our framework is applicable to arbitrary
geometric spaces are reported in Supporting Information, Sec-
tion 3F, showing the energy focusing design of a non-periodic
metamaterial with a Kagome-like topology (Fig. S7, Movie S6).

Reprogramming focusing location. In Fig. 2, we identified a
design capable of concentrating the input energy at a specified
location. Real-world challenges, however, often necessitate
tunability of the task. Crucially, we can harness the high
deformability of metamaterials to achieve such reprogramma-
bility within a single architecture.

To illustrate this concept, we search for a metamaterial that
can selectively focus energy in two distinct locations depending
on the level of applied pre-compression. Specifically, we seek
a 24 × 18-unit design that can focus energy in the target
region Ωt1 when vertically pre-compressed by ε1 = 2% and
in the region Ωt2 when the pre-compression is increased to
ε2 = 5% (Fig. 3A). To identify such architecture, we maximize

the following objective function

J = w1J1 + w2J2 [9]

where Ji = J
(εi)
Ωti

(i = 1, 2) is given by Eq. (7) computed on
the structure pre-compressed by εi, and wi ≥ 0 denotes the
weight associated with the i-th objective. Each objective J(εi)

Ωti

is computed through a simulation involving two steps. In the
initial step, a quasi-static compressive strain εi is applied by
gradually displacing the top and bottom rows of the struc-
ture vertically. This is followed by a subsequent step where
a dynamic pulse, defined by Eq. (8) with A = 7.5 mm and
f = 30 Hz, is applied to the left edge (as indicated by the red
arrows in Fig. 3A). To systematically sample the Pareto front
of this multi-objective problem, we maximize Eq. (9) with
w1 ∈ [0, 1] and w2 = 1 − w1 and track Ji for each design in
the optimization. Note that, to enhance the resolution of the
Pareto front, we consider 5 initial designs with θ0 ∈ [15, 35]◦ for
each weight combination (Supporting Information, Section 2B
for more details on the Pareto sampling).

In Fig. 3B, we report J(ε1)
Ωt1

/tf and J
(ε2)
Ωt2

/tf for all the de-
signs visited during optimization (gray points). The resulting
Pareto front (orange dashed line) delineates a set of optimal

Bordiga et al. 5
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/tf and J
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The resulting Pareto front is highlighted by the orange dashed line. (C) Spatial
distribution of time-averaged kinetic energy at the two desired compression levels
ε1 = 2% and ε2 = 5% for the best equi-performance design (highlighted by the
blue star marker in panel B). (D) Evolution of the average kinetic energy at Ωt1 and
Ωt2 as a function of the applied pre-compression. (E) Spatial distribution of contacts
at the two desired compression levels ε1 = 2% and ε2 = 5%.

physically realizable designs that exhibit diverse performance
trade-offs in focusing at the two target locations. Additionally,
it demonstrates that our optimization can always improve the
performance of the starting design. In Fig. 3C, we focus on
a design on the sampled Pareto front for which J

(ε1)
Ωt1

≈ J
(ε2)
Ωt2

(highlighted by the blue star marker in Fig. 3B) and plot the
time-averaged kinetic energy for ε1 = 2% (left) and ε2 = 5%
(right). The two energy maps clearly show the switch between
the two tasks at the desired pre-compression levels. Addition-
ally, in Fig. 3D we report the time-averaged kinetic energy
at Ωt1 (continuous red line) and Ωt2 (dashed red line) as a
function of the applied pre-compression for ε ∈ [0, 9]%. We
find that as the applied pre-compressive strain is increased,
the focused kinetic energy smoothly shifts from Ωt1 (continu-
ous red line) to Ωt2 (dashed red line). Interestingly, we find
that the optimization algorithm exploits contact between the
quadrilateral units to achieve such shift. As shown in Fig. 3E,
at ε = 2% only two pairs of units are in contact. In contrast,
at ε = 5%, not only more units get in contact, but they also
form a contact chain that connects Ωt1 and Ωt2. The added

stiffness of this contact chain limits the motion of Ωt1 and
ultimately causes the incoming energy to deflect towards the
lower part of the domain effectively exciting Ωt2 (Movie S2).
Remarkably, the full differentiability of our model, which ac-
counts for contact, allows us to discover such contact-based
switching mechanism in an automated fashion.

Reprogramming functionality. The results of Fig. 3 demon-
strate that our design strategy can discover metamaterials
with programmable focusing location. Here we pose a more
challenging question: Is our design space rich enough to al-
low a single metamaterial structure to perform antagonistic
tasks? To answer this question, we deploy our design strategy
to search for a metamaterial architecture with the ability to
maximize kinetic energy at a target location Ωt for an ap-
plied pre-compression of ε = ε1 and minimize it for ε = ε2
(Fig. 4A). This multi-task problem is solved maximizing the
objective function of Eq. (9) with Ωt1 = Ωt2 = Ωt, w1 ∈ [0, 1]
and w2 = w1 − 1 ∈ [−1, 0] for the tasks of energy maximiza-
tion and minimization, respectively. Fig. 4 displays results for
a domain consisting of 24 × 18 units under the identical excita-
tion as considered in Fig. 3, with ε1 = 1% and ε2 = 8%. The
Pareto front sampling for this problem is shown in Fig. 4B.
It is noteworthy that the majority of the explored designs
(gray markers) demonstrate a combination of low-focusing and
high-protection capabilities. This suggests that, within the
considered metamaterial design space and for the considered
target location, it is comparatively easier to design for energy
minimization than for energy maximization.

To verify the robustness of the identified optimal designs, we
fabricate and test a design on the Pareto front with focusing-to-
protection performance ratio of about 25 (i.e., J(ε1)

Ωt
≈ 25J(ε2)

Ωt
,

see blue star marker in Fig. 4B). We use linear stages con-
nected to the units at the top and bottom rows to apply
the desired level of pre-compression and then dynamically
excite the pre-loaded sample using a low-frequency shaker.
In Fig. 4C we report experimental snapshots of the sample
pre-compressed by ε1 = 1% (top) and ε2 = 8% (bottom) after
dynamic excitation with each quad colored according to the
measured velocity magnitude. In full agreement with the pre-
dictions of the model, we find a high velocity region around
the target when the sample is pre-compressed by ε1 with a
peak of 0.72 m/s observed at the target at t = 61 ms (see also
Movie S3 reporting the experimental and simulated dynamic
response of this optimized structure). By contrast, the ve-
locity remains lower than 0.41 m/s within the entire domain
when the structure is pre-compressed by ε2. The efficiency
of the design in transitioning from focusing to protection as
the applied pre-compression increases is further apparent in
Fig. 4D. Here, we plot the peak kinetic energy extracted along
a horizontal section across the target region for varying levels
of applied pre-compression. In addition to a good agreement
between experiments (dashed lines) and simulations (solid
lines), the data indicate a consistent decrease in peak kinetic
energy within the target region (shaded gray area) as the
applied pre-compression increases. Notably, for ε > 8%, the
peak kinetic energy is markedly low. In this instance as well,
we observe that the optimization algorithm utilizes contact to
switch between the two tasks (Fig. 4E). At ε = ε1, no units are
in contact. However, at ε = ε2, the units in the target region
and numerous units behind it come into contact, resulting in
a ‘jammed’ state. We can interpret the formation of these
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Fig. 4. Reprogramming functionality. (A) We search for a metamaterial architecture with the ability to maximize kinetic energy at a target location for an applied
pre-compression of ε1 = 1% and minimize it for ε2 = 8%. (B) All designs visited during optimization (gray points) plotted in the objective space J

(ε1)
Ωt

/tf–J
(ε2)
Ωt

/tf. The
resulting Pareto front is highlighted by the orange dashed line. (C) Experimental snapshots of the fabricated design (marked by a blue star in panel B) when subject to a
pulse-like excitation applied by a low-frequency shaker at ε1 = 1% (top) and ε2 = 8% (bottom). (D) Peak kinetic energy profiles on a horizontal section across the target
region (while line in panel C) for different levels of applied pre-compression. (E) Simulated spatial distribution of contacts (top row) and corresponding kinetic energy distribution
(bottom row) at the two desired compression levels ε1 = 1% and ε2 = 8%.

jammed regions as the attempt of the optimization to locally
tune the effective mass density and stiffness to effectively en-
gineer a switch in the dynamic response. In fact, the jammed
areas correspond to the regions that, compared to the rest of
the domain, undergo a sharp transition from a high kinetic
energy at ε1 to a low kinetic energy response at ε2 (Fig. 4E
bottom row).

Discussion and outlook

This study has introduced an automated design framework
for identifying non-periodic metamaterials capable of intricate
nonlinear dynamic tasks. Crucially, the resulting optimized
architectures feature non-trivial geometries that could not
be guessed or intuited a priori, highlighting the potential of
our design framework for discovering unprecedented mate-
rial responses in an automated fashion. Moreover, we have
demonstrated the extensibility of this framework to include re-
programmability, facilitating encoding and switching between
multiple tasks by leveraging the inherent flexibility of the
structures.

While our emphasis in this work has centered on convert-
ing large amplitude pulses into controlled energy flow within
metamaterial domains, it is worth noting that the framework
can be readily extended to accommodate various types of ex-
citation signals and to identify architectures that support a
broad spectrum of functionalities. As an example, in Fig. 5
we consider the design of a metamaterial that transforms a
linearly polarized large-amplitude harmonic input into an ap-
proximately circularly polarized motion at a specified target
region. An architecture capable of counterclockwise motion is

identified by maximizing the angular momentum of a target
region with respect to a desired point. In contrast, achieving
clockwise motion involves minimizing the angular momen-
tum (see Supporting Information, Section 3E for details, and
Movie S4).

All together, the presented results indicate that the pro-
posed framework holds promise in identifying material struc-
tures capable of complex transient as well as steady-state
dynamic behaviors in response to simple actuation inputs.
Moreover, the reprogrammability of such behaviors could be
further augmented by enabling simple task selection strategies
through pre-deformation, changes in excitation frequency, or
variations in loading location. In conclusion, we envisage that
the resulting design paradigm can turn mechanical metama-
terials into a rich robotic matter platform for generating soft
material embodiments with reconfigurable functionalities.

Data Availability. All the source code and data are available on
GitHub at github.com/bertoldi-collab/DifFlexMM or provided
in the Supporting Information.
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