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The foundation of similarity models with one or more inde-
pendent variables are discussed. Various substituent parameters
and separation of inductive and resonance effects are descri-
bed. Classical steric effects of substituents and their effect
on the geometry of molecules (in organic crystals) are
reviewed. Both experimental and theoretical approaches are dis-
cussed.

1. INTRODUCTION

In statistics the term correlation analysis denotes such an
analysis that describes the strength of autual interrelations
betwean two (or more) sets of random variables. The same notion
used in organic chemistry means something quite different. Cor-
relation analysis in organic chemistry [1,2] C[abbreviation
CAOC) - since 1979 every three years a European conference has
been organized under this titlae: 1979 Assisi, 1982 Hull, 1983
Louvain la Neuve; the next will be held in Poland <(Poznafh in
1988) deals with construction and application of simple simsila-
rity models in order to explain and/or describes

a) the mechanism of chemical reactions [3],

b) the influence of variation in the structure of substra-
tes or attacking reagent [1-5]1, or the nature of envi-
ronment (exemplified by solvent [3-71



- 120 -

on logarithms of rate or equilibrium constants or physicochemi-
cal properties of chemical species organized in reaction series.
Chemical similarity models use multiple regression analysis
equation in the form
N

&0 = a A  + B 1)
3 G ) L

cSGI,‘ describas experimental chemical reactivities or physico-
chemical properties of chemical species i=l,2,..n3 19244 «N.
Explanatory parameters nt’j describe quantitatively j-th inde—
pendent ways {(or factor, or sechanism) of interactions for a
set of n species (i=1,2...n) in reaction or process under stu-
dy. It is assumed that those parameters are mutually uncorre—
lated. Regression coefficient aj axpresses sensitivity of 613‘
variation on the changes of j-th mechanism. The intercept Bi of
regression should be close to zero since operator & applied in
(1) is the Leffler and Grunwald [7) one. This is a difference
of property @ for i-th chemical species and some other species
accepted as a standard or reference. In this way some part of
possible systesatic error may be diminished. Additionally, the
multiparaseter solution of the chemical problem could be sup-
ported by calculation of the per cent contribution of each me—
ch'aniun by the use of expression (2)

1000
% jth machanism = “—---‘ {2

I a
i=s !

Prior to such calculations, all cli values must be normalized to

give them all equal weights. This is necessary because of var-

ious units for explanatory parameters A‘j which yield diffe—
L

rent magnitudes for aj . Any common variance contributed in



®.g. A and A results in incorrect values of a (3=1,2)
i, i,j=2 i

in spite of normalization and may lead to false conclusions.

Some authors [8,9] prefer other ways of demonstrating various

blends of two mechanisms k and L contributing to the total sub-—

a
stituent effects, £ = -‘—l!— . If only two factors are being con-
v

sidered, £ and X-contribution calculated by expression (2) are

proportional .

2. CONSTRUCTION OF SIMILARITY MODELS

In chesistry it is usually possible to vary one structural
or environmental variable at a time for a set of chemical spe-
cies (i= 1,2,... n). This set of chemical species is often
named a reaction series. The dependent variable in the reaction
series (experimental chamical or physicochsmical property) is
affected by one or two major independent ways or modes or se-
chanisms of action. It often happens that the relative inten-
sity of two simultanecusly operated ways is nearly constant for
all chemical species in the reaction series, and for a large
variety of chemical processes. Then the problem under study
sinplifies and resembles one way problem. Such a situation
seems to take place for mela-substituted benzens derivatives.
The single parasester representation of eq.(1), i.e. a linsar
regrassion is for these reaction series most often sufficent to
decribe substituent effects. That is, the blend of resonance
and inductive (or delocalized and localized) contributions to
the overall substituent effect is relatively constant for a
full range of structural variation and for most chemical pro-

cesses.



The situation is much more complex for the case of a reac—
tion series in which the blend of two independent ways of ac-
tion is not constant within the frame of the reaction series,
and is still dependent on the chemical process.

For these cases, two — or more - parameter regressions (1)
have to be used in order to explain (inperpret) the dependence
of &0 - values for the given reaction series on the mechanism
of interactions between the reaction (process) site and substi-
tuents. This case is realized for para-disubstituted deriva-—
tives of benzene and to a greater extent for ortho-disubstitu-—
ted species. For the first case — for various reaction series —
depending on the nature of chemical process, the blend of reso-
nance/induction effects varies from ~40X% (acid/base equilibria
of para-substituted phenylacetic acids) to ~60% (acid/base
equilibria of para-substituted lnilinus)? Moreover, depending
on the nature of the reaction site (electron repelling or
accepting) a through—conjugation effect acts in different di-
rections and needs different scales of substituent constants,
a; and a;, respectively. Nevertheless, it is possible to treat
para-substituted reaction series in two different ways:

(i) using for the reaction series in question a linear mo-
del with substituent constants maintaining the same
variability of blend of two independent mechanisms as
that used for the reference reaction series, i.e. that

used to define substituent constants, and

{ii) using two (or more) parameter regressions which allows
to estimate per cent contributions of these independent
mechanisms in the substituent effect measured in the
given process, 5Q .

% Percentage calculated by the use of o, and % and eq. (2)



In the case of ortho—substituted spacies neither (i) nor (ii)
is effective: (i) is not valid since the blend of resonance-in-—
ductive contributions varies from compound to compound. This
does not allow to apply any simple model of similarity; (ii) is
better suited for such a case although steric effects may
interfere in this case too.

The fundamental problea in applying the similarity model is
to define a reference reaction of known mechanism and complexi-—
ty. This reaction will be used to define independent variable
or substituent constants. The natural requirements for choosing
such a reference reaction are as follows:

(i) high accuracy and precision of measuresents,

{ii) measurements should be available for a wide range of

chemical species = 1,2...n .

{iii) the chemical reactivity parameter or physicochemical
property should be highly sensitive to the change of

structure (i.e. to the nature of substituent),

{iv) the mechanism of interaction of the reaction (process)
site with substituent in the reference reaction series
should be as well known as possible. Otherwise, no use—
ful information for interpretation of 60‘ is available
even if regression (1) holds. The only predictive value

of eq. (1) is in such a case a result of our treatment.
The set of chemical species (i.e. reference reaction series)
which follows all above mentioned conditions in a reference
process may be used to estimate parameters ALj of eq. (1) and
then to apply them in order to explain and/or predict d&k - va—
lues of the studied reaction series.
Two historical examples will explain the practical way of

similarity model construction.



Hammett [10] applied as a reference reaction the acid-base
dissociation of meta and para-substituted benzoic acids in
water at 25°C. This reaction meets all four natural require-
ments stated in this section. This means (i) high accuracy of
potentiometric pKa data for para and meta substituents such as
strong electron—donors (OH, OPh), various alkyls, all halogens,
and electron-acceptors (COCH‘, CN, AKG) as well as (ii) relati-
vely high sensitivity of pK° upon the change of substitdﬂnt.
The p|<n data are spread in a range of more than 1 ch unit. By
definition only one way of action of substituent on the reac-—
tion site is accepted (j=1). Benzoic acid is used as a refe-
rence (zero - condition) compound to set substituent constant
o = log K(X)/K(H). The sensitivity of the reaction towards
various substituents is set as standard (unit condition), and
p=1. Hence ﬂk'j=Ai=a_‘=om()K) or ap(X), where X is a substituent
in meta or para-position to the carboxyl group in benzoic acid
derivatives. These explanatory parameters, or substituent cons-
tants, were used in the equation now known as Hammett’s equa-
tion:

SQ(X) = po(X) + const (3
SQ{X) are chemical [10) or physicochemical [8] properties of
meta or para—-substituted derivatives of benzene or even more
complex systems [B] in which meta and para-like positions may
be fixed or this kind of mechanism of interaction (transmission
of electrical effect) may be assumed. Eq. (3) does not apply to
ortho substituted systems in which the nature of substituent
effect on reactivity depends to a much greater degree on the
type of reaction (or attacking reagent), nature of environment

and solvent effect [91.



The second example is taken from a work by Roberts and More-
land [11] who have measured acid/base dissociation of 4-substi-
tuted bicyclo-L[2.2.2]-actanecarboxylic acids. There is no inter-—

CCCH action between substituent and carboxylic
group possible through MN-electrons. It was

accepted [11] that only inductive and/or

field effects may operate in this structure

and log K.‘ values measured in 50% aqueous
ethanol at 25°C were accepted as a good inductive/field substi-
tuent parameter al, and are often used in eq. (1) when sepa—
ration of inductive and resonance effects in the substituent
effect is a purpose of study.
The difference between these two examples is significant.

In the first case the substituent constants o reflect the blend
of two independent mechanisms of electron interaction between
substituent and reaction site. This blend is not constant
within the series of meta and para-substituted derivatives of
benzene. Nevertheless, these parameters are successfully used
to describe substituent effect for those reaction series in
which this blend changes similarly as in meta and para-sub-—
stituted benzoic acids. The other example presents the reaction
with a single mechanism of interaction and this scale of sub-
stituent constants may be used either as ar'. the cosponent in
eq.{1), or as similarity parameter for a reaction series with
inductive sffect only. Then the linear regression version of
eq. (1) is sufficient. When a new process or reaction, or a group
of related reactions fails to fit in with explanatory parameter

A,”_ s one has at least three choices:
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(1) one can use a different set of explanatory parameters,
(2) one can use two (or even more) explanatory parameters,

A and A or,
po% L2

(3) one can introduce no new parameters, but instead use
the deviation from the line to suggest special effects,
or a more complex process (e.g. two independent ways
instead of one, or change of relative intensity of two

simultaneously operated ways).

The first choice has been most attractive and of course
gives better fits because one is free to change “constants" at
will, for each process under study. The multiplicity of sub-
stituent parameters reflects the progress or propagation of
experimental works but has several disadvantages. The better fit
is now less noteworthy. It allows a researcher to accept a sub-
jective and arbitrary selection of parameters after the data are
known. The predictive power of such a treatment is very limited.
Of course one can feel free to propose new similarity models,
however it must be very well done and supported by extensive
experimental or theoretical work and in agreement with all natu-
ral requirements. Examples will be discussed in part 3.

The second choice offers a possibility to build up a simi-
larity model of greater complexity with two or even more inde-
pendent modes of action. Then equation (1) with j=1,2,...n must
be used and the respective substituent parameters (independent
variables) have to be applied.

It is necessary to mention now the alternative procedure.
When two ways of action are sufficient, it becomes possible to
extract them by a factor analysis [12] of the data set (various

reactions or processes #* different substituents). In the first,



“abstract" solution of such an analysis, the best least-squares
$it between the observed and calculated data (with two factors)
is obtained, but the factors are not unique. The following step
is the transformation of this "abstract™ solution into a prac-
tical real solution, in which real factors have a simple, clear
physical meaning or interpretation at the molecular level. In
order that this transformation be performed, two critical assum—
ptions are required [13]. Correlation coefficients (fits) do not
depend on the choice of these critical assumptions. Application
of this method is much more difficult when three or more modes
of action are involved, because the rnumber of critical condi-
tions to be identified and justified increases dramatically.
Therefore it has been left unapplied. Finally, the third choice
is to use deviations from linear plots (in magnitude and sign)
as an indication of break point in the reaction mechanism or of
solvent complexation.

All three possiblities were explored by various authors
with varying interest. In the following part they are discussed

in detail.

3. THE ORIGINAL HAMMETT o"a AND THEIR MODIFICATIDNS

The quantitative measure of substituent effect in meta- and
parc-substituted benzenes has been defined from the simple
linear correlation {regression). The substituent scale to be
identified and justified requires one trivial reference (zero)
condition and one standard (unit) condition. Acid-base disso-—
ciation constants of meta and para-substituted benzoic acids in
water at 25°C were chosen as the unit condition. This set up

p=1, by definition.



/;0
R@rr\OH +HO === R\@/(\Og . HSO' a)

The pKu of benzoic acid 1in this reaction was chosen as

reference - zero condition. Then

& = 109 —TiB— 5

Hammett substituent constants o were estimated and defined [10]
as a measure of substituent effects independent of reaction,
medium and temperature.

These are primary substituent constants. In order to inclu-
de substituents whose benzoic acids derivatives were insolube
in water, other solvents were used to derive secondary substi-
tuent constants [14]1. These secondary ¢ values were calcula-
ted from the equation

K 0

o = (log "By / o 6)
< K (H)

in which p is the reaction constant for reaction (4) in a given
solvent.

In many cases the authors used another reaction as the unit
condition for getting o’s which were unavailable by the use of
Hammett reaction (4) [151.

Extensive lists of o values were published in numerous com-
pilations [2,16,17,18]1. Jaffé [B8] and others [(19) applied sta-
tistical smoothing in order to obtain “mean" values for o.
However, this multiplicity of substituent constants has several

disadvantages. A better fit is less noteworthy, a user can sub-

jectively or arbitrarily choose between scales and improve the



fit of experimental data to the rgqresslnn line. It is no lon-
ger clear how many different kinds of mechanisms are involved.

On this ground we present our conviction that it is most
reasonable to use primary substituent constants. If they are
not available we recommend the use of secondary substituent
constants which were established for the same reference reac-
tion in different solvents, provided the precision of the reg—
ression is high.

Both sets of substituent constants are known for a large
number of substituents and cover all most important and diffe—
rentiated chemical and physical properties. Some constants were
redetermined by McDaniel and Brown [14] with higher precision.
Many other ones were redetermined by secondary standard method
by Exner and co-workers [20]1.

The deviations from linearity then mean that there is dis—
continuity in the mechanism, e.g. a change in the electric
nature of the substituent effects [21], in the rate—determining
step [22] or in solvent complexation [(23]1. The sign and magni-—
tude of such deviations are highly informative, frequently used
for interpretation and pushes to further exploration.

For example, taking thoroughly into account Hammett’s refe-
rence reaction (4) it is immediately clear that substituent
effects measured by o values are estimated from the process in
which the substituent itself as well as the reaction site on
both sides of eq. (4) are dependent on the solvent, and more—
over they are not free of through-resonance effects. The carbo-
xylic group is solvated in a different manner than COO . In

turn, the substituent effect on both sides is differently modi-



fied by solvent effect. In addition, it should be mentioned
that for electron-donor substituents in para position the sub-
stituent effect on the left-hand side is connected with an
increase of charge density at COON which is an electron-
accepting group. Conversely, for electron—accepting para—-sub-
stituents a decrease of &-charge at COO is observed due to
through—conjugation. In consequence, the measured K(X}-values
contain both effects influenced additionally by hydration
effects of those two groups. As a result, if one analyses how
the po equation (3) is fulfilled in other media two conclusions
may be drawn [24]:

(i) regression coefficient p, called reaction constant, increa-
ses with a decrease of solvent polarity (e.g. p=1 in water, 1.72
in EtOH) and (ii) a decrease of goodness of fit is observed
while going from water to water/organic solvent media for acid/
/base equilibrium (4),

Systematic deviations from equation (3) for pKa of para—-sub-
stituted anilines and phenols found by Hammett himself [3I] were
explained by a strong through-resonance effect. This finding
was an inspiration for further and deeper analysis of substi-
tuent effects, carried out by Wepster et al. [25]. They conclu-—
ded that one scale of substituent constants cannot serve (acco-
modate) equally well for various reaction series differing in
blend of resonance and inductive contributions. Hence, two addi-

tional scales of substituent constants were introduced.



+

4. THE o' AND o SUBSTITUENT SCALES.

These scales were introduced for a reaction series in which
the reaction site Y is either lN-electron attracting ") and
para-substituents are [l-electron donors, or [-electron donating
{¢") and para—substituents are M-electron acceptors. For such
systems the substituent effect is enhanced by an additional
effect named: through-resonance, through-conjugation, intramo—
lecular charge—transfer or [l-electron cooperative effect. A sys—
tem in which these effects are present to a greater degree than
in the reference reaction for Hammett’s o (4) needs a new set
of substituent constants, which contain an increased contribu-
tion of resonance effect.

Analyses of the geometry of systems with a strong through-—
-resonance effect support the classical! view of interactions
involved in these systems.

for electron donating reaction site Y, substituent constants
o, necessary for electron accepting substituents have to account
for the intramolecular charge transfer. This is exemplifiad by

appropriate canonical structuress B and @ of para-nitroaniline:s

NH, TNH

NG, 0,

(a) (8)

As a result of protonation, the M-electron cooperative effect
{expressed by high contribution of G-structure) is distinctly

decreased. Comparison of %ZQ in these twp species calculated di-



rectly from the geometry of para-nitroaniline [261 and para—di-
nitrobenzen@ which is electronically similar to para-nitroani-
Iinum cation by use of the HOSE — method [27] yields 40.4 and
24.5% respectively. Obviously, for electron—-accepting substi-
tuents X, the basicity of NHa - group decreases, i.e. the aci-
dity of a conjugated acid NH; group increases, resulting in an
enhancesent of the measured pKa—values. The para-X—aniline/ani~
linum ion acid-base equilibria are chosen as a reference reac—
tion for ¢ substituent scale. For meta-substituted compounds
aq. (3) holds with original Hammett o for meta substituents. p
for these systems is found to be 2.77, when deviating points on

this graph are drawn for para-accepting substituents by d&log
lag K(X)
2.77

K{(X)- value one can calculate o™= 8.

The following explains the difference between Hammett’s o
and ¢ substituent constants. For electron accepting substitu-
ents, o are strongly influenced by a 1large contribution of
structure @, in aniline eq. (7). However, in its conjugate acid,
anilinum ion, the contribution of structure Q is very low. In
contrast, the influence of structure O on both sides of eq.{(4)
is moderate: on the left side by electron donating substituents
and on the right side by electron accepting substituents. It
may be illustrated by %@ structure calculated by the HOSE model
[27]1. From the geometry of para-N,N-dimethylaminobenzoic acid
Q=40.456X for electron donating substituents and (=28.&68% for
electron accepting nitro group [29]. For para-nitrobenzoate
anion [29]1 %3 is 30.1, but the coo” group is involved in strong

interactions with water molecules in crystal.



The picture presented above is in a good agreement with the
classical interpretation of this effect. No doubt one observes
really great changes in the geometry of benzene ring reflected
in great differences in “ZG-values for the systems with through-
-resonance and without it. A modern approach based upon ab-ini-—
tic STO-3G calculations leads to a small difference between the
energies of interactions for e.g. para—-nitroaniline (2.2 kcal/
/mpl) and meta-nitroaniline (0.0 kcal/mol) if one takes into

account homodesmic reactions [30)

X X :
@ ! @ @ ' @
Y

This discrepancy between structural picture (geometries) and
energy view is as yet not fully understood.

Brown and Dkamoto [312 account for the opposite effect in
o' substituent scale. The values of o' were based on solvolysis
of para-substituted t-cumyl chlorides in a 90% acetone-water
mixture at 25°C. Meta substituents and those para which are

electron accepting in character allow to draw a straight line

with p=-4.54 .

Me,C—Cl Me, C--Cl”

ﬂ_ fast products (8)



In the transition state, the rate determining step resembles
the carbonium ion intermediate and the substituents acting as

electron donors influence its stability, as shown below

Me
N8
Me, Me/[
&
2
C\EK #0.
Me “Me

For points deriving from the Hammett line by &Slog k oane calcu-
late o'= Slog k/(-4.54). An extensive list of o  and o  values
is given in a compilation by Exner [16], while Hansch and Leo
[17] and also Hoefnagel and Wepster [32)] reexamined many of o
values and introduced some new values. Recently Binev et al.
have introduced an extensive list of o parameters for anionic

substituents [33].

5. SIMPLE OR MULTIPLE REGRESSION 7

The general equation (1) offers the possiblity of analysing
substituent effects on the reaction center via simple or multi-
ple regression, provided independent parameters are accessible.
In our case independent parameters are substituent constants
referring to a particular aode of substituent effect transmis—
sion. The regression coefficients in simple regression, also
called reaction constants, p, cover roughly the range Ox4. A
reaction which is facilitated by reducing the electron density
at the reaction centre has a positive value of p, and one faci-

litated by increasing the electron density at the reaction



centre has a negative value. The standard reaction, dissocia~-
tion of benzoic acids in water at 25°C has P~1.00 by defini-
tion [101.

More regression coefficients are calculated in a multiple
regression model. Each describes the intensity of substituent
action on the reaction center through a particular mechanism of
action. The per cent value of the particular mechanism in com—
plex phenomena can be calculated by applying eq. (2).

Nowadays, calculation of regression parameters is a trivial
task. The least-squares method is used in programmable clacula-
tors or various computers. The main problem for a researcher is
to decide:

(i) how to use eq. (1),

(ii} how to choose explanatory parameters,

(iii) whether or not multiple regression is superior to sim—
ple regression, and

tiv) how to decide about goodness of fit.

Equation (1) may be used in different ways according to a
philosophy of research. The most elegant way is to use simple
regression and study the deviation of points, if any. In this
approach one avoids any uncertainty which may be connected with
intercorrelations between explanatory parameters in multiple
regressions. Systematic deviation of points from the straight
line means that interaction between substituent and reaction
center varies while going from reference to the studied reac—
tion. A distance between the experisental point and the straight
line may be a measure of the given effect. For example, in the

dissociation of para-nitroaniline



Alog K=(log K - 1log K is 0.49 . Hence,

sxperimental prod‘u:l.d)
-&A6 = 2.3RT Alog Kp = 0.68 kcal/mol = 2.77 = 1.88 kcal/mol =
= 7.97 kd/mol. It is an energy of through resonance interac—
tion af nitre group in PhNHzlPMH; system as compared with the
reference reaction PhCOON/PHCOO . Then one can use another well
established and widely accepted scale of substituent parame—
ters, describing different reference reactions (e.g. o or o).

The application of eqg. (1) as a similarity model will be
well supported by preliminary knowledge about the process under
study. It needs some fundamental knowledge of various sets of
substituent parameters and possible ways of transmission of
substituent action.

The ressarcher must be awares of the fact that dispersion of
the data due to substituent effect should be relatively uniform
in the whole range. It is recommended to avoid data sets with
one cluster of points and a single point far away +From the
cluster. The distribution of experimental points along substi-
tuent parameter axis should be uniform. Ehrenson et al. ([19]
suggest the following set of substituents: Nno’, NHMe 5 NH’. OMe
{any two of them), CF., COCR, C)(.CO, CN, ND: (any two of them),
N and Me, and two halogens, but not Br and Cl simultaneocusly.
Such a collection of 8-10 para and 8-10 meta substituents will
follow all requirements and will give good statistical evidence.

Multiple regression is an alternative to simple regression.
It needs multiple sets of substituent parameters, esach descri-
bing a single mechanism of substituent interaction on the reac-
tion center. The explanatory parameters A_u, must be inde—

pendent as far as their physicochemical nature is concerned and
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mutually npt intercorrelated. If this is strictly obeyed for
J=132,..--N, then eq.(2) may be applied to calculate per cent
contributions of each mechanism. If explanatory parameters are
not independent the interpretation of results may be false.

In chemistry substituents exert their influence on the
character of the reaction center in no more than two or three
major physically independent ways. If all mechanisms in the
process under examination are identified, and substituent para-
meters are known, then it is quite easy to calculate regression
coefficients in multiple regression. The following procedure
[34] may be recommended to solve problems of unknown complexity.

A set of experimental data 611t is used in a simple regres—

sion model with j=1,2...N various explanatory parameters A ,

id
“i.l ""Ai.n' The parameters of linear regression, and corre—
lation coefficients are calculated:
éﬂi = agAu + B‘ g (9-1)
Q. = G’ﬂi" w8 r (9-2)
60'; = au“i...u + Bu rN (2-N)

The equation with the highest value of correlation coefficient
ry is selected,
60‘_. = %At.h + Bk Lo (9-k)
and a set of two parameter aquations is preparsd
B0, = BALL % AR, BB <10)
“i = “kni,k * “xﬁi.: & B;

BT MR Y O e TR,



in which explanatory parameter “i.,k is added to all (except 9-k)
linear guations (9). The set of equations (10) describes the da-

ta set with total correlation coefficients r . eeal

ki’ k2 kN-1"
Again the equation with the highest correlation coefficient,
say rk'l is chosen

mi = mkA;,k 4 aIA:.L +B: Pk,l el
Now it is necessary to check the hypothesis that the addition
of At,l to eq. (9-k} improves significantly the explained varian-
ce. The Fisher—Snedecor distribution is suitable for this pur—
pose (for details see reference [351). In other words, it is a
test to prove whether or not replacement of eq. (9-k) by (11) is
statistically Jjustified. Therefore we calculate the Fisher —
Snedecor ¥-value for a situation in which differences are com-
pared between residual variances for regressions ($-k) and (11)

respectively, with the residual variance of regression (11) ac—

cording to formula (12)

™ ~ » 2
£(@ - 0 (eq.9-10)% - T(@ - @ (eq.11))?
i=g © * P 4
> {12)
antt,

M o~ 3
2(0,‘ - Dl(eq.!ln /-2y

isg

El (eq.9-k) and Ei (eq.11) stand for estimated values for l:l,l
predicted by eq. (9-k) and ®q.(11), a is the significance level
chosen for testing the hypothesis and f‘ and f: are degrees of
freedom for the expressions in numerator and denominator;
f‘-tﬂ—l)—(H-Z) whereaas f==l'|—-2 &

Equation (12) may be readily transformed into eq.(13) in

which instead of residual variances one finds respective corre—



lation coefficients

ry - e
Fa.f 4 B - 2 ux
12 (l_rk.l’
Usually correlation coefficients rk. r“_ etc. are wither pub—

lished in papers or easily calculated by standard least-squares
regression programs.

In order to decide whether or not significant improvement
due to the addition of the second parameter has been achieved,
one has to compare the calculated #-value (@q.13) with the va-

lue of F:u ; taken from the statistical tables [35].
12
If

¥ > F (14)

one is allowed to accept the improvement of regression (11) re—
lative to (9-k) at the a significance level. This means that
one fails in a*100% of cases on accepting this improvesent. If
the improvement is significant, one may go further, adding to
{11} the next explanatory parameter, say At,p and following the
procedure described above to test if this addition is
significant, and continue in the same way until the addition of
the next parameter becomes insignificant. For this procedure
the estimation of per cent contribution due to Ri.k' Au_, aLP
etc. is somewhat different. Explanation of the total variance
of &0
M (5@ - 5@

var{éQ) = L ——————e—v (1)
izg M-1
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by regression (9-k) is given by looar: - Then explanation due

to the next parameter Al is given by IOO(r:l— r:). For Aip one

L
2z

has SOOO(FLLP~

r:l)x. This kind of treatment gives however
different results from those by eq. (2) for at least two reasons:

(i) eq.(2) does not take into account mutual correlation
between explanatory parameters, whereas procedure [7-135]

does

{ii) parameters Aiy Aif Aip etc. are not necessarily in

exactly the same scale of magnitude. Even for a}, L and

o; it is a difficult task as long as high accuracy is
required [(34].

Goodness of fit needs some clarification. Jaffé [81 used

correlation coefficient

r=+ h't byx (16)
to estimate how good is the model in description of the data.
His choice has been criticized by many authors [37-3%1.

Critical remarks against the use of the correlation coef-
ficient as a goodnes of fit parameter are as follows:

(1) r is & proper way to estimate mutual dependence of random
variables set {x} and {y}. The calculated value of the
correlation coefficient may be compared with tabulated
values and hypotheses of dependence may be tc:tldt.

It seems not to be fully allowed to use the correlation
coefficient in the same way for data sets which have been
connected a priori{ by some model of similarity. Hence
Jaffé (B8] introduced an arbitrary scale of goodness of

fits

$ Cf. the Appendix.



ifr 2 0.99 correlation is excellent
if 0.99 > r = 0.95 correlation is satisfactory
it 0.95 > r 2 0.90 correlation is fairly good
and so far it is a most frequently used criterion of fit,

(ii) the correlation coefficient does not depend on degrees

of freedom,
(iii) the correlation coefficient depends on the slope eq. (16&),

(iv) the correlation coefficients are of low significence when
two regressions are compared each of a different numsber
of data,

{v) correlation coefficient should not be used for judging
whether or not the additional parameter in eq. (1) impro-—

ves regression significantly (which is often done).

Exner [38) introduced another parameter for goodness of fit

& 2 12
n Ity -y )
_[ i i

v an
l tn-2) Ty-y?*

y compares directly the scatter around the regression line,
plane or hyperplane with the scatter about the mean value of
the data to be explained; n/(n-2) gives some influence of the
degrees of freedom on the values of y .
The following arbitrary scale was proposed [381
w < 0.02 correlation is very good
0.02 <= y = 0.1 correlation is good

0.1 < y

1A

0.2 correlation is fairly good

0.2 < y = 0.5 correlation is poor



A rough interpretation of y may be as follows [401: if far in-
stance y=0.30 it means that the measured values of SQ@ are re-—
presented by the linear (or other) regression with a standard
deviation of about 30%L of that obtained by the simple assump-
tion that the substituents have no effect on the reactivity
(i.e. yi=;).

Other ways of presenting goodness of fit are there proposed
by Ehrenson, Taft et al. [19], Swain and Lupton [41]1, and Kop-—-
pel and Palm [43]. Their approaches are less accepted and,
except by themselves, not often applied in the literature.

Another goodness of fit parameter, easy to estimate during
the least-squares procedure, is standard deviation (estimated
standard deviations are often denoted as o). This quantity is a
measure of precision with which the model reproduces
experimental data. Of course, the criterion of 30 may be used
to indicate the outlier from the reaction series in question,
as well as ¢ values may be used to compare precision of two

reaction series.

&. SEPARATION OF INDUCTIVE AND RESDNANCE EFFECTS

Hammett o-constants measure the resultant of inductive and
resonance effects of a substituent on the reaction center in
reactions where the blend of both effects is nearly constant.
Through-conjugation changes this blend and leads to o' and o
scales, however these scales describe only some extreme blends.
The contribution of the resonance effect of the substituent
with respect to its inductive effect must in principle vary

continuously as the electron property of the reaction center is



varied. Instead of a pair of discrete sets o or ¢, a sliding-
-scale of substituent constants would be expected. Such a sli-
ding-scale would reduce the value of Hammett equation. Several
types of treatment have emerged to improve and rationalize the

situation.

a). Definition of inductive parameters, a!

Taft and Lewis {43] set up a substituent inductive scale
based on reactivity of alicyclic and aliphatic compounds. The
substituent scale of inductive effect in aliphatic chains was
introduced by Taft [44] for various —cnzx groups using well-de-
fined conditions. Electron—withdrawing substituents have po-
sitive values of a: and welectron releasing groups, negative
ones, in accord with the theory of polar effect. Taft found
that the rate or equilibrium constants for various reactions of
RY could be represented by the equation

log (K/K) = P (18)
Some reactions of o-substituted aromatic systems conformed to
the above equation, toog a‘ is much less applied than the other
parameter, ay- This was based on the dissociation reaction in
50% ELGN—H’O at 25°C of 4-substituted bicyclo-1[2.2.2]1- octane-
-1—carboxylic acids and reactivity of their esters [11]1 or
trans—4-substituted-cyclohexane—1-carboxylic acids [45]. Espe—
cially the bicyclooctane moiety provides a good geometrical mo—
del for para-substituted benzoic acids without the complication
by the resonance effect. For that reason oy was intensively
used to understand substituent effect in aromatic compounds.

Although the orx scale was originally called an inductive

parameter, there is much evidence in the literature to the ef-
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fect that it is in fact a field parameter [44]. for many vyears
most workers seemed to have assumed that the field effect and
o—inductive effects were linearly related. Consequently, both
effects could be described by a single parameter for a simple
substituent. This assumption is no longer supported by experi-
ment and theory (as discussed in the last section). Field and

o-inductive effects are in principle not proportional.

b). Definition of resonance parameter, o
Taft and Lewis suggested [43] that the effect of substi-
tuents in aromatic compounds should be separable into inductive
and resonance contributions:
log (KIKO) = 0% + P (19}
using a two—parameter equation. The inductive scale o, was pro-
posed as described previously, and O the resonance parameter,
was calculated based on the assumption that parameters al
operate equally from meta and para positions. Then
ap =i ® oy

I
(20)

-3 = o + oo
m x =
o being the "relay coefficient’” of magnitude 0.33 . Further at-
tempts at solving the problem was undertaken by Exner [47]1 who
questioned the equal contribution of inductive effect from meta
and para positions and argued in favour of stronger inductive
operation from para position. This final equation
ap = )«.e;vx + L

(21}
L o * oy

had &=0.33 and A=1.14 ., However, a and A values lack rigorous

justifications. Also the ionization of benzoic acids is not a

satisfactory process [25]. To avoid this problem the o° substi-



tuent scale was established based on ionization of substitu-
ted phenylacetic acids, and used to define resonance parame-
ter a: assuming o=0.5 . In addition a; and a-; substituent sca-
les were reported based on o and o  scales. Many correla-
tions with eq. (19) have been reported by using a' and one of
four resonance parameters [48]1. Comparison of the different
resonance scales shows that the correlation between them is
rather limited. This means that they change when the electron-
-demand of the reaction changes. An extensive review on o: sca-—

le has been published lately [49].

c). Yukawa-Tsuno equation.

Yukawa and Tsuno [50] have introduced an equation in which
deviations from the Hammett equation due to through-rescnance
effect may be treated by use of the equation

5 log k = p[o'm +rio’ - o‘)] 22)

For the opposite case, where the reaction site is electron-ac-
cepting and the substituents are electron-donating Yoshioka et
al. [51] introduced a similar eguation
S5 log kK = p [atmp + r{io - op)] (23)
Both of them reduce to the simple Hammett equation (3) when
r=03 it is the case when the through—conjugation effect between
substituents X and the reaction site Y is negligible in compa-
rison with reaction (4). .
These two approaches need different sets of substituent
constants, and pose different statistical problems. The linear
approach (eq.(1) with N=1) may be applied either with

substituent constants composed of different “contributing”®

effects, as e.q. ap. crm {of Hammett) or substituent constants



describing "purely" one mechanism of interaction e.qg. at, a-
etc.In both cases systematic deviations from a straight line,
if not due to experimental errors, may be interpreted.
Molecular systems such as X-CH —C X -Y or X-C H -CH -Y are
2 o4 oy 2
expected to be unaffected by any through-conjugation effect.

Substituent constants o" or ¢° were defined [25,52] and recent-—

ly used in a contemporary version of the Yukawa-Tsuno equation

B =p [o" % o™ - °)] (24
mp b

Differences between o” and o° are practically insignificant
[25]) and both scales may be used in (24). In equations like
(22-24) r is a measure of similarity between a given reaction
series (data set 5Q) and two reference reaction series:

(i) in which there is no through-conjugation effect; simi-
larity is full i r=0, and

(i1) in which there are through—conjugation effects such as
those observed in reactions (7) and (8)3 similarity is
full if r=1 .

In other words, r is a measure of "exaltation" of through-
—-conjugation effect over the X—CGH‘—CH.-Y {or X-CN’—C‘N‘—Y)
systems. Taft suggested [33] to use eq.(1) with explanatory
parameters al and ol accounting for resonance and inductive
effects, respectively, which in turn determine the overall sub-
stituent effect observed in &G, for the reaction series in
which Hammett equation fails.

Evidently, o"l are closely related to o" or o but they were
introduced much earlier by Robaerts and Moreland [(111. Then si-
milar systems wers smployed to define al, including even meta

and para-substituted toluic acids [47]). In the next two decades



the idea of using eq. (1) with two explanatory parameters was
developed in various ways. Eherson, Brownlee and Taft [19] re-
examined it and suggested a generalized treatment of substitu-
ent effects by the use of dual substituent parameter equation.
They postulated to use one set of substituent constants accoun-
ting for an inductive effect, o and one out of four sets of
substituent constants accounting for different ways of interac—
tions in pcu-a—x—CdH.-Y systems:

- ¢ (BA) for benzoic acid like systems,

- ¢ (A) for aniline like system,

+

=g based on Eaborn’s [354,33]1 protonolysis rates of para-sub-
stituted phenyltrimethylsilanes,

i o: for a reaction series in which neither electron donating
nor electron accepting substituents affect the reaction centre
by through—-respnance effect; the F-nmr shielding effects for
pa.ra.«F—CdH‘—x [S56] was used to establish such a scale.

These four scales of Ty constants and one of o, were used by
Taft et al. in their extensive analysis of substituted benzene
derivatives [1%]. It seems, however that when using the
above-mentioned scales one cannat avoid a certain inaccuracy.
Namly each a.—scnl- (o- (BA, A, °, and 7)) contains some induc-—
tive contribution which is then analysed again by a formally
independent explanatory parameter a-l. Then h=p./px measures the
blend of inductive and mesomeric contributions in the overall
substituent effect. Since a. are not pure mesomeric constants,
the significance of addition of the next explanatory parameter
must be tested and per cent of additional explanation of the
total variance should be calculated according to equations (9-
i14). Otherwise an unknown effect of the common variance in o

X
and o may lead to confusing interpretations.
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The problem of accuracy and independence of explanatory pa—
rameters in eq. (1) has been throughly discussed by Charton
[57], wha critizised the separation made by Exner ([471.

Also the separation proposed by Swain and Lupton [41]1 met
with a strong oposition [58-611. Swain and Lupton [41]1 applied
factor analysis [12] of experimental data in order to sort out
two factors, e.g. inductive and mesomeric effects. The set of
experimental data was large, and included many reactions and
various substituents. In the first step of factor analysis a
good fit between the observed and calculated data has been
achieved with two factors. Two critical and four subsidiary
conditions were necessary to transform the solution into scales
having simple chemical significance, e.g. inductive and meso-
meric. The most controversial part of this work [41]1 is the
second critical condition in the set of two:

(i} trans 4-substituents in cyclohexane carboxylic acids [435]
or 4-substituents in bicyclo-[2.2.2] octane carboxylic
acids [41] exert no resonance effect on the carboxylic

group and,

(ii) the (CH').N’ substituent is never more electron donating

or more electron attracting than X by resonance [41,45],

These two critical conditions accompanied by subsidiary

conditions permitted to define the inductive scale ¥ and the

resonance scale R for more than 40 substituents. ¥ and R sub-

stituent scales have been quite extensively used, particular-

ly in correlation of spectroscopic and biological data [2,5]1
with equation

SQ = f¥ + rR + h 125)
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This approach has been seriously ciriticized [(S8-611 and is
still under dispute [13,62,4631.

A similar method has been used to extract three substituent
parameters from an experimental body of data including 7& re-—
ac'tinn series and 17 substituents [&44]. Among the reaction se-
ries were various reactions not following the oo, Taft model.
In contrast to the Swain-Lupton procedure [41,45], no arbitrary
restrictions were imposed. The primary statistical solution
with three factors has been converted into real solution by
rotation, and three substituent constant sets were derived: 0::’
or. and a.:. o'l represents a mixture of unknown composition of
the substituent effects, a: and a. are connected to inductive
and mesoameric effects. The three parameter equation has been
claimed [65] as "optimum linear free-enmsrgy relationship® for
the prediction of missing data on substituent effects.

In another stream of works [646—-67] pattern recognition by
sgans of the disjoint principal components model SIMCA has been
applied to the problem of separation of inductive and asesose-
ric effects of substituents. The resulting o-t scale [66] corre—
sponds as closely as possible to an inductive effect operative
in aromatic reactions. Extraction of o was based on 15 substi-
tuents and 46 reactions.

The strength of above approaches lies in the fact that it
considers large data sets simultaneously, and resulting substi-
tuent constants represent an average of all data. It is
possible at any moment to include new data or replace the pre-
vious critical conditions by new ones, if such data are availa-—

ble and are better than those originally proposed.
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Finally, it should be mentioned that a very important theo-
retical approach facilitating better understanding of the com—
plex situation in systems with through-conjugation has been pro-
posed by Reynolds et al. [48]1 who applied ab initio (STO 3G or
4-31G) calculations for a series of substituted probe molecules
covering a wide range of MM-electron demand. These calculations
have revealed a complex pattern of substituent resonance res-—

ponse to a varying electron demand.

7. STERIC EFFECTS

Equation (1) may be used for all physical and chemical pro-
perties in any reaction series provided appropriate explanatory
parameters are available. As a rule, for meta and para=-substi-
tuted derivatives of benzene, and even for more complex systems
in which resonance and induction predominate, eq.(1) is used
with one of the substituent constant scales presented previo—
usly. However, whaen steric effects may interfere, the situation
becomes more complex. The ortho substituents cannot be treated
in the same way as indicated by Hammett [3] for the rate of
hydrolysis in ortho—substituted alkyl benzoates plotted against
ionization constants of reference acids. Linear regression is
unseccessful for ortho substituted compounds because of the
following factors [(9]:

{i) electrical effects which may be resolved into 1localized

(inductive) effect and delocalized (resonance) effect,

{ii) steric effects which are a function of substituent bulk;
they may be resolved into: (a) steric hindrance to solva-
tion and may involve the substituent or the reaction site,

or both; (3 steric hindrance of the reaction site to be



attacked by the reagent; () steric inhibition of
resonance between the aromatic ring and the substituent
or the reaction site, or bothy and (§) steric control of

the transition state conformation,

(iii) intramolecular secondary bonding forces: (a) hydrogen
bonding, (/) Keesom (dipole-dipole), Debye (dipole-indu-
ced dipole), London (induced dipole-induced dipole) for-
ces, () charge transfer reactions.

It is obvious that due to such complex interactions possible
between ortho substituents, linear regression fails. Charton
[49] demonstrated that when eq. (1) is applied to reaction rates
and equilibria of ortho-substituted compounds with o, and ol
substituent scales as explanatory variables, the per cent values
of resonance contribution vary from 20 to 52X . For comparison,
variance of resonance contribution in various ap scales is much

smaller and amounts to S50% in o’, 59.5% in o; and &1.5% in o

P
[69]1. Per cent of resonance is 24.8% in o . In paper [49]1 in-
stead of %R the blend is given as p./p!v=.|: and AR=(g/e+1)#100.
1 other ortho-substituted species are analyzed, XR may range
even between & and B2X . It was concluded [9] that the enormous
range of variation in %R makes it impossible to define a single
set of ortho-substituent scale.

An important contribution in the field is due to Taft [A44,
70] who elaborated quantitatively Ingold’s method of polar and
steric effects separation in hydrolysis of esters [71]1. The work
of Taft has been reviewed by Shorter [72,73).

The basic idea of Taft’s approach was to separate polar,
steric and resonance effects. The polar effect described by

polar substituent constant o- was defined by eq. (24):



o = [lug[—E—] - 1log [—E—] ] 7 2.48 (26)
» o A

o

The rate k refers to the reaction of R-COOR" and kn refers to
the reaction of CH.COOR' as standard. a and s stand for acidic
and basic hydrolysis, respectively, carried out with equal &7,
solvent and temperature. The factor 2.48 puts o in the same
range of magnitude as Hammett o.
The second term in eq. (26) was named steric substituent con-
stant E
-
E =1 s 27)
Y °9 k
o’ A
on the grounds of the following assumptions:

{(a) the relative changes of the frese energy of activation may be
treated as a sum of three independent contributions from po-

lar, steric and resonance effects,
SAB = o SAE  + o SAB  + o SAG 28}
P P - L] T r
(o #a Fa )
P @ r
(b) the steric and resonance effects are equal in acidic or ba-
sic hydruolysis
686* = 586"
* -
sa6% = 526" 29y

(c) the polar effects of substituents are considerably stronger

in the basic hydrolysis.
Assumption (a) is necessary to carry out any analysis of this
kind. Assumption (c) is supported by the magnitude of reaction
constant p;. The hydrolysis of substituted benzoates in alkaline
media proceeds with p in the range 2.2-2.8, whreas in acidic
madia p it is small, in the range 0.2-0.5 . The most controver—
sial is assumption (b). It is believed that the transition sta—

tes A and B, in acidic and basic media, closely resemble the



following structures:

+ 0 -
| |
[ R—C- - OR” R—C. - OR” (30)
oH oH
(A) (B)

and differ by two protons. Due to the small size of the protons,
the difference between steric interactions caused by various
substituents, R, should be essentially the same in both aci-
dic (A) and basic (B) transition states. Thus, steric effects
diminish in eq. (26), whereas in eq. (27) they are the dominating
contribution to variation in lng(klkoi‘ .

At present o, is seldom used as a measure of polar effect.
The steric constant E. was modified in part by inclusion of
hyperconjugation effect [74,75]. Charton recognized that steric
constants may be represented by the Van der Waals size of sub-—
stituents (5B,761:

& =r “-r - - 1.20 31)

X vH vx
where r is the Van der Waals radius of the substituent X (in

vx

Angstrims), and L. is the corresponding one for hydrogen atom.
According to more recent results [76,77), correction for hyper-—
conjugation is not necessary.

In recent years there has been some disputation as concerns
the use of various scales of steric effects [40,78,79] and sta—
tistical evidence based upon a large experimental material is
given by Charton [17,76,80-82]1. Additional steric constants
have been established (B3] for some new systems (841, mainly

related to branched alkyl groups [835] and bulk substituents in

biologicaly active compounds [8&].



8. APPLICATION OF QUANTUM CHEMISTRY TO RATIONALIZE SUBSTITUENT
EFFECTS

The substituent scales presented above cover classical
approaches to substituent effects using a linear regression mo-
del. Now a separate chapter is needed in order to present some
naew trends, offered by theoretical chemistry.

Guantum chemistry from the very beginning had been used to
rationalize various substituent effects. A rapid development of
ab initio techniques in the last decade has permitted to use
them as a tool precise enough to study particular “contribu-
tions" operating in the overall substituent effect. An exten—
sive review in this field [B&]1 was supported by earlier contri-
butions [(B7-89]1. The agreement obtained between thecoretical and
experimental data allows one to relate theoretical transmission
models which may not be measurable in practice, to chemical
reality.

SBubstituent electronic effects [90] have their origin in
the following factors 3 the substituent dipole, the electrone-
gativity difference between the substituent and the atom to
which it is attached, and charge transfer between the substi-
tuent and the group to which it is attached. These factors lead
directly to three substituent effects. The field effect [90,63]
involving a direct through—-space interaction, is the predomi-
nant mechanism of transmission where one or more atoms separate
the substituent from the center reaction. This effect arises
from the dipole moment. Another way of transmission is the prog-
ressively diminishing relay of polar effect along a chain of

carbon atoms originating from the electronegativity of substi-



tuent. It is rcalled the o-inductive effect. The third, resonan—
ce effect depends on the ability of the substituent to donate
or accept M-charge to/from a conjugated M-system.

All mentioned effects were defined and characterized by ab

initio STO-3G level and higher basis calculations.

A). Substituent Field Effect and Parameters
Recently two ways of estimating theoretical scales of field
effects have been suggested [B87,?1]1. The first of them is the

"theoretical reaction" of equilibrium (32)

* +
NH NH NH NH
] z 2 s
H H H
+ ST—= + 32)
H H H H
L H X H

in which any possibility of indirect polarization effects is
avoided and the energy of reaction (32) is a direct measure of
the field effect. The other way is to calculate the relative
polarization of electron population in a hydrogen molecule by

an isolated H-X molecule at constant r—distance

Then, the field substituent constants are defined as (34)z
a'_ = —-0.074 AE (34a)
and

o, = -35.5 hq“ (34b)
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The agreement between these two methods is excellent [?1]1. When
o-". (348h), which are less sensitive to polarization effects
of such substituents as M-n‘z or Nﬂez, are plotted against % de—
termined experimentally (ax from ref.[36]1) the regression is
very good [?11]

a'(34b) = 0.930’(“9) + 0.03 (35)
with correlation coefficient r=0.986 .
Thus, the old oy (called by Topsom et al. [92,93] or) are very
well supported by the theoretical model and visualize well the

mechanism of interaction. =

B) Substituent Electronegativity Parameters as a measure of o—
inductive effect
Electronegativity of substituent represents the power of
the atom (or a group of atoms constituting the substituent) in
a molecule to attract electrons. Mariott et al. [92] have re-
cently suggested to use the charge at H-atom in ¥-X systems as
a quantitative measure of substituent electronegativity. Thus
substituent electronegativity constants were defined as:
o = 1 - g(H) (34)
It was shown that ax correlates well with electronegativity of
Allred and Rochow [93]1-and Boyd and Marieus [941 but rather
poorly with Ot Thus it is worth mentioning here that a-x and L
express two independent mechanisms of “inductive" effects which
may affect the reaction site without participation of [-elec—
trons. The transmission of o-inductive effects is not important
beyond the second atom ([(46,87-891. Such ax values thus provide
a simple and well-defined scale of electronegativity-correspon-

ding to o—inductive effect, for a wide range of substituents.



C) Theoretical Scale of Substituent Resonance Parameters (a:)
Thearetical scales of resonance effects are more difficult
to define since the resonance effects vary according to the I-
-electron demand of the substrate to which the substituent is
attached [68]. Thus, the [-electron response of a substituent
when attached to an unperturbed benzene ring (a:) may be marke-
dly different from that attached to MN-electron — attracting (o)
or N-electron — donating w0 systems. Substituent X attached
to a -electron system such as benzene or ethens changes their
N-charge and these changes are the measure of the resonance
effect of a: - types
o: = a }'.‘Aqn + b 37
a,b - coefficients depend on the level of basis set; for 4-31G,
a=0.004 and b=0.075 . a: are experimental values of IR intensi-
ty for mono-—substituted benzenes [93] and ZAqn is a sum of [-
electron changes at all carbon atoms in benzene ring (or ethene

skeleton).
D) ab initic Interpretation of Hammett’'s o’ and LA

From the very beginning quantum chemistry had been applied
to interpret Hammett's % and op [946]1. Recently Hammett’s clas-—
sical P and ap have been successfully treated by triple para-
sater regression with Mulliken (- and o— or total charge densi-
ties on meta and para C~ and H- atoms.

% o = 282" + 58a% + cag™ + d 38

The results obtained for 12 meta and 10 para data points

were surprising.
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The maost effective explanatory parameters for para positions
are nq““ = Aqa + Aqn and, to a lesser extent, bqn (88.6 and
88.3%4 of explained variance in ap). 14 both these parameters
were used together the percentage of variance explained by this
model rose up to 94.5% . Separation of Aq into Aqa and Aqn is
not effective and hence corroborates with the former finding by
Taft [98]1 and Exner [99] that the ratio of ¢ to Il contributions
for substituent effects in para positions is close to 1.

A much more difficult situation is for meta position. The
most effective single parameter regression for o, is that with
Aq“: it explains 85.8% of variance. The addition of Aqa and Aqn
as explanatory parameters ends up with explanation of the total
variance in -3 equal to 96.1%X . In this regression, except for
Aqn. the contribution due to ¢ electrons is three times greater
than that for [-electrons. It is in a good agreement with the
finding of Charton [(57] where the per cent of co—-electron effect
in o was estimated as 724 .

The theory for generalized substituent effects has been
reviewed by Taft [100] in a form of three parameter equation:

E86 = Paly % B % by (39)
in which al, a-r and a" describe : substituent resonance or n-
electron delocalization, substituent field/inductive effect and
substituent polarizability effect, respectively. Substituent
constants were calculated by the STO-3G minimal basis set me-
thod for proton transfer reactions of amines and anilines. A si-
milar general discussion of substituent effects in terms of

partial electrical effects was performed by Charton [1011].



= 1LhY =

9. SUBSTITUENT EFFECT ON THE GEOMETRY OF MOLECULES

Due to the enormous development of both computers and X-ray
difractometry techniques, a large number of relative by precise
data on the geometry of substituted systems appeared in the
last decades. Then a few attemps at their rationalization have
been published. Hence, because of their importance for a better
understanding of the relationships between structure {(geometry)
and reactivity of the substituted species, the most significant
results are shortly presented in this section.

The first complete and still important approach was that
presented by Dosenicano, Vaciagoc and Coulson [102,103]1 who
found that in substituted benzene derivatives the substituent
affects chiefly the o—angle at ipso carbon atom in the ring and
both a-bonds. These changes may be rationalized by use of

either the Walsh rule [104,105] or VSEPR - model

X
[106]. Then it was found that the a—angle may be
a
h linearly related to the electronegativity of X
< its inductive substituent constant [107]1. More
Y

recently it has been shown that if a guantity
defined as A=b-a, (i.e. the difference between b- and a—- bond
lengths) varies linearly with a for mono- and symmetrically
para-disubstituted benzenes [108]. This is an evident support
for using the Walsh rule to interpret the substituent effect in
mono—~ and parc-disubstituted benzene derivatives, provided
para-disubstituents do not interact by the [I-electron
cooperative effect (through-conjugation).
Another important step forward was made by Norrestam and

Schepper [109]1 and Domenicanoc and Murray-Rust {110]. They have
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introduced a concept of angular substituent parameters, Aa, Af3,
4y and AS, which describe the difference between angles u,:‘?.y
and 6 in monosubstituted benzene derivatives and in benzene
itself. These quantities permit to predict substituent effects
on the geometry (angles) in the ring provided there are no
strong steric or M-electron interactions between the substi-
tuents in question. Two lists of angular parameters have been
published. One of them is based on mono- or weakly interacting
parae-disubstituted benzene derivatives [110]1 and it is prefe-
rentially recommended to study the additivity of substituent
effect on the geometry of the substituted species. The other
[109] is based on a variety of polysubstituted benzene (and
even pyridine) derivatives, including strongly interacting sys-—
tem. These angular substituent parameters may be used to repro-—
duce the geometry of a relatively wide range of substituent
species. The problem arises however for substituents which are
built up of three atoms bearing MN-electrons - their [I-electron
system may either interact with that of benzene ring if the
planes of both systems are nearly parallel, or their mutual
interactions are hindered, if their planes are far from copla-
narity. This problem is not solved in general, but Norrestam
and Schepper [101] estimated angular substituent parameters for
two kinds of nitro- groups: coplanar (or nearly coplanar) and
bent (with angles of bend p235°). Application of these parame-—
ters to interpret intramolecular interactions between the sub-
stituents is presented in a few recent papers [26,29,111-1131.
Some new parameters have recently been estimated as well, Ffor

acetoxy~group [29] and for COO —-group [1141].
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In the case of para-substituted benzene derivatives with
strongly interacting substituents it was found [26,115,1141]
that the angles at the substituted carbon (a and &) do not fol-
low the additivity rule, and often highly surpass the predic—
ted value. Since these angles are expected to depend less an
M-electron than on o-electron effects it appears that much more
sensitive quantities to study the through-conjugation effect
are the A-values, defined as A=b-a or ZA=(b-al+(b-c). It has
been found recently [108] that the quantity £A depends linearly
on ¢' values of the substituent being the [M-electron donor,
whereas the dependance on ¢ is completely insignificant. This
is an important result since it seems to suggest that the -
-electron donating substituents affect the geometry (bond
lengths) of the ring much more effectively than the [I-electron
accepting ones of the para-counter substituent. At present it
may be said that geometrical features of the molecules (valence
angles and bond lengths) affected by the substituent are rela-
ted in a regular way to substituent parameters described in
principle in terms of molecular reactivity. However, it should
be also pointed out that the above-mentioned geometrical para-
meters may be subject to intermolecular interaction in the
crystal lattice (11461 and then may be contaminated by an un-
known uncertainty of the parameter in question. Hence only the
most precise data should be taken for any structure-reac-
tivity analysis and throughly examined from the point of view
of close intermolecular contacts which may be a source of de-

formations [117].



10. CONCLUSIONS AND RECOMMENDATIONS

In our opinion the application of eq. (1) or its modifica-
tion is most fruitful for two purposes: (a) prediction of data
unavailable from direct measurements and (b) interpretation of
experimental data for less know processes and reaction series.

For the former purpose (a) a multiparameter version of (1)
is most profitable for its low values of estimated standard de-
viation, i.e. for its relatively high precision of prediction.
For the latter purpose (b)), eq. (1) should be used either as a
linear model of similarity through analysis of deviating points
or as a multiparameter version of (1) but with the certainty
that no colinearity exists between the explanatory parameters.
If this condition is not exactly fulfilled the step with reg-
ression as shown by equations (9-146) should be applied. It is
important to use high quality data as explanatory parameters.
In many compilations one' can find many possible parameters for
a given variable and manipulation with them may increase the

risk of improper interpretation.
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APPENDIX
STATISTICAL COMMENTS ON USING
CORRELATION AND REGRESSION ANALYSIS
by K. Wozniak® T. M. Krygowski®and R 1. Zalewski®
a> Department of Chemistry, University of Warszawa,
02-093 Warszawa, Pasteura 1, Poland.
b> Department of General Chemistry, Academy of Economics,
Poznar, Poland.

It is clear from the preceding review that estimation of
goodness of fit applied in GAOC' is most often arbitrary.
Moreover, statistics as a tool is not commonly known to
chemists invelved in CAOC. The aim of this appendix is to
apply the statistical point of view to the problems
encountered in CAOC. In CAOC papers a technique most  often
used to optimize the model to the data is the least-squares
fitting, and for estimating the quality of fit the following
two parameters are used:i{(ad correlation coefficient R, and
(b> estimated standard deviation from the model. This
appendix offers a somewhat broader lock at the problem of
(1> goodness of fit, di> significance of correlation between
variables in question, (iii> range estimation of correlation
coefficient.
QUALITY OF FIT

Let us build up a mathematical model for our
experimental data. Let this model be a function of variable X

and parameters (3, i.e. Y= f(X,3. Let X and /3 be - depending

*correlation Analysis in Organic Chemistry.



on the need of interpretation and context of a research -
elther scalars or vectors. For n experimental data Yy

YyrerY we have n explanatory parameters ie.

M, Koy K
n 1'72 n'

n pairs ((x 2, i=1,2,..,n. Our purpose is to find the

7Y
best, estimates b of parameters [ of the model in question. It
is commonly accepted that the model is the better the lower

are the differences einylwt'(x b). They are called residuals
>

i
and estimate an error of the model in the sample. There are

many possible quantities QI[11 estimating joint error of the

model, but. the most convenient and most often applied are 1

and (2>
Q= z|y1-f(x!,b)|z >
1
Q = Ew, |y, ~rox b %, @
i

where wi are weights.

Mathematically this is convenient due to the continuity of
the derivatives, hence minimization of Q in this case is much
facilitated and leads to the least-squares method. In the
case of normal distribution of errors £y and a linear model
Y-ﬁo-i-ﬁl)(, this minimization is equivalent. to the most.
reliable optimization. However, even in the least-squares
methed, there exists a problem of choice of the function of
error. Deviation of the point from the line may be measured
in three ways: perpendicularly to X- or Y- axes or
perpendicularly to the line. The most often used procedure is
the first case, since x-values are asummed to be not biased
by any errors and only the error in y is taken into

account. If the errors of y, are known one can use the

welghted regression.



MEASURES OF DEPENDENCE

For any two samples of elements characterized by two
parameters y and x, for n points (x‘_.yl) {i=1,2,..,n», it is
possible and convenient to define a measure of mutual
dependence &<X,Y>. Renyi (1,21 has given conditions to be
fulfilled by this kind of measure and the most often used
parameter describing this mut.ual dependence is the
correlation coefficient. It has got, however, its pros and
cons. One of its shortcomings is that for extremal values,
ie. close to O or #1 its value is not too sensitive for
goodness of fit. The correlation coeficient R for a sample
(x‘,yl), i=1,2,..,n is an estimate of the true correlation
coeficient. p of the total population <(which in principle is

infinite). By definition:

cov(X,Y>
PY> = e (Xvar (V> 32
The point estimate for pX,Y> for a given sample (x‘,yl),
i=1,2,...,n is defined as follows:
b - -
i!::x‘-x)Cy‘—y) o =
= 1 = 1
R — X = ;.E X, ¥ - = b Y, 4>
=4 =4

n _.n - 5
< Tk -x> gy, —y2 D
i=a " T
It is worth recalling that R%100 is a percent. of variability
of one variable (say Y> explained by the other one <(X> and it
is often called a determination coefficient. In other words,
R*x100, described % of the var<Y), 1is explained by the meodel
based on explanatory parameter X. It should be emphasized
that correlation coefficient R of the sample (X,Y)> is only an

estimate of X, Y> for a total population which is, of

course, unknown. Since R(X,Y)> is a function of the size of



the sample <and of the sampling process as well> the
estimated correlation coefficient. R may be considered as a
random variable. Its distribution is given by a rather
complicated function and hence this distribution is not often
applied 1in practice. Fortunately, for large samples the
distribution of R is approximat.ely close to normal
z 1/2 : -
Np,(1-p" 2/(n> " 7). However, for t.his approximation,
particularily for !p|: 1, very large samples <large n) are
required. Much more common in use is an approximation given
by Fisher [3,4]1 :
1+R

Z2= (1/2)].n'—’“_—‘.'= arctanh R. (€3]

In this case the random variable Z is approximately normally

distributed, and the formulas presented below work:

2

1vp ] 3-p
EZ = (1/720In—— + ———{1 - +..2, (€3]
i-0 Z2(n+3) 4(n-3)
2 z
5 1 P z-cp" +ap
DZ m —1 - = I ———— D 7>

2
n=3 Z(n-3) G(n—-3)

where E stands for expectation value of the random variable Z
and D® stands for the variance of 2. It resuits from the
above formulas that random variable 'Z—:D; is approximately
normally distributed NCO,13; this approximation is
satisfactory even for n220. Two other measures of dependence
C(relatively popular, but not used in CAOC papers) are
Kendall’s coefficient 7 and Spearman’s coefficient e Both
are superior to the correlation coefficient since they work
correctly independently of the distribution of X and Y. Hence
they are used as a ground for numercus non-parametric tests.
Applying these coefficients instead of correlation
coefficient p is particularly advantageous in those cases

when we do not have any information about. the distribution of



the random variables, or when due to paucity of data we can
not verify the hypothesis about their normality. If we cannot
verify this hypothesis, we have to introduce into our model
additional assumptions which obviously weakens our model. If
observables x, and ¥ in the formula for R <(eq4> are
replaced by their ranks we get Spearman’s rank coefficient ro
{41
RANGE ESTIMATION OF pdX,Y>

The point. estimation R of correlation coefficient. does
not give any information about the precision of this
estimate. This is only possible by use of range estimation of
p. Any two quantities ¢1 and ¢zsuch that

P(:ﬁ‘ < p < g y=i-a®>

determine a confidence interval (¢‘,¢2) for a correlation
coefficient p at the level of confidence 1-a. In order to
estimate this kind of confidence level for o we may use one
of two ways:
> applying graphic nomograms available in many statistical
tables,
(1> direct application of the above-mentioned approximations
of p~distribution.
SCHEME FOR PRECEDING

Let us have a known correlation coefficient R. We
transform it into Zl using Fisher’s formula. In the first
approximation DZ is only a function of the size of the
sample n. One can easily estimate confidence interval for Z-:

Z.-k(a)DZ < Z‘ < Zlv&k(a)DZ, w>

where k(o> is a coefficient dependent on significance level

o. Then the upper and lower limits of the confidence interval



for Zn can be transformed into upper and lower limits for
confidence interval for R applying the reverse function

defining Zl. We use then:

e = 1
] <100
2
e® +1

SIGNIFICANCE OF THE CORRELATION

If the n-element sample is taken from a general
population with two-dimensional normal distribution with
p=0,i.e. if X and Y are uncorrelated i.e. independent, thena>

a random variable

172
|R| tn-2>
f ™ —— an
1/2
«¢1-R*>
is characterized by Student’s distribution t with n-2

degrees of freedom [1,41,

¢b> a random variable R® has a standard fi-distribution with

parameters p=1-2, qu{1/2)X{n-2),

(c) statistics F-Lz-(n—Z) has a Snedecor distribution with
1-R

1 and n-2 degrees of freedom.

In general, if in m-dimensional normal distribution the

multiple correlation coefficient p© is zero then the estimated

determination coefficient Rz, from a sample built up of n

elements (n > m), has a standard 2 distribution with

parameters p={1-2>Im-1) and g={1/2>{n-m) and a statistics

R? n-=m
F= DS 2>

1-g?
has Snedecor distribution with m-1 and n-m degrees of

freedom.This conclusion permits to formulate a null

hypothesis:



H: p=0 13>
contrary to an alternative hypothesis:
K: p=0 Cor K: p >0, or K:p <0 ) 4>
Then in order to determine the =significance of correlation
in the general population we calculate one of the
2

above-mentioned statistics from the sample de. t, R° or F),

accept a given level of significance a and find in

statistical tables the values of t ,R or F i
ayn-2 oLp,q Oty m=1,n-m

Having compared the values of statistics obtained from the
sample with table-values we may either reject the null
hypothesis H or we state that we have no arguments to reject
it. If the value of statistics from the sample is greater
than that from the table then we reject H and state that
correlation is significant at, level o In this sense
investigation of the significance of correlation is
equivalent. to that of the significance of a regression.
Nonparametric equivalents of tests described above are
Spearman’s R- and Kendall’s T - testsi4).
DISTRIBUTION OF RESIDUALS AS A MEASURE OF ADEQUACY FOR
A LINEAR MODEL

An important problem in CAOC is how far a description of
the data by the model is adequate. The answer to this
question may be given by analysis of residuals. Let. E1 be
random variables whose realizations are errors of the model
£ . Assuming thatfil:

i

1 E‘ are random variables with expectation value E(El>-o

2
and variances ¢,

11> B1 and E, are uncorrelated, i.e. cov(E ,E >=0 for i=j,
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111> Ejare normally distributed N(0,0> for i=1,2,.,n.



we may get information about distributions of estimates l:o
and b1 of the model parameters 1?0 and {31. With those
assumptions in mind boand h:’ obtained by minimization of e:
(e‘ is an estimate of an error of the model a\\), are random
variables normally distributed. This results from the
consideration that IEIi and Ej are independent. random
variables. After computing the best estimates bo and btm\e
may ask: are the assumptions (i+iii> really fulfilled® To
verify the shape of distribution it is convenient to use
appropriate tests, eg. 12 or the Koitmogorov one and .in
the case of normal distribution, the Shapiro-wilk[5]
test.However, to verify the assumption about the lack of
correlation between Ei and Ej it may be concluded that from
the assumption cov(Ei,E >=0 it results that both cov(Y,E)=0

]

and cov{(X,E)=0. This means that residuals E should not be
correlated with any of the variables X or Y. It may help to
decide whether or not the model applied is a proper one, and
if not, whether it should be extended. In many cases it is
sufficient to make a visual estimation of the dependence e
vs. X or e vs. Y. If any regularity is observed in these
plots it means that the linear model is too poor and should
be extended {into planar or another one).
CORRELATIONS BETWEEN EXPLANATORY VARIABLES IN THE CASE OF
MULTIPLE REGRESSION

In many cases linear regression is too weak to explain
the total wvariance of variable ¥ then the multiple
regression with a few sets of explanatory variables is
applied. It is important to comment now that from the

statistical point of view there is no distinction between



explanatory variables 3(1, i=1,2,...n, and the wvariable to be
explained, Y. Statistics does not investigate any
reason-result relations. This distinction 1is important for
cases of similarity models (CAOC-people are of this kind);
the less recognized experimental data are to be described by
much more known ones. On the basis of strong dependence
estimated statistically a physico-chemical conclusion may be
drawn. Taking this into account to study residuals we

formulate the multiple regression as below:

X= B, X 448 X, 15>
where ri“c is the regression coefficient for wvariable xk,
Thus:
- x’—;?l . lxz-ﬁ‘ i !x.—...-ﬁ‘,"x" €16>

is an error of the model for variable X‘. Estimates of ﬁi.k
are found by the least-squares method. Similarly, as it was
mentioned for the linear model, it is possible to show that
with the same general assumptions £, should not be correlated
with any of the variables xl,x:,...,xh. A question which
often appears in CAOC reasearch is: how far are the
“explanatory"” variables intercorrelated? To answer |(t, let us
choose any two variables, say )(l and Xz» If we do not take
into account. the existence of other variables involved in the

multiple regr ion the ire of c lation between them

is a well known correlation coefficient p(X. ,XZ)A If,
however, the variability of X‘ and Xz is taken into account
as certain contributions to the wvariability of all variables
involved in the multiple regression then the measures of
these contributions are given by the errors €, end czu].Wa

have:



" X‘— ¥, 3)(3_ Y. 4)(‘““‘-7: # hxn e
- Xz-' r, ' axn— z, . ‘X.-“r}«z . "X“ 18>
where » are estimates of /3 The correlation coefficient.

between these errors may be taken as a measure of correlation
bet.ween X’. and )(z after elimination of a certain wvariability

due to x‘,xz,....x This quantity is known as a partial

=
correlation coefficient and is defined as follows:
E(si,¢:2>

s T T
p!.,t- 1,2 s

CEce?rECE2>
4 z

Howewer, an error 5‘ may also be written as s’- K‘- X‘, where
=

x’. is the best regressional estimate of Xx. The correlation
coefficient. p“z ; between X‘ and X’ is called a multiple

e o
correlation coefficient and may be used as a measure of

linearity of the model used:

ECX X >
1771
pi(!.. ” .m- ~2 1,2 <o
(E(Xf)scx’))
Evidently, the estimates from the sample of these

correlation coefficients may be expressed in a simple way via
the estimates of the correlation coefficients from the
sample,which are expressed by use of X and yL.
CONCLUSIONS

1> In order to estimate the significance of a given
regression it is better to use the tests mentioned above
than to wuse arbitrary scales of R (suggested by e.q.
Jarfél61> or any other arbitrary procedure.
2> In order to estimate the utility d.e. predictive power)
of the regrresion it is safe to use Rz- it gives ¥ of the

total variance explained by the model -with its range



estimate.

3> In the case of multiparameter regressions used in the
model of similarity it is necessary to search indepedency of
the explanatory parameter sets.

4) In general it is adventagous to verify the shape of the
distribution of the variables taken into consideration: if
the distribution is known then we may use parametric tests,
and if not - then non-parametric tests should be used to
verify the significance of the correlation.
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