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Chapter 1

Spectral theory

If A is a complex unital algebra then we denote by G(A) the set of elements
which have a two sided inverse. If z € A, the spectrum of x is

oa(z) ={AeClz-AgGA)}.
The complement of the spectrum is called the resolvent and denoted p4(x).

Proposition 1.0.1. Let A be a unital algebra over C, and consider x,y € A.
Then oa(xy) U{0} = o4(yx) U{0}.

Proof. If 1 — zy € G(A) then we have
(1—y2)(1+y(l —ay)~'2) =1 -y +y(1 - 2y) "'z — yay(l - 2y) "'z
=1—yr+y(l—ay)(1l—xy) 'z =1
Similarly, we have
(1+y(1—zy) " 2)(1 —yz) =1,
and hence 1 — yz € G(A). |

Knowing the formula for the inverse beforehand of course made the proof
of the previous proposition quite a bit easier. But this formula is quite natural
to consider. Indeed, if we just consider formal power series then we have

(I—y2) ™ =D (o) =1+y>_(ey))e =1+ y(1 —ay) 'z,
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1.1 Banach and C*-algebras

A Banach algebra is a Banach space A, which is also an algebra such that

eyl < [l

An involution * on a Banach algebra is a conjugate linear period two anti-
isomorphism such that ||z*|| = ||z||, for all z € A. An involutive Banach
algebra is a Banach algebra, together with a fixed involution.

If an involutive Banach algebra A additionally satisfies

l* ]| = =%,

for all z € A, then we say that A is a C*-algebra. If a Banach or C*-algebra
is unital, then we further require ||1|| = 1.

Note that if A is a unital involutive Banach algebra, and = € G(A) then
(x71)* = (z*)7!, and hence o4(z*) = o4(2).

Lemma 1.1.1. Let A be a unital Banach algebra and suppose x € A such
that ||1 — z|| < 1, then z € G(A).

Proof. Since |1 —z|| < 1, the element y = Y7 (1 — x)* is well defined, and
it is easy to see that xy = yr = 1. [

Proposition 1.1.2. Let A be a unital Banach algebra, then G(A) is open,
and the map x — x~ ' is a continuous map on G(A).

Proof. It y € G(A) and ||z — y|| < |Jy"|| then ||1 — 2y~!|| < 1 and hence by
the previous lemma zy~' € G(A) (hence also z = zy~'y € G(A)) and

ey Ml <> N1 —2y "
n=0

> 1
<N Ny My — =" = :
HZ:O L=yl ly — =l

Hence,

et =y~ = llz ™ (y — )y
B B R HITTI < ly~ |
< lly™ (y) " llly~lllly — =l < 5

= lly~Hlllly = =]

Thus continuity follows from continuity of the map t — 1!y||;—1*”12\\tt’ at t =
0.

|y — z]|.
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Proposition 1.1.3. Let A be a unital Banach algebra, and suppose x € A,
then oa(x) is a non-empty compact set.

Proof. If ||z|| < |A| then § — 1 € G(A) by Lemma 1.1.1, also o4(x) is closed
by Proposition 1.1.2, thus o4(z) is compact.

To see that 0 4(x) is non-empty note that for any linear functional p € A*,
we have that f(z) = ¢((z—2)7!) is analytic on p4(z). Indeed, if 2, zg € pa(x)
then we have

(z—2)" = (r—2)"=(@—2)" (2 —2)(x—2)"

Since inversion is continuous it then follows that

o 1) = £(0)

Z—r20 Z — ZO

= o((z — 2)).

We also have lim,_,o, f(2) = 0, and hence if 04(z) were empty then f would
be a bounded entire function and we would then have f = 0. Since p € A*
were arbitrary this would then contradict the Hahn-Banach theorem. [

Theorem 1.1.4 (Gelfand-Mazur). Suppose A is a unital Banach algebra
such that every non-zero element is invertible, then A = C.

Proof. Fix z € A, and take A € o(x). Since x — A is not invertible we have
that x — X\ = 0, and the result then follows. [ |

If f(2) = >_p_, axz" is a polynomial, and = € A, a unital Banach algebra,
then we define f(z) = >_}_,ara” € A.

Proposition 1.1.5 (The spectral mapping formula for polynomials). Let A
be a unital Banach algebra, x € A and f a polynomial. then o(f(z)) =

f(oa()).
Proof. If X € o4(z), and f(z) = Y} _, arz" then

f(x) = FO) =Y a(a® = A*)

k—1
=(z—\) Zak ij)\k_j_l,
k=1  j=0
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hence f(A) € oa(x). conversely if u & f(oa(z)) and we factor f — p as
f=p=on(z—X) - (z—X),

then since f(A) — p # 0, for all A € ga(x) it follows that \; & oa(x), for
1 <i<mn, hence f(z) —p € G(A). |

If A is a unital Banach algebra and = € A, the spectral radius of x is

r(z) = sup |A|
A€o a(x)

Note that by Proposition 1.1.3 the spectral radius is finite, and the supre-
mum is attained. Also note that by Proposition 1.0.1 we have the very useful
equality r(zy) = r(yz) for all z and y in a unital Banach algebra A. A priori
the spectral radius depends on the Banach algebra in which x lives, but we
will show now that this is not the case.

Proposition 1.1.6 (The spectral radius formula). Let A be a unital Banach
algebra, and suppose v € A. Then lim,, . ||2"||*/™ ezists and we have

r(z) = lim ||z"]|Y".
n—oo

Proof. By Proposition 1.1.5 we have r(z") = r(z)", and hence

(@) < =",
showing that r(z) < liminf, . |27/
To show that r(z) > limsup,,_, ., [|z"||'/", consider the domain Q = {z €
C | |z| > ()}, and fix a linear functional ¢ € A*. We showed in Propo-
sition 1.1.3 that z — ¢((z — 2)7!) is analytic in  and as such we have a
Laurent expansion

1/n

[e.e]

Pz =32,

n=0

for |z| > r(z). However, we also know that for |z| > ||z|| we have

Az - =3 20,
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By uniqueness of the Laurent expansion we then have that

o)

pllz—) =Y A

for |z| > r(x).
Hence for |z| > r(z) we have that limnﬁm“"(%‘;l) = 0, for all linear
functionals ¢ € A*. By the uniform boundedness principle we then have

lim, o0 Hw‘;‘nll\ =0, hence |z| > limsup,,_, ||z"||*/™, and thus
r(z) > limsup ||"||*/". |
n—oo

An element z of a involutive algebra A is nmormal if z*z = zx*. An
element z is self-adjoint (resp. skew-adjoint) if z* = = (resp. z* = —x).
Note that self-adjoint and skew-adjoint elements are normal.

Corollary 1.1.7. Let A be a unital involutive Banach algebra and v € A
normal, then r(z*x) < r(z)?. Moreover, if A is a C*-algebra, then we have

equality r(z*z) = r(x)?.

Proof. By the previous proposition we have
r(z*x) = lim [[(*2)"|Y" = lim ||(z*)"2"|Y" < lim [|2"]|*" = r(z)>.
n—oo n—oo n—oo

By the C*-identity, the inequality above becomes equality in a C*-algebra.
|

Proposition 1.1.8. Let A be a C*-algebra and x € A normal, then ||z|| =

r(x).

Proof. We first show this if z is self-adjoint, in which case we have ||z
|z||?, and by induction we have ||z*"|| = ||z||*" for all n € N. Therefore,
lf| = Ty, po [l |** = r(2).

If x is normal then by Corollary 1.1.7 we have

I =

l2[|* = lla"z]| = r(z"z) = r(2)*. u

Corollary 1.1.9. Let A and B be two unital C*-algebras and ® : A — B
a unital x-homomorphism, then ® is contractive. If ® is a x-isomorphism,
then ® is isometric.
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Proof. Since ® is a unital x-homomorphism we clearly have ®(G(A)) C
G(B), from which it follows that og(®(z)) C oa(z), and hence r(®(x)) <
r(z), for all x € A. By Proposition 1.1.8 we then have

[2@)[I* = [[@(z"2)]| = r(®(2"2)) < r(az) = ||l2"z|| = [

If ® is a *-isomorphism then so is ®~! which then shows that @ is iso-
metric. [

Corollary 1.1.10. Let A be a unital complex involutive algebra, then there
is at most one norm on A which makes A into a C*-algebra.

Proof. If there were two norms which gave a C*-algebra structure to A then
by the previous corollary the identity map would be an isometry. [ |

Lemma 1.1.11. Let A be a unital C*-algebra, if x € A is self-adjoint then
oa(x) CR.

Proof. Suppose A = a+ i3 € oa(x) where a, § € R. If we consider y =
r — « + it where t € R, then we have i(6 +t) € 04(y) and y is normal.
Hence,

B+ <r@?*=yl* = llyy
=[[(z — )’ + || < ||z — of® + 7,

and since t € R was arbitrary it then follows that 5 = 0. [ |

Lemma 1.1.12. Let A be a unital Banach algebra and suppose x & G(A).
If z,, € G(A) such that ||z, — z|| — 0, then ||z, || — oo.

Proof. 1If ||z, !|| were bounded then we would have that ||[1 — zx!| < 1
for some n. Thus, we would have that zz;' € G(A) and hence also x €

G(A). n

Proposition 1.1.13. Let B be a unital C*-algebra and A C B a unital
C*-subalgebra. If x € A then oa(x) = op(z).

Proof. Note that we always have G(A) C G(B). If z € A is self-adjoint such
that ¢ G(A), then by Lemma 1.1.11 we have it € pa(x) for t > 0. By the
previous lemma we then have

=

fim (i)™ = oc,
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and thus z € G(B) since inversion is continuous in G(B).
For general © € A we then have

reGA) er'reGA) & x'r € G(B) < x € G(B).

In particular, we have o4(z) = og(z) for all z € A. [

Because of the previous result we will henceforth write simply o(z) for
the spectrum of an element in a C*-algebra.

Exercise 1.1.14. Suppose A is a unital Banach algebra, and I C A is a
closed two sided ideal, then A/I is again a unital Banach algebra, when
given the norm |la + I|| = infye; [|a + y||, and (a + I)(b+ 1) = (ab+ I).

1.1.1 Examples

The most basic example of a C*-algebra is found by considering a locally
compact Hausdorff space K. Then the space Cy(K) of complex valued con-
tinuous functions which vanish at infinity is a C*-algebra when given the
supremum norm || f|le = sup,ex |f(z)|. This is unital if and only if K is
compact. Another commutative example is given by considering (X, u) a
measure space. Then we let L>(X, ) be the space of complex valued essen-
tially bounded functions with two functions identified if they agree almost
everywhere. This is a C*-algebra with the norm being given by the essential
supremum.

For a noncommutative example consider a Hilbert space H. Then the
space of all bounded operators B(H) is a C*-algebra when endowed with the
operator norm [|z|| = supgeyy ¢1<1 |76 ]]-

Proposition 1.1.15. Let H be a Hilbert space and suppose x € B(H), then
lz*z| = ||z

Proof. We clearly have ||z*z|| < ||z*||||z]]. Also, ||z*|| = ||z since

lzl = sup  [@gm[=  sup  [{§ @] = =7
Emett el <t EmetL gl Inll <1



14 CHAPTER 1. SPECTRAL THEORY

To see the reverse inequality just note that

lzfI* = sup (€, x€)
cerel<1

< sup (@ 2
Emer €l Inll<1

= sup (@R, n)| = |27l u
Emet gl Inl <1

1.2 The Gelfand transform

Let A be a abelian Banach algebra, the spectrum of A, denoted by o(A), is
the set of non-zero continuous homomorphsims ¢ : A — C, which we endow
with the weak™-topology as a subset of A*.

Note that if A is unital, and ¢ : A — C is a homomorphism, then it follows
easily that ker(¢) N G(A) = (). In particular, this shows that ¢(z) € o(x),
since © — p(z) € ker(p). Hence, for all z € A we have |p(z)| < r(z) < ||z].
Since, ¢(1) = 1 this shows that ||¢| = 1. We also have ||¢|| = 1 in the
non-unital case, this will follow from Theorem 2.1.1.

It is easy to see that when A is unital o(A) is closed and bounded, by the
Banach-Alaoglu theorem it is then a compact Hausdorff space.

Proposition 1.2.1. Let A be a unital abelian Banach algebra. Then the
association ¢ — ker(p) gives a bijection between the spectrum of A and the
space of maximal ideals.

Proof. 1f ¢ € 0(A) then ker(y) is clearly an ideal, and if we have a larger ideal
I, then there exists x € I such that ¢(z) # 0, hence 1 —x/p(z) € ker(p) C 1
and so 1 = (1 —z/p(x)) + x/¢(x) € I which implies I = A.

Conversely, if I C A is a maximal ideal, then I N G(A) = () and hence
|1 —y|| > 1 for all y € I. Thus, I is also an ideal and 1 ¢ I which
shows that I = I by maximality. We then have that A/I is a unital Banach
algebra, and since [ is maximal we have that all non-zero elements of A/l are
invertible. Thus, by the Gelfand-Mazur theorem we have A/I = C and hence
the projection map 7 : A — A/I = C gives a continuous homomorphism with
kernel 1. n

Corollary 1.2.2. Let A be a unital abelian Banach algebra, and x € A\
G(A). Then there exists ¢ € o(A) such that p(x) = 0. In particular, o(A)
18 a non-empty compact set.
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Proof. 1f x ¢ G(A) then the ideal generated by x is proper, hence by Zorn’s
lemma we see that x is contained in a maximal ideal I C A, and from
Proposition 1.2.1 there exists ¢ € o(A) such that I'(z)(p) = p(z) = 0.
Considering x = 0 shows that o(A) # 0. We leave it as an exercise to
see that o(A) is a weak*-closed subset of A*, which is then compact by the
Banach-Alaoglu theorem. [ |

Suppose A is a unital C*-algebra which is generated (as a unital C*-
algebra) by a single element x, if A € o(x) then we can consider the closed
ideal generated by x — X\ which is maximal since = generates A. This therefore
induces a map from o(z) to o(A). We leave it to the reader to check that
this map is actually a homeomorphism.

Theorem 1.2.3. Let K be a compact Hausdorff space. For each k € K
denote by ¢ : C(K) — C the homomorphism given by oi(f) = f(k), then
K>k~ ¢ € 0(C(K)) is a homeomorphism.

Proof. Since C(K) separates points it follows that k — ¢y is injective. If
{k;} C K is a net such that k; — k, then for any f € C(K) we have
ok, (f) = f(ki) = f(k) = vr(f), hence ¢, — ¢ in the weak*-topology.
Thus, k£ +— ¢ is continuous and then to see that it is a homeomorphism
it is enough to show that it is surjective. Which, by Proposition 1.2.1 is
equivalent to showing that for every maximal ideal [ in C'(K) there exists
k € K, such that [ = {f € C(K) | f(k) =0}.

Suppose therefore that I C C'(K) is an ideal such that I ¢ {f € C(K) |
f(k) = 0}, for any k € K. Thus, for every k € K there exists fr € I\ {f €
C(K) | f(k) =0}. If welet Op = {x € K | fe(z) # 0}, then Oy is open
and k£ € O,. As K is compact there then exists kq,...,k, € K such that
K =U" 0. If f=3" |ful? then f € I, and f(x) > 0 for all # € K.
Hence, f is invertible, showing that I = C'(K) is not proper. [

Let A be a unital abelian Banach algebra, the Gelfand transform is
the map I': A — C(c(A)) defined by

Theorem 1.2.4. Let A be a unital abelian Banach algebra, then the Gelfand
transform is a contractive homomorphism, and I'(x) is invertible in C(o(A))
if and only if x is invertible in A.
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Proof. 1t is easy to see that the Gelfand transform is a contractive homo-
morphism. Also, if x € G(A), then I'(a)T'(a™!) = T'(aa™') =T'(1) = 1, hence
I'(z) is invertible. Conversely, if © ¢ G(A) then by Corollary 1.2.2 there
exists ¢ € o(A) such that I'(z)(¢) = ¢(x) = 0. Hence, in this case I'(z) is
not invertible. |

Corollary 1.2.5. Let A be a unital abelian Banach algebra, then o(I'(x)) =
o(x), and in particular |T'(z)]| = r(I'(x)) = r(x), for all x € A.

Theorem 1.2.6. Let A be a unital abelian C*-algebra, then the Gelfand
transform I' : A — C(0(A)) gives an isometric x-isomorphism between A

and C(o(A)).

Proof. 1f x is self-adjoint then from Lemma 1.1.11 we have o(I'(z)) = o(x) C
R, and hence I'(z) = I'(z*). In general, if € A we can write x as ¢ = a+1b
where a = Z£= and b = w are self-adjoint. Hence, I'(z*) = I'(a — ib) =
['(a) —il'(b) =T'(a) +iI'(b) = I'(x) and so I' is a x-homomorphism.

By Proposition 1.1.8 and the previous corollary, if x € A we have

2] = r(z) = r((x)) = [[T()]),

and so I is isometric, and in particular injective.

To show that I is surjective note that I'(A) is self-adjoint, and closed since
" is isometric. Moreover, I'(A) contains the constants and clearly separates
points, hence I'(A) = C(c(A)) by the Stone-Weierstrauss theorem. |

1.3 Continuous functional calculus
Let A be a C*-algebra. An element z € A is:
e positive if x = y*y for some y € A.

e a projection if z* = 2% = z.

unitary if A is unital, and z*x = z2* = 1.

e isometric if A is unital, and x*z = 1.

partially isometric if x*z is a projection.
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We denote by A, the set of positive elements, and a,b € A are two self-
adjoint elements then we write a < bif b —a € A,. Note that if v € A then
A x C Ay, in particular, if a,b € A are self-adjoint such that a < b, then
z*ax < x*bx.

Since we have seen above that if A is generated as a unital C*-algebra
by a single normal element x € A, then we have a natural homeomorphism
o(xz) = 0(A). Thus by considering the inverse Gelfand transform we obtain
an isomorphism between C'(o(z)) and A which we denote by f +— f(z).

Theorem 1.3.1 (Continuous functional calculus). Let A and B be a unital
C*-algebras, with x € A normal, then this functional calculus satisfies the
following properties:

(1) The map f — f(z) is a homomorphism from C(o(z)) to A, and if

f(2,2) = 370 —0 a; 2’2" is a polynomial, then f(x) = 30 g ajra? (x*)".

(i7) For f € C(o(x)) we have o(f(x)) = f(o(z)).
(1ii) If & : A — B is a C*-homomorphism then ®(f(z)) = f(P(x)).
() If x, € A is a sequence of normal elements such that ||z, — x| — 0,

Q is a compact neighborhood of o(x), and f € C(Q), then for large
enough n we have o(z,) C Q and || f(x,) — f(z)|| — 0.

Proof. Parts (i), and (ii) follow easily from Theorem 1.2.6. Part (iii) is obvi-
ous for polynomials and then follows for all continuous functions by approx-
imation.

For part (iv), the fact that o(z,) C  for large n follows from continuity
of inversion. If we write C' = sup,, ||z, | and we have ¢ > 0 arbitrary, then
we may take a polynomial g : 2 — C such that ||f — ¢||s < & and we have

limsup [|f(2n) = f(@)]] < 2] = gllooC + limsup [|g(zs) + g(2)]| < 2Ce.
n— oo

n—00

Since € > 0 was arbitrary we have lim,,_, || f(z,) — f(2)|| = 0. |

1.3.1 The non-unital case

If A is not a unital Banach-algebra then we may consider the space A = A®C
which is a algebra with multiplication

(z@a) (yoB) = (vy +ay+ Br) ® ap.
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If, moreover, A has an involution *, then we may endow A with an involution
given by (z @ a)* = z* @@. We may place a norm on A by setting ||z ® o =
||| + ||, and in this way A is a Banach algebra, the unitization of A, and
the natural inclusion A C A is an isometric inclusion.

If A is a C*-algebra, then the norm defined above is not a C*-norm.
Instead, we may consider the norm given by

le@afl = sup |zy+ayl|
yelyll<1

In the setting of C*-algebras we call A, with this norm, the unitization of

A.

Proposition 1.3.2. Let A be a non-unital C*-algebra, then the unitization A
is again a C*-algebra, and the map x — x &0 is an isometric x-isomorphism
of A onto a mazimal ideal in A.

Proof. The map x — = & 0 is indeed isometric since on one hand we have
|2 ® 0|l = sup,eca <1 Iyl < ||z, while on the other hand if = # 0, and we
set y = 2*/|[2*]] then we have |lo]] = llza*|[/ll2*]| = oy < lz @ O]

The norm on A is nothing but the operator norm when we view A as
acting on A by left multiplication and hence we have that this is at least a
semi-norm such that ||zy|| < ||z||||y||, for all z,y € A. To see that this is
actually a norm note that if a # 0, but ||z & «| = 0 then for all y € A we
have ||zy + ay| < ||z @ all||y]] = 0, and hence e = —z/a is a left identity
for A. Taking adjoints we see that e* is a right identity for A, and then
e = ee® = e* is an identity for A which contradicts that A is non-unital.
Thus, || - || is indeed a norm.

It is easy to see then that A is then complete, and hence all that remains
to be seen is the C*-identity. Since, each for each y € A, ||y|| < 1 we have
(yd0)(xda) e Ad 0= A it follows that the C*-identity holds here, and
SO

Iz @ a) (z @)l = |[(y®0)(z@a)(zoa)(y®0)
Iz & a)(y & 0|

Taking the supremum over all y € A, |ly|| <1 we then have

Iz®a)@ea)l>zeal® >z a)(@e o).
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Note that the C*-identity also entails that the adjoint is isometric. Indeed,
for 2@ o € A we have [z @ of? = [[(z & o) (z @ o] < [[(z & )|z & «af,
and hence [|[z®al| < ||[(x @ «)*||, and the reverse inequality then follows from
symmetry. [

Lemma 1.3.3. If A is a non-unital abelian C*-algebra, then any multiplica-
tiwe linear functional ¢ € o(A) has a unique extension ¢ € o(A).

Proof. 1f we consider ¢(z @ o) = () + « then the result follows easily. W

In particular, this shows that o(A) is homeomorphic to o(A)\ {¢o} where
©o is defined by ¢(z, ) = a. Thus, o(A) is locally compact.

If x € A then the spectrum o(z) of x is defined to be the spectrum of
£ ®0 e A. Note that for a non-unital C*-algebra A, since A C A is an ideal
it follows that 0 € o(x) whenever x € A.

By considering the embedding A C A we are able to extend the spectral
theorem and continuous functional calculus to the non-unital setting. We
leave the details to the reader.

Theorem 1.3.4. Let A be a non-unital abelian C*-algebra, then the Gelfand
transform I' : A — Cy(0(A)) gives an isometric isomorphism between A and

Co(a(A)).

Theorem 1.3.5. Let A be a C*-algebra, and x € A a normal element, then
if f € C(o(x)) such that f(0) =0, then f(x) € A C A.

Exercise 1.3.6. Suppose K is a non-compact, locally compact Hausdorff
space, and K U {oo} is the one point compactification. Show that we have a

e~ —

natural isomorphism C'(K U {oc}) = Cy(K).

1.4 Applications of functional calculus

Given any element x in a C*-algebra A, we can decompose z uniquely as a
sum of a self-adoint and skew-adjoint elements ”2’” and "3’2“"”*. We refer to
the self-adjoint elements ££%-

5— and i‘”*; £ the real and imaginary parts of z,
note that the real and imaginary parts of x have norms no grater than that
of x.

Proposition 1.4.1. Let A be a unital C*-algebra, then every element is a
linear combination of four unitaries.
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Proof. If x € A is self-adjoint and |z| < 1, then v = o + i(1 — 2*)¥/? is a
unitary and we have r = %(u +u*). In general, we can decompose z into its
real and imaginary parts and then write each as a linear combination of two
unitaries. [

Also, if x € A is self-adjoint then from above we know that o(z) C R,
hence by considering x, = (0 V ¢)(z) and x_ = —(0 A t)(x) it follows easily
from functional calculus that o(x),o(x_) C [0,00), xyx_ = z_z = 0, and
r=x, —x_. Wecall x; and z_ the positive and negative parts of x.

1.4.1 The positive cone
Lemma 1.4.2. Suppose we have self-adjoint elements x,y € A such that
o(z),o(y) C [0,00) then o(z +y) C [0,00).

Proof. Let a = ||z||, and b = ||y||. Since x is self-adjoint and o(z) C [0, c0)
we have |ja — z|| = r(a — x) = a. Similarly we have ||b — y|| = b and since
|z 4+ y|| < a+ b we have
sup {a+b—At=r((a+b)—(z+y)) =(a+b) = (z+y)|
Aeo(z+y)
<|lz—all +lly = bl = a+0b.

Therefore, o(x + y) C [0, 00). |
Proposition 1.4.3. Let A be a C*-algebra. A normal element x € A is
(1) self-adjoint if and only if o(x) C R.
(11) positive if and only if o(z) C [0, 00).
(i13) unitary if and only if o(z) C T.
(1v) a projection if and only if o(x) C {0, 1}.

Proof. Parts (i), (iii), and (iv) all follow easily by applying continuous func-
tional calculus. For part (ii) if « is normal and o(z) C [0,00) then = =
(vVx)? = (y/o)*\/ is positive. It also follows easily that if x = y*y where y
is normal then o(x) C [0,00). Thus, the difficulty arises only when x = y*y
where y is perhaps not normal.

Suppose x = y*y for some y € A, to show that o(x) C [0, 00), decompose
x into its positive and negative parts * = x, — x_ as described above. Set
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= yz_ and note that 2*z = z_(y*y)z_ = —z®, and hence o(z2*) C

(z*z) C (—00,0].

If z = a+ib where a and b are self-adjoint, then we have zz*+2*z = 2a®+
2b?, hence we also have o(z2*+2*z) C [0, 00) and so by Lemma 1.4.2 we have
o(z*2) = o((2a® + 20*) — 22*) C [0,00). Therefore o(—z3) = o(z*2) C {0}
and since z_ is normal this shows that 22 = 0, and consequently z_ = 0. W

Corollary 1.4.4. Let A be a C*-algebra. An element x € A is a partial
isometry if and only if x* is a partial isometry.

Proof. Since z*x is normal, it follows from the previous proposition that x
is a partial isometry if and only if o(z*x) C {0,1}. Since o(z*z) U {0} =
o(xzz*) U {0} this gives the result. |

Corollary 1.4.5. Let A be a C*-algebra, then the set of positive elements
forms a closed cone. Moreover, if a € A is self-adjoint, and A is unital, then
we have a < ||a||.

Proposition 1.4.6. Let A be a C*-algebra, and suppose x,y € A, such that
x <y, then \/x < \/fy. Moreover, if A is unital and x,y € A are invertible,
then y=t < 27!

Proof. First consider the case that A is unital and = and y are invertible,
then we have
y Vay 1 <1,

hence

/y 11’1/2 < ||1]1/2 -1 1/2” :T<I1/2y 11‘1/2)

_ T‘(y 1/2$y_1/2) <1.

Conjugating by =2 gives y~' < z~ 1.

We also have
ly =2 2))? = |y ey 2 < 1,

therefore

_1/4$1/2y—1/4 < ||y—1/4$1/2y—1/4|| — r(y_1/4x1/2 —1/4)

Y Y

=yt <yt <1
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Conjugating by y'/* gives z'/2 < y'/2.

In the general case we may consider the unitization of A, and note that if
€ > 0, then we have 0 < x+¢ < y+ ¢, where z + ¢, and y + ¢ are invertible,
hence from above we have

(z+e)/? < (y+2e)V2
Taking the limit as € — 0 we obtain the result. |

In general, a continuous real valued function f defined on an interval [
is said to be operator monotone if f(a) < f(b) whenever o(a),o(b) C I,
and @ < b. The previous proposition shows that the functions f(t) = v/,
and f(t) = —1/t, t > 0 are operator monotone.

Note that if x € A is an arbitrary element of a C*-algebra A, then z*x
is positive and hence we may define the absolute value of x as the unique
element |x| € A, such that |z|* = z*z.

Corollary 1.4.7. Let A be a C*-algebra, then for x,y € A we have |zy| <
l([Ty]-

Proof. Since |zy|* = y*z*zy < ||z||*y*y, this follows from the previous propo-
sition. u

1.4.2 Extreme points

Given a involutive normed algebra A, we denote by (A); the unit ball of A,
and A, the subspace of self-adjoint elements.

Proposition 1.4.8. Let A be a C*-algebra.

(1) The extreme points of (Ay)1 are the projections of A.

(13) The extreme points of (Asa.)1 are the self-adjoint unitaries in A.
(1i1) FEvery extreme point of (A)1 is a partial isometry in A.

Proof. (i) If z € (A4)1, then we have 2 < 2z, and © = 2% + (22 — 7).
Hence if x is an extreme point then we have x = 22 and so x is a projection.
For the converse we first consider the case when A is abelian, and so we
may assume A = Cy(K) for some locally compact Hausdorff space K. If x
is a projection then x = 1g is the characteristic function on some open and
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closed set E© C K, hence the result follows easily from the fact that 0 and 1
are extreme points of [0, 1].

For the general case, suppose p € A is a projection, if p = 3(a + b) then
%a:p—bgp, and hence 0 < (1 — p)a(l —p) <0, thus a = ap = pa. We
therefore have that a, b, and p commute and hence the result follows from
the abelian case.

(ii) First note that if A is unital then 1 is an extreme point in the unit ball.
Indeed, if 1 = (a + b) where a,b € (A), then we have the same equation
when replacing a and b by their real parts. Thus, assuming a and b are self-
adjoint we have %a =1- %b and hence a and b commute. By considering the
unital C*-subalgebra generated by a and b we may assume A = C(K) for
some compact Hausdorff space K, and then it is an easy exercise to conclude
that a = b= 1.

If u is a unitary in A, then the map x +— wux is a linear isometry of A,
thus since 1 is an extreme point of (A); it follows that w is also an extreme
point. In particular, if u is self-adjoint then it is an extreme point of (Ag..)1.

Conversely, if x € (Aga)r is an extreme point then if z, = %(a +b)
for a,b € (Ay)1, then 0 = z_zyo_ = $(z_az_ + x_bx_) > 0, hence we
have (a'/?x_)*(a'?x_) = x_ax_ = 0. We conclude that ax_ = x_a = 0,
and similarly bx_ = x_b = 0. Thus, a —z_ and b — z_ are in (A, ); and
z=3((a—z_)+ (b—=x_)). Since z is an extreme point we conclude that
r=a—2_=0b—x_ and hence a = b =z,.

We have shown now that x, is an extreme point in (A;); and thus by
part (i) we conclude that =, is a projection. The same argument shows that
x_ is also a projection, and thus z is a self-adjoint unitary.

(iii) If = € (A); such that x*x is not a projection then by applying func-
tional calculus to x*z we can find an element y € A, such that z*zy =
yr*z # 0, and ||z(1 £ y)||* = ||z*2x(1 £ y)?|| < 1. Since zy # 0 we conclude
that © = 3 ((z + xy) + (z — xy)) is not an extreme point of (A);. |
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Chapter 2

Representations and states

2.1 Approximate identities

If A is a Banach algebra, then a left (resp. right) approximate identity
consists of a uniformly bounded net {ay,}, such that ||ayz — x| — 0, for all
xr € A. An approximate identity is a net which is both a left and right
approximate identity. If A is a Banach algebra, then the opposite algebra
A is the Banach algebra which has the same Banach space structure as
A, but with a new multiplication given by x -y = yx. Then A has a left
approximate identity if and only if A°" has a right approximate identity.

Theorem 2.1.1. Let A be a C*-algebra, and let I C A be a left ideal, then
there exists an increasing net {ay}r C I of positive elements such that for all
x € I we have

|xay — z|| — 0.
In particular, I has a right approximate identity. Moreover, if A is separable

then the net can be taken to be a sequence.

Proof. Consider A to be the set of all finite subsets of I € A C A, ordered
by inclusion. If A € A we consider

ha=> 2w, ay=[Aha(l+][Ah)""
TEA

Then we have ay € I and 0 < ay < 1. If A < )\ then we clearly have hy < hy
and hence by Proposition 1.4.6 we have that

1 1 o1 /1 o1 /1 -1
— (= 4 h, < — | — + hy <—|—+h .
By <|X|+ ) —|A|<|A|+ ) —|A|(|A|+ )

25
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Therefore

=1 1 1+h 71<1 ! 1—I—h 71—
N YR N VR A U RN DY I A

If y € X then we have

(51— an) (1 — ax) < 3@ (1 — an)*(@(1 — an)) = (1 — ax)ha(1 — ay).
TEA

But [|(1 — ax)ha(1 —ay)|| = ||ha(1 + [Mhy) 72 < ﬁ, from which it follows

easily that ||y —yay|| — 0, for all y € I.

If A is separable then so is I, hence there exists a countable subset
{Zy}nen C I which is dense in I. If we take A\, = {x1,...,z,}, then clearly
a, = ay, also satisfies

ly — yan| — 0. u

If I is self-adjoint then we also have |layx — z|| = [|[z*a) — z*|| — 0 and
in this case {a,} is an approximate identity. Taking I = A we obtain the
following corollary.

Corollary 2.1.2. Fvery C*-algebra has an approximate identity consisting
of an increasing net of positive elements.

Using the fact that the adjoint is an isometry we also obtain the following
corollary.

Corollary 2.1.3. Let A be a C*-algebra, and I C A a closed two sided ideal.
Then I is self-adjoint. In particular, I is a C*-algebra.

Exercise 2.1.4. Show that if A is a C*-algebra such that <y = 22 <
y?, for all z,y € A,, then A is abelian.

Exercise 2.1.5. Let A be a C*-algebra and I C A a non-trivial closed two
sided ideal. Show that A/I is again a C*-algebra.
2.2 The Cohen-Hewitt factorization theorem

Let A be a Banach algebra with a left approximate identity. If X is a Banach
space and 7 : A — B(X) is a continuous representation, then a point x € X is
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a point of continuity if limy_,« |[7(ex)z — z|| — 0, for some left approximate
identity {er}. Note that if {é,} is another left approximate identity and
x € X is a point of continuity, then we have lim,_,. ||éaerx — exz|| = 0, for
each A, and hence it follows that x is a point of continuity with respect to any
left approximate identity. We denote by X, the set of points of continuity.

Theorem 2.2.1 (The Cohen-Hewitt factorization theorem). Let A be a
Banach algebra with a left approximate identity, X a Banach space, and
m: A — B(X) a continuous representation. Then X, is a closed invariant

subspace, and we have X, = m(A)X.

Proof. 1t’s easy to see that X, is a closed invariant subspace, and it is also
easy to see that m(A)X C X.. Thus, it suffices to show X, C 7(A)X. To
show this, we consider the Banach algebra unitization A, and extend 7 to a
representation 7 : A — B(X) by 7(z, o) = 7(z) + o

Let {e;};cr denote a left approximate unit, and set M = sup;, ||¢;]|, so that
1 <M < o0. Set v=1/4M. We claim that ve; + (1 — ) is invertible and
lim, oo T((ve; + (1 — 7)) Yo =z, for all x € X.. Indeed, we have

e =l = (el +1) < (M +1)/4M < 1/2. (2.1)
Thus, ve;+(1—7) is invertible, and we have (ye;+(1—7)) ™" = Y77 (v—vei)*,

hence

[(ves + (1 = Z (1+M)* <2. (2.2)

We then have

lim 7((ye; + (1 =)™z = lim 7((ve; + (1 = 7))~ (ves + (1 = 7))z = =.

1—00 1—00

Fix x € X.. We set ap = 1, and inductively define a sequence of invertible
elements {a,} C A, satisfying the following properties:

e a,— (1—~)" €A
o |la, —a, ]| <27+ (1 —~)" L.
o fla M| <2m

o lIr(a;t)e - w(a;! el < 277
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Indeed, suppose that a,,_; has been constructed satisfying the above prop-
erties. Since {e;};cs is a left approximate unit for A, and since a,_1 — (1 —
v)"! € A, there exists i € I such that ||(e; — 1)(a,_1 — (1 — )" H|] < 27",
Moreover from above we may choose i so that it also satisfies ||7((ye; + (1 —
) Hr -zl <27

If we set a, = (ye; + (1 — y))a,—1 then

QAp — (1 - 7)n = (761' + (1 - 7))an—1 - (1 - ’Y)n
=yeitn_1+ (1 =) (a1 — (1 —7)""1) € A,

and from (2.1) we then have

Han - an—IH = "(7€i - V)Gn—lu
< N(ves =) (a1 — (L =9)" )+ (1 =) ves =]
<2+ (1—7)" L

Moreover, from (2.2) we have
lag Il < Nag2allll(ve + (1 =) 7H < 27,
and hence
I (a, D)o = m(az el < llagtyllw((ve + (1 =) Do —af <27
Thus, we have that {a,,} and {7(a, ')z} are Cauchy and hence converge to
elements a and y respectively. Note that since a, —(1—7)" € A it follows that

a € A. We then have x = lim,, o 7(a,)(7(a,})z) = w(a)y € 7(A)X. |

Corollary 2.2.2. Let A be a Banach algebra with a left or right approzimate
identity. Then A? = A.

Proof. If A has a left approximate identity then by considering left multipli-
cation we obtain a representation of A into B(A) such that every point is a
point of continuity. Hence the Cohen-Hewitt factorization theorem gives the
result. If A has a right approximate identity then A°P has a left approximate
identity the result again follows. [ |
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2.3 States

If Ais a C*-algebra then A* is a Banach space which is also an A-bimodule
given by (a -1 -b)(x) = 1(bxa). Moreover, the bimodule structure is contin-
uous since

la- -0l = sup [¢(bza)] < sup [Y[[[bzal < [[¥[l[b]l[lall-

IE(A)l IE(A)1

A linear functional ¢ : A — C on a C*-algebra A is positive if p(z) > 0,
whenever z € A,. Note that if ¢ : A — C is positive then so is a* - ¢ - a
for all @ € A. A positive linear functional is faithful if p(z) # 0 for every
non-zero € A, and a state if ¢ is positive, and ||¢| = 1. The state space
S(A) is a convex closed subspace of the unit ball of A*, and as such it is a
compact Hausdorff space when endowed with the weak*-topology.

Note that if ¢ € S(A) then for all z € A, x = z*, then p(z) = p(zy —
x_) € R. Hence, if y € A then writing y = y; + iy where y; are self-adjoint

for j = 1,2, we have p(y*) = ¢©(y1) — ip(y2) = ©(y). In general, we say a
functional is Hermitian if p(y*) = ¢(y), for all y € A. Note that by defining
©*(y) = ¢(y*) then we have that ¢ + ¢*, and i(p — ¢*) are each Hermitian.

Also note that a positive linear functional ¢ : A — C is bounded. Indeed,
if {x, }, is any sequence of positive elements in (A); then for any (a,), € (*N
we have > a,p(x,) = ¢(>, anz,) < co. This shows that (¢(z,)), € (N
and since the sequence was arbitrary we have that ¢ is bounded on the
set of positive elements in (A);. Writing an element x in the usual way as

T = T1 — To +ix3 — iy then shows that ¢ is bounded on the whole unit ball.

Lemma 2.3.1. Let p : A — C be a positive linear functional on a C*-algebra
A, then for all z,y € A we have |o(y*z)|* < o(y*y)(z*T).

Proof. Since ¢ is positive, the sesquilinear form defined by (x,y) = ¢(y*z)
is non-negative definite. Thus, the result follows from the Cauchy-Schwarz
inequality. [

Lemma 2.3.2. Suppose A is a unital C*-algebra. A linear functional ¢ :
A — C is positive if and only ||| = ¢(1).

Proof. First suppose @ is a positive linear functional, then for all z € A we
have ¢(||x + z*|| £ (z + 2*)) > 0. Since ¢ is Hermitian we then have
x+a* T+

<
<1

|o(@)] = [ ( le(1) < lzfle(1),
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showing [|pf| < ¢(1) < l¢].
Now suppose ||¢| = ¢(1), and x € A is a positive element such that
o(x) = a+1if, where o, 5 € R. For all ¢t € R we have

o’ + (B +tlel)* = le(x +it)?
< llz+itl*llel* = (l=l* + )l

Subtracting ¢2||o||? from both sides of this inequality shows 23t ||| < ||z[|?]|¢]],
thus g = 0.
Also, we have

[z llllell = ¢(x) = e(llz|| —2z) < llz]] = z[[[lell < =[],
hence a > 0. |

Proposition 2.3.3. If ¢ : A — C is a positive linear functional on a C*-
algebra A, then ¢ has a unique extension to a positive linear functional ¢ on
the unitization A, such that ||o| = ||¢||.

Proof. Suppose ¢ : A — C is a positive linear functional. If {a,}, is an
approximate identity consisting of positive contractions as given by Theo-
rem 2.1.1, then we have that ¢(a3) is a bounded net and hence has a clus-
ter point f > 0. If x € A, ||z|| < 1, then |p(x)| = limy,o [p(arz)| <
lim infy o0 0(a2) 2@ (a*x)Y2 < BY2||2||[|||*/2. Thus, we have ||¢|| < 3 and
hence 8 = ||p]|, since we also have ¢(a3) < ||¢]|, for all . Since B was an
arbitrary cluster point we then have ||¢|| = limy_,o p(ay).

If we define ¢ on A by @(x,a) = ¢(z) + @], then for all 2 € A, and
a € C we then have ¢(z, @) = limy o @(ayzay + aal). Thus, we have

B(2,0)"(w,0)) = Jim pl(zar +ax)"(zax + ax) 2 0,

Uniqueness of such an extension follows from the previous lemma. [ |

Proposition 2.3.4. Let A be a C*-algebra and x € A. For each X\ € o(x)
there exists a state p € S(A) such that ¢(z) = .

Proof. By considering the unitization, we may assume that A is unital. Con-
sider the subspace Cx + C1 C A, with the linear functional g on this space
defined by po(az+ ) = aX+ 3, for a, 8 € C. Since pg(az + 3) € o(ax+ )
we have that ||po] = 1.

By the Hahn-Banach theorem there exists an extension ¢ : A — C such
that [|¢|| =1 = ¢(1). By Lemma 2.3.2 ¢ € S(A), and we have p(z) = A. B
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Proposition 2.3.5. Let A be a C*-algebra, and x € A.

(i) x =0 if and only if p(x) =0 for all p € S(A).

(17) x is self-adjoint if and only if p(x) € R for all p € S(A).
(13i) x 1s positive if and only if p(x) > 0 for all p € S(A).

Proof. (i) If p(z) = 0 for all ¢ € S(A) then writing © = z; + izy where
x; =}, for j = 1,2, we have ¢(z;) = 0 for all ¢ € S(4), j = 1,2. Thus,
x1 = x5 = 0 by Proposition 2.3.4

(ii) If p(z) € R for all ¢ € S(A) then p(z — z*) = ¢(x) — ¢(x) = 0, for
all p € S(A). Hence z — 2* = 0.

(iii) If p(z) > 0 for all ¢ € S(A) then # = x* and by Proposition 2.3.4
we have o(x) C [0, 00). [

2.3.1 The Gelfand-Naimark-Segal construction

A representation of a C*-algebra A is a x-homomorphism 7 : A — B(H).
If £ C H is a closed subspace such that 7(x)KC C K for all z € A then the
restriction to this subspace determines a sub-representation. If the only
sub-representations are the restrictions to {0} or H then = is irreducible ,
which by the double commutant theorem is equivalent to the von Neumann
algebra generated by m(A) being B(#). Two representations 7 : A — B(H)
and p: A — B(K) are equivalent if there exists a unitary U : H — K such
that Un(z) = p(x)U, for all z € A.

If 7: A — B(H) is a representation, and & € H, ||£|| = 1 then we obtain
a state on A by the formula ¢¢(z) = (m(x)£,€). Indeed, if x € A then
(r(z*2)€,€) = ||m(x)€]> > 0. We now show that every state arises in this
way.

Theorem 2.3.6 (The GNS construction). Let A be a unital C*-algebra, and
consider p € S(A), then there exists a Hilbert space L*(A, ), and a unique

(up to equivalence) representation w : A — B(L*(A,)), with a unit cyclic
vector 1, € L*(A, @) such that o(x) = (m(x)1,,1,), for all z € A.

Proof. By Corollary 2.3.3 we may assume that A is unital. Consider A, =
{x € A | p(z*r) = 0}. By Lemma 2.3.1 we have that A, = {x € A |
p(yx) =0,y € A}, and from this we see that N, is a closed linear subspace.
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We also see that N, is a left ideal since for x € N, Lemma 2.3.1 gives
p((az)*(azx)) < p(a*x)!?p(a*(a"a)?z)'/? = 0.

We consider Hy = A/N,, which we endow with the inner product ([z], [y]) =
@(y*x), where [z] denotes the equivalence class of x in A/N,, (this is well
defined since N,, is a left ideal). This inner product is then positive definite,
and hence we denote by L?*(A4, ) the Hilbert space completion.

For a € A we consider the map mo(a) : Ho — Ho given by my(a)[z] =
laz]. Since N, is a left ideal this is well defined, and since ||mo(a)[z]||* =
o((ax)*(az)) < ||lal|*¢(x*z) we have that this extends to a bounded operator
m(a) € B(L*(A,¢)) such that ||7(a)|]| < ||a||. The map a — 7(a) is clearly
a homomorphism, and for z,y € A we have ([z],7(a*)[y]) = p(y*a*zr) =
(m(a)lx], [y]), thus w(a*) = 7w(a)*. Also, if we consider 1, = [1] € Hy C
L*(A, ) then we have (m(a)l,, 1,) = p(a).

If p: A— B(K) and n € K is a cyclic vector such that p(a) = (p(a)n,n),
then we can consider the map Uy : Ho — K given by Uy([z]) = p(x)n. We
then have

(Uo([=]), Uo([y])) = (p(x)n, p(y)n = (p(y"2)n,n = @(y"x) = ([z], [y])

which shows that Uy is well defined and isometric. Also, for a,z € A we have

Us(m(a)lz]) = Uo(lax]) = plax)n = p(a)Us([x]).

Hence, Uy extends to an isometry U : L?(A, p) — K such that Ur(a) = p(a)U
for all @ € A. Since 7 is cyclic, and p(A)n C U(L?*(A, ¢)) we have that U is
unitary. [

Corollary 2.3.7. Let A be a C*-algebra, then there exists a faithful repre-
sentation.

Proof. 1f we let 7 be the direct sum over all GNS representations correspond-
ing to states, then this follows easily from Proposition 2.3.5. Note also that if
A is separable, then so is S(A) and by considering a countable dense subset
of S(A) we can construct a faithful representation onto a separable Hilbert
space. |

If ¢ and v are two Hermitian linear functionals, we write ¢ < ¢ if p(a) <
Y(a) for all a € A, alternatively, this is if and only if ) — is a positive linear
functional. The following is a Radon-Nikodym type theorem for positive
linear functionals.
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Proposition 2.3.8. Suppose ¢ and ) are positive linear functionals on a
C*-algebra A such that i is a state. Then @ <, if and only if there exists
a unique y € myp(A) such that 0 <y <1 and ¢(a) = (my(a)yly, 1y) for all
a€A.

Proof. First suppose that y € my(A)’, with 0 <y < 1. Then for all a € A,
a > 0 we have my(a)y = my(a)Y?ymy(a)/? < my(a), hence (my(a)yly, 1) <
(my(a)ly, 1y) = (a).

Conversely, if ¢ < ¢, the Cauchy-Schwarz inequality implies

(b a)* < pa”a)p(b*b) < v(a*a)(b'b) = [Imy(a)Lyl*[lmy (b) Lo I*.

Thus (my(a)ly, my(b)1y), = @(b*a) is a well defined non-negative definite
sesquilinear form on m,(A)1l, which is bounded by 1, and hence extends to
the closure L?(A, ).

Therefore there is an operator y € B(L?(A, 1)), 0 < y < 1, such that
o(b*a) = (ymy(a)ly, mp(b)1y), for all a,b € A.

If a,b,c € A then

{ymy(a)my(b) 1y, myp(e)1y) = (ymy(ab)ly, my(c)ly) = @(c ab)
{ymy (0) 1y, my(a")my(c)1y)
(s (@)ymy (b) Ly, mp(€) 1)
Thus, ymy(a) = my(a)y, for all a € A.
To see that y is unique, suppose that 0 < z < 1, z € my(A)" such that
(my(a)zly, 1y) = (my(a)yly, 1) for alla € A. Then ((z—y) 1y, mp(a*)1ly) =0
for all @ € A and hence z — y = 0 since 1, is a cyclic vector for my(A4). W

—~

2.3.2 Pure states
A state p on a C*-algebra A is said to be pure if it is an extreme point in
S(A).

Proposition 2.3.9. A state ¢ on a C*-algebra A is a pure state if and
only if the corresponding GNS representation w, : A — B(L*(A,¢)) with
corresponding cyclic vector 1, 1is irreducible.

Proof. Suppose first that ¢ is pure. If K C L?(A, ) is a closed invariant
subspace, then so is K+ and we may consider & = [K](1,) € K and & =
1, — & € K*. For z € A we have

(21, 61) + (22, &) = (21, L) = ().
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Thus, either § = 0, or & = 0, since ¢ is pure. Since 1, is cyclic, we have
that & is cyclic for K and & is cyclic for K+ showing that either K = {0} or
else K+ = {0}.

Conversely, suppose that 7, is irreducible and ¢ = %901 + %902 where ¢; €
S(A) for j = 1,2, then we may consider the map U : L*(A, @) — L*(A, ¢1)®
L*(A, ¢s) such that U(zl,) = (x\/iilm) ® (x%lm), for all x € A. It is not
hard to see that U is a well defined isometry and Ur,,(z) = (7, (2) @7y, (2))U
for all z € A. If we denote by p; € B(L*(A, ¢1) & L*(A, ¢2) the orthogonal
projection onto L?(A, 1) then the operator U*p,U € B(L*(A, ¢)) commutes
with 7m,(A), and since 7, is irreducible we then have that U*p,/U = o € C,
and in fact U*p,U = (U*p,U1,, 1,) = 1/2. Thus, u; = v/2p,U implements
an isometry from L?(A4, ¢) to L*(A4, ¢1) such that u11, = 1, and uym,(z) =
Ty (zyr for all x € A. It then follows, in particular, that ¢;(z) = ¢(z), for
all z € A, hence ¢ = @1 = s showing that ¢ is pure. |

Note that the previous proposition, together with Proposition 2.3.8 shows
also that a state ¢ is pure if and only if for any positive linear functional
such that ¥ < ¢ there exists a constant o > 0 such that ¥ = ap.

Since irreducible representations of an abelian C*-algebra must be one
dimensional, the following corollary follows from the above Proposition.

Corollary 2.3.10. Let A be an abelian C*-algebra, then the pure states on
A agree with the spectrum o(A).

Theorem 2.3.11. Let A be a C*-algebra, then the convex hull of the pure
states on A are weak*-dense in S(A).

Proof. 1f A is unital, then the state space S(A) is a weak™ compact convex
subset of A*, and hence the convex hull of extreme states are dense in S(A)
by the Krein-Milman theorem.

If A is not unital, then consider the unitization A. Any irreducible repre-
sentation of A extends to an irreducible representation of A, and conversely,
for any irreducible representation of A we must have that its restriction to A
is irreducible, or else contains A in its kernel and hence is the representation
given by mo(x, @) = a.

Thus, any pure state on A extends uniquely to a pure state on A, and the
only pure state on A which does not arise in this way is wo(z, ) = . Since
every state on A extends to a state on A we may then use the Krein-Milman
theorem on the state space of A to conclude that any state on A is a weak™*
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limit of convex combinations of pure states on A and 0. However, since states
satisfy ||¢|| = 1, we see that there must be no contribution from 0. |

Corollary 2.3.12. Let A be a C*-algebra and x € A, x # 0, then there exists
an irreducible representation w: A — B(H) such that w(x) # 0.

Proof. By Proposition 2.3.5 there exists a state ¢ on A such that ¢(z) # 0,
and hence by the previous theorem there exists a pure state ¢y on A such
that o(z) # 0. Proposition 2.3.9 then shows that the corresponding GNS-
representation gives an irreducible representation 7 such that 7(z) #0. W

2.3.3 Jordan Decomposition

Theorem 2.3.13 (Jordan Decomposition). Let A be a C*-algebra and ¢ €
A*, a Hermitian linear functional, then there exist unique positive linear
functionals ¢, p_ € A* such that o = ¢ — ¢, and [¢]| = [lo+ | + llo-]|.

Proof. Suppose ¢ € A* is Hermitian. Let ¥ denote the set of positive linear
functionals on A, then X is a compact Hausdorff space when given the weakx
topology. Consider the map v : A — C(X) given by v(a)(v) = ¢(a), then
by Proposition 2.3.4 v is isometric, and we also have y(A;) C C(X)4.

By the Hahn-Banach theorem there exists a linear functional ¢ € C(X)*
such that ||@]| = ||¢|l, and ¢(v(a)) = ¢(a), for all a € A. By replading
¢ with (¢ + ¢*) we may assume that ¢ is also Hermitian. By the Reisz
representation theorem there then exists a signed Radon measure v on X
such that ¢(f) = [ fdv for all f € C(X). By the Jordan decomposition of
measures there exist positive measures v, and v_ such that v = v, —v_,
and V] = v + [lv- .

Define the linear functionals ¢, and ¢_ by setting ¢ (a) = [ ~v(a)dvy,
and p_(a) = [7(a)dv_, for all a € A. Then since y(A;) C C(X) it follows
that ¢, , and ¢_ are positive. Moreover, we have ¢ = ¢, — ¢_, and we have

el < lpll + llo-[F < Nlwe ] + -1l = vl = llll- u

Corollary 2.3.14. Let A be a C*-algebra, then A* is the span of positive
linear functionals.

Corollary 2.3.15. Let A be a C*-algebra and @ € A*, then there exists
a representation ™ : A — B(H), and vectors £,n € H, such that p(a) =
(m(a)&,n), for all a € A.
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Proof. Let ¢ € A* be given. By the previous corollary we have that ¢ =
S, ait; for some oy € C, and v, states. If we consider the GNS-representations
m o A — B(L*(A, 1)), then setting 7 = @, £ = &7 41y, and n =
@741y, we have ¢(a) = (m(a)&,n), for all a € A. |

Note that ||¢|| < ||€]l||n]], however we may not have equality. We’ll show
in Theorem 3.11.7 below that we may also choose a representation 7 and
vectors &, € H which additionally satisfy ||¢|| = ||£]||7]l-



Chapter 3

Bounded linear operators

Recall that if H is a Hilbert space then B(H), the algebra of all bounded
linear operators is a C*-algebra with norm

lzll = sup [l=g]],
get[¢l|<1

*

and involution given by the adjoint, i.e., z* is the unique bounded linear

operator such that
(& x™n) = (@&, n),
for all £,n € H.

Lemma 3.0.16. Let H be a Hilbert space and consider x € B(H), then
ker(x) = R(x*)*t.

Proof. 1f £ € ker(z), and n € H, then (£, z*n) = (x€,n) = 0, hence ker(x) C
R(z*)*t. If € € R(x*)* then for any n € H we have (z€,n) = (£, 2*n) = 0,
hence ¢ € ker(z). [

The point spectrum o,(z) of an operator x € B(#) consists of all
points A € C such that £ — A\ has a non-trivial kernel. The operator x has an
approximate kernel if there exists a sequence of unit vectors &, € H such
that ||z&,|| — 0. The approximate point spectrum o,,(x) consists of all
points A € C such that x — A\ has an approximate kernel. Note that we have
0p(x) C ogp(z) C o(2).

Proposition 3.0.17. Let x € B(H) be a normal operator, then o,(z*) =
op(x). Moreover, eigenspaces for x corresponding to distinct eigenvalues are
orthogonal.

37
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Proof. As x is normal, so is * — A\, and hence for each £ € H we have
[(z — M€l = ||(#* — N)€||. The first implication then follows.

If £,m € H are eigenvectors for x with respective eigenvalues A, i, such
that A\ # p, Then we have x*n = 7in, and so M\, n) = (x€,n) = ({,x*n) =
w(€,m). As X # p, it then follows (€,7n) = 0. [

Proposition 3.0.18. Let x € B(H), then do(x) C oqpy(2).

Proof. Suppose A € do(x). Then there exists a sequence A, € p(x), such
that A, — A. By Lemma 1.1.12 we then have that ||(z — \,)™!|| — oo, hence
there exists a sequence of unit vectors &, € #H, such that ||&,|| — 0, and
Iz = An)7'&nll = 1. We then have [|(z — A)(z — An)7'&all < A = Aul[l(2 —
M)l + [[€nll — 0. Hence, X € o,,(x). |

Lemma 3.0.19. Let H be a Hilbert space and x € B(H), then x is invertible
in B(H) if and only if neither x nor x* has an approximate kernel. Conse-
quently, () = o4p(x) U 0gp(z*), for all x € B(H).

Proof. If z is invertible, then for all & € H we have ||z7!|||z|| > ||z z€| =
|€]|, and hence x cannot have an approximate kernel. Neither can z* since
it is then also invertible.

Conversely, if neither x nor z* has an approximate kernel then x is injec-
tive, and the previous lemma applied to x* shows that x has dense range. If
{z¢,} C R(z) is Cauchy then we have lim,, ;o0 ||2(&, — &n)|| = 0. Since
does not have an approximate kernel it then follows that {,} is also Cauchy
(Otherwise an approximate kernel of the form (&, — &)/ ||, — &nl| may be
found) and hence converges to a vector £&. We then have lim,,_,, 2§, = x€ €
R(z), thus R(z) is closed and hence z is surjective. The open mapping
theorem then implies that  has a bounded inverse. [ |

The numerical range W (x) of an operator x € B(#) is the closure of

the set {(€,) [ £ € H, [l¢] = 1}
Lemma 3.0.20. Let H be a Hilbert space and x € B(H), then o(x) C W (x).

Proof. Suppose A\ € o(z). Then from the previous lemma either x — X or
(x—A)* has an approximate kernel. In either case there then exists a sequence

of unit vectors &, € H such that ((x — A\)&,,&,) — 0. Hence, A € W(z). N

Proposition 3.0.21. Let H be a Hilbert space, then an operator x € B(H)
18



39

(2) normal if and only if ||z&|| = ||=*¢]|, for all & € H.
(13) self-adjoint if and only if (€, &) € R, for all § € H.

(iv

)
)
(170) positive if and only if (x€,£) >0, for all § € H.
) an isometry if and only if ||| = |||, for all £ € H.
)

(v

a projection if and only if x is the orthogonal projection onto some
closed subspace of H.

(vi) a partial isometry if and only if there is a closed subspace K C H such
that xc is an isometry while z. = 0.

Proof.

(i) If # is normal than for all £ € H we have |z€]|* = (z*z&,&) =
(xa*€, &) = ||z*¢||%. Conversely, is ((z*z — zx*)E, &) = 0, for all £ € H,
then for all £, € H, by polarization we have

((x*x — xa™)E,n) = Zlk<($*$ — zz*)(§+ i), (€ +1i'n)) = 0.

k=0

Hence z*z = xx*.

(i) If x = a* then (x€,&) = (€, 2€) = (x€,&). The converse follows again
by a polarization argument.

(iii) If z = y*y, then (z€, &) = ||y€]|> > 0. Conversely, if (z€, &) > 0,
for all ¢ € H then we know from part (ii) that x is normal. From
Lemma 3.0.20 we have that o(z) C [0,00) and hence z is positive by
functional calculus.

(iv) If x is an isometry then z*x = 1 and hence |[z¢||* = (z*z€, &) = [|€]|?
for all £ € ‘H. The converse again follows from the polarization identity.

(v) If z is a projection then let K = R(z) = ker(z)*, and note that for
all € € IC,n € ker(x),z¢ € R(x) we have (z€,n + z() = (€, z(), hence
xé € K, and x€ = £. This shows that x is the orthogonal projection
onto the subspace K.

(vi) This follows directly from (iv) and (v). |
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Proposition 3.0.22 (Polar decomposition). Let H be a Hilbert space, and
x € B(H), then there exists a partial isometry v such that x = v|x|, and
ker(v) = ker(|z|) = ker(x). Moreover, this decomposition is unique, in that if
x = wy where y > 0, and w is a partial isometry with ker(w) = ker(y) then
y = |z|, and w = v.

Proof. We define a linear operator vy : R(|z|) — R(x) by vo(|z|§) = x¢, for
€ € H. Since |||z|¢|| = ||z€]|, for all £ € H it follows that vy is well defined and
extends to a partial isometry v from R(|x|) to R(z), and we have v|z| = x.
We also have ker(v) = R(|z|)* = ker(|x]) = ker(z).

To see the uniqueness of this decomposition suppose x = wy where y > 0,

and w is a partial isometry with ker(w) = ker(y). Then |z|? = z*z =
yw*wy = y%, and hence |z| = (|z|*)¥/? = (y*)'/2 = y. We then have ker(w) =
R(\x|)L, and ||w|x|£]| = ||z&||, for all £ € H, hence w = v. |

3.1 Trace class operators

Given a Hilbert space H, an operator 2 € B(H) has finite rank if R(z) =
ker(x*)* is finite dimensional, the rank of x is dim(R(z)). We denote the
space of finite rank operators by FR(H). If z is finite rank than R(z*) =
R(%]}p(py1) 18 also finite dimensional being the image of a finite dimensional
space, hence we see that z* also has finite rank. If £, n € H are vectors we
denote by £ ® i the operator given by

E@n)(C) = (¢, mE.

Note that (£ ®7)* = n® &, and if ||€]| = ||n]| = 1 then £ ® 77 is a rank one
partial isometry from Cn to C¢. Also note that if =,y € B(H), then we have
r(§@N)y = (x§) ® (y™n).

From above we see that any finite rank operator is of the form pxq where

p,q € B(H) are projections onto finite dimensional subspaces. In particular
this shows that FR(H) =sp{{ @7 | &, n € H}

Lemma 3.1.1. Suppose x € B(H) has polar decomposition x = v|x|. Then
for all & € H we have

2[(z&, &) < (|zl¢, §) + (|z|v™E, v™E).
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Proof. 1f A\ € C such that |A| = 1, then we have
0 < [|(J]'/ = Al[*20*)¢ ]
= [[[]/2€]* — 2Re(A(|z|'2¢, |2['?0*€)) + [[[x| /2o €.

Taking A such that A(|z|'/2¢, |z|'/2v*¢) > 0, the inequality follows directly.
|

If {&} is an orthonormal basis for H, and « € B(H) is positive, then we
define the trace of = to be

Tr(z) = ) (€, &).

Lemma 3.1.2. If x € B(H) then Tr(z*z) = Tr(zz*).

Proof. By Parseval’s identity and Fubini’s theorem we have

Z xr lfwfz ZZ xé},@ f],mfz>
- ZZ €zax 5] fzax £j> = Z(l’l’ 5]7£J> .

Corollary 3.1.3. Ifx € B(H) is positive and u is a unitary, then Tr(u*zu) =
Tr(x). In particular, the trace is independent of the chosen orthonormal basis.

Proof. If we write z = y*y, then from the previous lemma we have

Tr(yy) = Tr(yy") = Tr((yu)(u'y)) = Tr(u"(y"y)u). u

An operator z € B(H) is said to be of trace class if ||z||; := Tr(|z|) < co.
We denote the set of trace class operators by L'(B(#H)) or L'(B(H), Tr).

Given an orthonormal basis {¢;}, and x € L'(B(H)) we define the trace
of x by

Tr(z) = 3 (2, &).

By Lemma 3.1.1 this is absolutely summable, and
2| Tr(z)] < Tr([z]) + Tr(vlz[v”) < 2z

Lemma 3.1.4. L'(B(H)) is a two sided self-adjoint ideal in B(H) which
coincides with the span of the positive operators with finite trace. The trace
is independent of the chosen basis, and || - ||1 is a norm on L'(B(H)).
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Proof. 1f z,y € L'(B(H)) and we let = +y = w|z + y| be the polar decom-
position, then we have w*z,w*y € L'(B(H)), therefore > .(|lz + y|&, &) =
Sowra&, &) + (wryé;, &) is absolutely summable. Thus z +y € LY(B(H))
and

2 +yll < llwzll + [lwylls < lzlls + llyll-
Thus, it follows that L'(B(#)) is a linear space which contains the span of
the positive operators with finite trace, and || - ||; is a norm on L'(B(H)).

If z € LY(B(H)), and a € B(H) then

3
dalz| =) " i*(a+i")|a|(a + )",
k=0

and for each k we have
Tr((a +*)|z|(a + ")) = Tr(|2|?|a + i*?|2[V?) < [la + *]]* Tr(|2)).

Thus if we take a to be the partial isometry in the polar decomposition of x
we see that x is a linear combination of positive operators with finite trace,
(in particular, the trace is independent of the basis). This also shows that
LY(B(H)) is a self-adjoint left ideal, and hence is also a right ideal. |

Theorem 3.1.5. If v € L'(B(H)), and a,b € B(H) then
]l < ]l
lazblly < llal| 1ol []z]]1,

and
Tr(ax) = Tr(za).

Proof. Since the trace is independent of the basis, and ||z[| = supgeqy <1 |7
it follows easily that [|z| < ||z]|;.
Since for x € L*(B(H)), and a € B(H) we have |az| < ||a|||z| it follows
that [laz(ly < laf|[lz]l,. Since [lz]ly = [|z7[[; we also have [lzblly < [|b][[l]s-
Since the definition of the trace is independent of the chosen basis, if
r € LYB(H)) and u € U(H) we have

Tr(zu) = Z<$Ufi, &) = Z(Uﬁufuufﬁ = Tr(ux).

3 K3

Since every operator a € B(H) is a linear combination of four unitaries this

also gives
Tr(za) = Tr(az). [
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We also remark that for all £, n € H, the operators £ ®7 satisfy Tr(£®7) =

(€,m). Also, it’s easy to check that FR(H) is a dense subspace of L'(B(H)),
endowed with the norm || - ||;.

Proposition 3.1.6. The space of trace class operators L'(B(H)), with the
norm || - ||1 is a Banach space.

Proof. From Lemma 3.1.4 we know that || - ||; is a norm on L'(B(#H)) and
hence we need only show that L'(B(H)) is complete. Suppose x,, is Cauchy
in L'(B(H)). Since ||z, — || < || — @1 it follows that x, is also Cauchy
in B(#H), therefore we have ||z — x,|| — 0, for some z € B(#), and by
continuity of functional calculus we also have |||z| — |z,||| = 0. Thus for any
finite orthonormal set 7y, ..., n; we have

k k
> (lalnim) = lir E:Mﬂmm
=1 i=1
< lim ||z, < oc.
n—oo

Hence z € L' (B(H)) and ||z||; < limy, o0 ||Z0]|1-

If we let € > 0 be given and consider N € N such that for all n > N we
have ||z, —zn||1 < €/3, and then take Hy C H a finite dimensional subspace
such that [|zn P11, |2 Pyt ll1 < &/3. Then for all n > N we have

Iz = nlls
< (@ = @0) Prolly + lePrg — v Py |l + (25 = 20) Py s
< (@ = @0) Proll1 + &

Since ||z — x,|| — 0 it follows that ||(z — x,)Py,|l1 — 0, and since € > 0 was
arbitrary we then have || — z,||; — 0. [

Theorem 3.1.7. The map ¢ : B(H) — L*(B(H))* given by ¢, (x) = Tr(ax),
fora € B(H), z € L'(B(H)), is a Banach space isomorphism.

Proof. From Theorem 3.1.5 we have that 1 is a linear contraction.

Suppose ¢ € LYB(H))*, then (£,1) — (€ ® 7) defines a bounded
sesquilinear form on H and hence there exists a bounded operator a € B(H)
such that (a&,n) = (£ ®@7), for all £, n € H. Since the finite rank operators
is dense in L'(B(H)), and since operators of the form £ ® 77 span the finite
rank operators we have ¢ = 1),, thus we see that 1) is bijective.
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We also have

la|| = sup [(a&, )l
EneEH,
€l lnll <1
= sup |Tr(a(§@7))| < [t
&neH,
€l linll <1

Hence 9 is isometric. [

3.2 Hilbert-Schmidt operators

Given a Hilbert space H and x € B(H), we say that z is a Hilbert-Schmidt
operator on H if |z|? € L'(B(H)). We define the set of Hilbert-Schmidt
operators by L*(B(H)), or L*(B(H), Tr).

Lemma 3.2.1. L*(B(H)) is a self-adjoint ideal in B(H), and if x,y €
L*(B(H)) then xy,yx € L'(B(H)), and

Tr(zy) = Tr(yz).

Proof. Since |z+y|* < |z+y[*+|z—yl* = 2(|z|* +|y|*) we see that L*(B(H))
is a linear space, also since |az|? < ||a||?|z|? we have that L?(B(H)) is a left
ideal. Moreover, since we have Tr(zz*) = Tr(z*z) we see that L2(B(H)) is
self-adjoint. In particular, L?(B(H)) is also a right ideal.

By the polarization identity

3
'z =) it +ityP,
k=0
we have that y*z € LY(B(H)) for z,y € L*(B(H)), and
3
ATe(y'z) =Y i Tr((z +i*y)* (2 + i*y))
k=0

= Z i Tr((x + %) (z + i*y)*) = 4 Tr(ay®). |
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From the previous lemma we see that the sesquilinear form on L*(B(H))
give by
<$, y>2 = Tr(y*w)

is well defined and positive definite. We again have |laxb||y < ||a|| ||b]| ||=]|2,
and any = € L?(B(H)) can be approximated in || - [|o by operators pz where
p is a finite rank projection. Thus, the same argument as for the trace
class operators shows that the Hilbert-Schmidt operators is complete in the
Hilbert-Schmidt norm.

Also, note that if z € L*(B(#H)) then since |ly|| < |ly|lz for all y €
L*(B(H)) it follows that

lzllz = sup | Tr(y"z)l
yeL2(B(H)),
lyll2<1

< sup yllll=lh <zl
yeL?(B(H)),
lyll2<1

Proposition 3.2.2. Let H be a Hilbert space and suppose x,y € L*(B(H)),
then

eyl < llzll2]lyl2-

Proof. If we consider the polar decomposition xy = v|zy|, then by the
Cauchy-Schwarz inequality we have

lzylly = [ Tr(v*zy)| = [y, 27v)a]
< [lz"vllallyll2 < [ll2llyll2- u

If H and KC are Hilbert spaces, then we may extend a bounded operator x :
H — K to a bounded operator Z € B(H®K) by Z(£@n) = 0@ x£. We define
HS(H, K) as the bounded operators x : H — K such that z € L*(B(H&K)).
In this way HS(H, K) forms a closed subspace of L*(B(H ¢ K)).

Note that HS(#, C) is the dual Banach space of ‘H, and is naturally anti-
isomorphic to H, we denote this isomorphism by ¢ — €. We call this the
conjugate Hilbert space of H, and denote it by H. Note that we have
the natural identification H = H. Also, we have a natural anti-linear map
x + T from B(H) to B(H) given by 7€ = x€.

If we wish to emphasize that we are considering only the Hilbert space
aspects of the Hilbert-Schmidt operators, we often use the notation H®K for
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the Hilbert-Schmidt operators HS(KC, H). In this setting we call HRK the
Hilbert space tensor product of H with K. Note that if {;}; and {n,};
form orthonormal bases for H and I respectively, then {§; ® n;}; ; forms an
orthonormal basis for HRK. We see that the algebraic tensor product H ® K
of H and K can be realized as the subspace of finite rank operators, i.e., we
have HR K =sp{é®@n | &€ H,ne K}

If z € B(H) and y € B(K) then we obtain an operator z®y € B(H ® K)
which is given by (z ® y)= = xZy*. We then have that ||z ® y|| < ||z/||yl,
and (z @ y)(E®@n) = (x€) @ (yn) for all £ € H, and n € K. We also have
(x ®@y)* = z* ®y*, and the map (x,y) — = ® y is separately linear in each
variable. If A C B(H) and B C B(K) are algebras then the tensor product
A ® B is the algebra generated by operators of the form a ® b for a € A and
be B.

If (X, u) is a measure space then we have a particularly nice description
of the Hilbert-Schmidt operators on L?( X, p).

Theorem 3.2.3. For each k € L*(X x X, x p) the integral operator T,
defined by

Tié(e) = / Ko n)E@duly), € € LX),

is a Hilbert-Schmidt operator on L*(X,u). Moreover, the map k — Ty is a
unitary operator from L*(X x X, ux u) to L*(B(L*(X, u))). Moreover, if we
define k*(x,y) = k(z,y) then we have T} = Tix.

Proof. For all n € L*(X, ), the Cauchy-Schwarz inequality gives

1k, )E()n(@)ll < [kl (1€l 22 pm]nll2-

This shows that T is a well defined operator on L?(X, i) and || Ty || < ||k][2- If
{&:}: gives an orthonormal basis for L?(X, u) and k(z,y) = Y a; ;& ()& (y)
is a finite sum then for n € L?(X, ) we have

Tyn = Zai,j<§7§j>€i = (Z a; ;& ® &),
Thus, ||Tk|l2 = || 3 ;& ®E |2 = ||k|l2, which shows that k — T}, is a unitary

operator.
The same formula above also shows that 7} = Tj-. |
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3.3 Compact operators

We denote by (#); the unit ball in H.

Theorem 3.3.1. For x € B(H) the following conditions are equivalent:

(i) x € .FR(H)H |

)
(11) x restricted to (H)1 is continuous from the weak to the norm topology.
(17i) x(H)1 is compact in the norm topology.
v)

(i

Proof. (i) = (ii) Let {&a}a be net in (H); which weakly converges to &.
By hypothesis for every € > 0 there exists y € FR(H) such that ||z —y|| < e.
We then have

x(H)1 has compact closure in the norm topology.

[2€ — &l < [ly€ — yéall + 2¢.

Thus, it is enough to consider the case when z € FR(H). This case follows
easily since then the range of x is then finite dimensional where the weak
and norm topologies agree.

(i) = (iii) (H); is compact in the weak topology and hence x(H); is
compact being the continuous image of a compact set.

(iii) == (iv) This implication is obvious.

(iv) = (i) Let P, be a net of finite rank projections such that ||P,§ —
¢l — 0 for all &€ € H. Then P,z are finite rank and if ||P,x — x| 4 0
then there exists ¢ > 0, and &, € (H); such that ||z{, — P,x&,|| > €. By
hypothesis we may pass to a subnet and assume that x£, has a limit £ in the
norm topology. We then have

e < [Jaga — Parlall < [[§ — Pall + |(1 = Fo)(2€a — &)
S Hg - Paf” + ||x§a - 5” - 07

which gives a contradiction. [

If any of the above equivalent conditions are satisfied we say that x is a
compact operator. We denote the space of compact operators by K(H).
Clearly K(H) is a norm closed two sided ideal in B(H).

Lemma 3.3.2. Let x € K(H) be a compact operator, then o,,(x) \ {0} C

op(x).
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Proof. Suppose A € og,(x) \ {0} and let &, € H be a sequence of unit
vectors such that [[(z — A)&,|| — 0. Since x is compact, by taking a sub-
sequence we may assume that x&, converges to a vector £&. We then have
2€ = limy_oo 22§, = lim,_oo M2&, = M. Moreover, € is non-zero since

1€]] = imy, o0 || 2, || = limy, oo [[AEL]] = |A] # 0. Hence, A € o,(z). [ |

Lemma 3.3.3. Let v € K(H) be a compact operator, then each point in
o(x) \ {0} is isolated.

Proof. Suppose that {\,}, C o(z) \ {0} is a sequence of pairwise distinct
values such that A, — A. From Lemma 3.0.19 we have o(z) = o4,(z) U
oap(x*), and hence by taking a further subsequence, and replacing x with z*
if necessary, we will assume that A, € o,,(z), for each n, and then from the
previous lemma we have A, € o,(x), for each n.

Thus, there exists a sequence of unit eigenvectors {,} C H, whose cor-
responding eigenvalues are {\,}. Note that since {\,} are distinct values we
have that {,} is a linearly independent set. Let Y, = sp{&,...,&,}, and
choose unit vectors 7, € Y, so that ||Py, ,(n,)|| = 0, for all n. Then for
n < m we have

Hxnn - Ian = ||x77n - (17 - )‘m)nm + )‘mana

and since 21, — (x— Ay )0m € Yim—1 we conclude that ||zn, —znm| > [Anll|7m]|-
Since x is compact, and {n,} are pairwise orthogonal unit vectors it then
follows that |A| = lim, 00 [Am| = 0, and hence 0 is the only possible accu-
mulation point of o(x). |

Theorem 3.3.4 (The Fredholm Alternative). Let x € IC(H) be a compact
operator, then for any A € C, X # 0, either X\ € o,(x), or else A € p(z), i.e.,

o(z) \ {0} C op(2).

Proof. By the previous lemma, each point in o(x) \ {0} is isolated. It then
follows from Proposition 3.0.18, that o(x) \ {0} = (9o(x)) \ {0} C 0ap(2),
and then from Lemma 3.3.2 it follows that o(x) \ {0} C o,(x). |

Theorem 3.3.5 (The spectral theorem for compact operators). Let z €
IKC(H) be a normal compact operator. For each eigenvalue \ for x, denote by
E)\ the corresponding eigenspace. Then we have x = Z,\ea(x)\{o} APg, , where
the convergence is in the uniform norm.
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Proof. 1t £, is an orthogonal sequence of unit eigenvectors for x, then &, —
0 weakly, and since x is compact we then have that z¢, — 0 in norm.
Thus, the eigenvalues corresponding to &, must converge to 0. This shows,
in particular, that each eigenspace corresponding to a non-zero eigenvalue
must be finite dimensional. Also, since eigenspaces corresponding to distinct
eigenvectors are orthogonal by Lemma 3.0.17, it follows that z can have at
most finitely many eigenvalues with modulus greater than any fixed positive
number. Thus, by Theorem 3.3.4 we have that o(x) is countable and has no
non-zero accumulation points.

If we set y = Z,\ea(m)\{o} APg, then y is compact since it is a norm
limit of finite rank operators. Thus, x — y is compact and normal, and
sp{E\} C ker(z —y). If £ € H is an eigenvector for x — y with non-zero
eigenvalue, then £ must be orthogonal to ker(z—y), and hence £ is orthogonal
to E) for each A € o(x)\ {0}. Hence, we would have y¢§ = 0, and so £ would
be an eigenvector for . But then { € E) for some A € o(x) \ {0} giving a
contradiction.

Thus, we conclude that x — y is a compact operator without non-zero
eigenvalues. From Theorem 3.3.4 we than have that o(x —y) = {0}. Since
x — 1y is normal we then have r =y = Z,\ea(x)\{o} APg, . [

Theorem 3.3.6 (Alternate form of the spectral theorem for compact oper-
ators). Let x € KC(H) be a normal compact operator. Then there ezists a set
X, a function f € co(X), and a unitary operator U : (*X — H, such that
x=UM;U*, where M; € B({*X) is the operator defined by M& = f€.

Proof. From the previous theorem we may write z = > Aea(@)\ {0} APg,. We
then have ker(z) = ker(z*), and H = ker(z) @ )¢, (2 (o) Er- Thus, there
exists an orthonormal basis {,},ex C H, which consists of eigenvectors
for . If we consider the unitary operator U : (2X — H, which sends
0z to &, and we consider the function f € ¢o(X) by letting f(z) be the
eigenvalue corresponding to the eigenvector &, then it is easy to see that

z = UM,U". n

Exercise 3.3.7. Show that the map v : LY(B(H)) — K(H)* given by
¥, (a) = Tr(az) implements an isometric Banach space isomorphism between
LY(B(H)) and K(H)*.
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3.4 Locally convex topologies on the space of
operators

Let H be a Hilbert space. On B(H) we define the following locally convex
topologies:

e The weak operator topology (WOT) is defined by the family of
semi-norms T +— [(T€,n)|, for £,n € H.

e The strong operator topology (SOT) is defined by the family of
semi-norms T +— || T¢||, for £ € H.

Note that the from coarsest to finest topologies we have
WOT < SOT < Uniform.

Also note that since an operator 7" is normal if and only if | T¢|| = ||7*¢]|
for all £ € H, it follows that the adjoint is SOT continuous on the set of
normal operators.

Lemma 3.4.1. Let ¢ : B(H) — C be a linear functional, then the following
are equivalent:

(i) There exists &1, .., &n, My -1 € H such that o(T) = >0 (T&,mi),
for all T € B(H).

(77) @ is WOT continuous.
(1ii) @ is SOT continuous.

Proof. The implications (i) = (ii) and (ii) = (iii) are clear and so we
will only show (iii) == (i). Suppose ¢ is SOT continuous. Thus, the inverse
image of the open ball in C is open in the SOT and hence by considering the
semi-norms which define the topology we have that there exists a constant
K >0,and &,...,&, € H such that

(D) < K |7

i=1

If we then consider {@!" | T¢; | T € B(H)} C H®, and let H, be its closure,
we have that
Siey TE — o(T)
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extends to a well defined, continuous linear functional on Hy and hence by
the Riesz representation theorem there exists 7y,...,n, € H such that

n

o(T) = Z<Tfi, i)

i=1
for all T € B(H). |

Corollary 3.4.2. Let K C B(H) be a convez set, then the WOT, SOT, and
closures of K coincide.

Proof. By Lemma 3.4.1 the three topologies above give rise to the same dual
space, hence this follows from the the Hahn-Banach separation theorem. W

If H is a Hilbert space then the map id ® 1 : B(H) — B(H®(*N) defined
by (id® 1)(z) = z ® 1 need not be continuous in either of the locally convex
topologies defined above even though it is an isometric C*-homomorphism
with respect to the uniform topology. Thus, on B(H) we define the following
additional locally convex topologies:

e The o-weak operator topology (o-WOT) is defined by pulling back
the WOT of B(H®¢*N) under the map id ®1.

e The o-strong operator topology (0-SOT) is defined by pulling back
the SOT of B(H®¢(*N) under the map id ®1.

Note that the o-weak operator topology can alternately be defined by the
family of semi-norms 7' +— | Tr(T'a)|, for a € L*(B(H)). Hence, under the
identification B(H) = L'(B(H))*, we have that the weak*-topology on B(H)
agrees with the o-WOT.

Lemma 3.4.3. Let ¢ : B(H) — C be a linear functional, then the following
are equivalent:

(i) There exists a trace class operator a € L'(B(H)) such that ¢(z) =
Tr(za) for all x € B(H)

(13) @ is o-WOT continuous.

(i13) ¢ is 0-SOT continuous.
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Proof. Again, we need only show the implication (iii) = (i), so suppose ¢
is 0-SOT continuous. Then by the Hahn-Banach theorem, considering B(H)
as a subspace of B(H ® ¢?°N) through the map id ® 1, we may extend ¢ to
a SOT continuous linear functional on B(H ® ¢*N). Hence by Lemma 3.4.1
there exists &1,...,&, M1, ..., n € HRCN such that for all z € B(H) we

have
n

p(x) = ((d®1)(2)&, ).
i=1
For each 1 <4 < n we may define a;, b; € HS(H, ¢?N) as the operators cor-
responding to &, n; in the Hilbert space isomorphism H ® 2N = HS(H, (*N).
By considering a = Y.»  bfa; € L'(B(H)), it then follows that for all
x € B(H) we have

n

Tr(xa) = Z(aix, bi)a

= (@ 1) (@)&m) = o). .

Corollary 3.4.4. The unit ball in B(H) is compact in the o-WOT.

Proof. This follows from Theorem 3.1.7 and the Banach-Alaoglu theorem.
[ |

Corollary 3.4.5. The WOT and the o-WOT agree on bounded sets.

Proof. The identity map is clearly continuous from the o-WQO'T to the WOT.
Since both spaces are Hausdorff it follows that this is a homeomorphism from
the 0-WOT compact unit ball in B(H). By scaling we therefore have that
this is a homeomorphism on any bounded set. [ |

Exercise 3.4.6. Show that the adjoint T+ T™ is continuous in the WOT,
and when restricted to the space of normal operators is continuous in the
SOT, but is not continuous in the SOT on the space of all bounded operators.

Exercise 3.4.7. Show that operator composition is jointly continuous in the
SOT on bounded subsets.

Exercise 3.4.8. Show that the SOT agrees with the ¢-SOT on bounded
subsets of B(H).

Exercise 3.4.9. Show that pairing (x,a) = Tr(a*z) gives an identification
between K(H)* and (L'(B(H)), || - ||1)-
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3.5 Von Neumann algebras and the double
commutant theorem

A von Neumann algebra (over a Hilbert space #H) is a *-subalgebra of
B(H) which contains 1 and is closed in the weak operator topology.

Note that since subalgebras are of course convex, it follows from Corol-
lary 3.4.2 that von Neumann algebras are also closed in the strong operator
topology.

If A C B(H) then we denote by W*(A) the von Neumann subalgebra
which is generated by A, i.e., W*(A) is the smallest von Neumann subalgebra
of B(H) which contains A.

Lemma 3.5.1. Let A C B(H) be a von Neumann algebra. Then (A); is
compact in the WOT.

Proof. This follows directly from Corollary 3.4.4. |

Corollary 3.5.2. Let A C B(H) be a von Neumann algebra, then (A), and
As.a. are closed in the weak and strong operator topologies.

Proof. Since taking adjoints is continuous in the weak operator topology it
follows that A, is closed in the weak operator topology, and by the previous
result this is also the case for (A);. |

If B C B(H), the commutant of B is
B'={T € B(H) | TS = ST, for all S € B}.
We also use the notation B” = (B’)" for the double commutant.

Theorem 3.5.3. Let A C B(H) be a self-adjoint set, then A’ is a von Neu-
mann algebra.

Proof. 1t is easy to see that A’ is a self-adjoint algebra containing 1. To see
that it is closed in the weak operator topology just notice that if z, € A’ is
a net such that z, — x € B(#H) then for any a € A, and &, n € H, we have

<[l’, Cl]f, 77> = <xaf, 77> - <x£7 a*77>

= lim (z4a8,n) = (za&,a™n) = lim ([za,al¢, n) = 0. u

« «
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Corollary 3.5.4. A self-adjoint mazimal abelian subalgebra A C B(H) is a
von Neumann algebra.

Proof. Since A is maximal abelian we have A = A’. [ |

Lemma 3.5.5. Suppose A C B(H) is a self-adjoint algebra containing 1.
Then for all £ € H, and x € A” there exists x, € A such that lim,_, ||(x —

za)E| = 0.

Proof. Consider the closed subspace I = A¢ C #H, and denote by p the
projection onto this subspace. Since for all a € A we have akC C I, it follows
that ap = pap. But since A is self-adjoint it then also follows that for all
a € A we have pa = (a*p)* = (pa*p)* = pap = ap, and hence p € A’.

We therefore have that xp = xp? = paxp and hence 2K C K. Since 1 € A
it follows that £ € K and hence also ¢ € AE. |

Theorem 3.5.6 (Von Neumann’s double commutant theorem). Suppose
A C B(H) is a self-adjoint algebra containing 1. Then A” is equal to the
weak operator topology closure of A.

Proof. By Theorem 3.5.3 we have that A” is closed in the weak operator
topology, and we clearly have A C A”, so we just need to show that A C A”
is dense in the weak operator topology. For this we use the previous lemma
together with a matrix trick.

Let &,...,& € H, z € A” and consider the subalgebra A of B(H") =
M., (B(#)) consisting of diagonal matrices with constant diagonal coefficients
contained in A. Then the diagonal matrix whose diagonal entries are all x is
easily seen to be contained in A", hence the previous lemma applies and so
there exists a net a, € A such that lim,,o || (z—a4)&| =0, forall1 < k <mn.
This shows that A C A” is dense in the strong operator topology. [ |

We also have the following formulation which is easily seen to be equiva-
lent.

Corollary 3.5.7. Let A C B(H) be a self-adjoint algebra. Then A is a von
Neumann algebra if and only if A= A".

Corollary 3.5.8. Let A C B(H) be a von Neumann algebra, x € A, and
consider the polar decomposition x = v|x|. Then v € A.
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Proof. Note that ker(v) = ker(|z|), and if a € A’ then we have aker(|z|) C
ker(|z|). Also, we have

l(av —va)|z|¢]| = [lax§ — zag]| = 0,

for all £ € H. Hence av and va agree on ker(|z|) + R(|z|) = H, and so
ve A" = A |

Proposition 3.5.9. Let (X, 1) be a o-finite! measure space. Consider the
Hilbert space L*(X, u), and the map M : L>(X,pn) — B(L*(X, pn)) defined
by (M,€)(x) = g(x)&(x), for all & € L*(X,u). Then M is an isometric -
isomorphism from L™ (X, u) onto a maximal abelian von Neumann subalgebra

of B(L*(X, ).

Proof. The fact that M is a x-isomorphism onto its image is clear. If g €
L*>(X, ) then by definition of ||¢||~ we can find a sequence E,, of measurable
subsets of X such that 0 < u(E,) < oo, and |g||g, > ||g]lec — 1/n, for all
n € N. We then have

[My[l = | Mg 1, |2/ 115, ll2 = llglle = 1/n.

The inequality ||g|l < ||My]| is also clear and hence M is isometric.

To see that M (L°°(X, ut)) is maximal abelian let’s suppose T' € B(L?(X, 1))
commutes with My for all f € L*(X,u). We take £, C X measurable
sets such that 0 < u(E,) < oo, E, C FE,41, and X = U,enF,. Define
fn € L2<X7 ﬂ) by fn = T(lEn)

For each g, h € L>(X, ) N L3(X, 1), we have

I/fngﬁdul = [(MyT(1g,), M| = (T (g1e.), )| < [IT[[l|gll2]l2l]2-

Since L>®(X, ) N L?(X, u) is dense in L*(X, p), it then follows from Holder’s
inequality that f, € L®(X,p) with || f,]lc < [|T|, and that My, T = My, .
Note that for m > n, 1g, f, = 15, T(1g,) = T(1g,) = f.. Hence, {f.}
converges almost every where to a measurable function f. Since || fullo <
|T'|| for each n, we have || f|| < ||T||. Moreover, if g, h € L*(X, i) then we
have

[ totdu= 1 [ fughdn = tim (16, T(9). ) = (T(9). ).

Thus, T' = Mjy. [ |

'For technical reasons we restrict ourselves to o-finite spaces, although here and
throughout most of these notes the proper setting is really that of localizable spaces [?]
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Because of the previous result we will often identify L>°(X, ) with the
subalgebra of B(L?(X, u)) as described above. This should not cause any
confusion.

Exercise 3.5.10. Let X be an uncountable set, B; the set of all subsets of
X, By C By the set consisting of all sets which are either countable or have
countable complement, and p the counting measure on X. Show that the
identity map implements a unitary operator id : L*(X, By, u) — L*(X, By, 1),
and we have L>®(X, By, ) C L>®(X, By, )" = id L>®(X, By, ) id™.

3.6 Kaplansky’s density theorem

Proposition 3.6.1. If f € C(C) then x — f(z) is continuous in the strong
operator topology on any bounded set of normal operators in B(H).

Proof. By the Stone-Weierstrass theorem we can approximate f uniformly
well by polynomials on any compact set. Since multiplication is jointly SOT
continuous on bounded sets, and since taking adjoints is SOT continuous on
normal operators, the result follows easily. [ |

Proposition 3.6.2 (The Cayley transform). The map x — (xv —i)(z +1i)~!
s strong operator topology continuous from the set of self-adjoint operators
in B(H) into the unitary operators in B(H).

Proof. Suppose {xy}x is a net of self-adjoint operators such that z;, — z in
the SOT. By the spectral mapping theorem we have ||(x), + )7} < 1 and
hence for all £ € ‘H we have

Iz — i) (@ +9)7'€ — (a — i) (@ + 1) ]|
= [l + 1)~ (@ + ) (@ —0) = (2 — i) (@ +14)) (@ + 1) ¢
= [12i(zx + )7 @ —a) (@ + )T < 2 (@ — @) (@ +4) 7 0. W

Corollary 3.6.3. If f € Cy(R) then x — f(x) is strong operator topology
continuous on the set of self-adjoint operators.

Proof. Since f vanishes at infinity, we have that g(t) = f (i1=) defines a
continuous function on T if we set g(1) = 0. By Proposition 3.6.1 = +— g(x)

is then SOT continuous on the space of unitaries. If U(z) = 2 is the

Cayley transform, then by Proposition 3.6.2 it follows that f = go U is SOT
continuous being the composition of two SOT continuous functions. [ |
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Theorem 3.6.4 (Kaplansky’s density theorem). Let A C B(H) be a self-
adjoint subalgebra of B(H) and denote by B the strong operator topology
closure of A.

(1) The strong operator topology closure of As.a. is Bs.a.-
(13) The strong operator topology closure of (A)y is (B);.

Proof. We may assume that A is a C*-algebra. If {x;}, C A is a net of
elements which converge in the SOT to a self-adjoint element xy, then since
taking adjoints is WOT continuous we have that I’Bﬂ — x in the WOT.
But As .. is convex and so the WOT and SOT closures coincide, showing (a).
Moreover, if {yx}r C As.. such that y, — x in the SOT then by considering
a function f € Cy(R) such that f(¢t) =t for |t| < ||z, and |f()| < ||z||, for
t € R, we have ||f(yx)|] < ||z||, for all k& and f(yx) — f(z) in the SOT by
Corollary 3.6.3. Hence (A); N Ag,. is SOT dense in (B); N By,

Note that My(A) is SOT dense in My(B) C B(H @& H). Therefore if
x € (B); then = (:S* g

there exists a net of operators z,, € (My(A)); such that Z,, — Z in the SOT.

€ (My(B)); is self-adjoint. Hence from above

Writing &, = ( Z” Z” ) we then have that ||b,|| < 1 and b, — = in the

SOT. -

Corollary 3.6.5. A self-adjoint unital subalgebra A C B(H) is a von Neu-
mann algebra if and only if (A); is closed in the SOT.

Corollary 3.6.6. A self-adjoint unital subalgebra A C B(H) is a von Neu-
mann algebra if and only if A is closed in the o-WOT.

3.7 The spectral theorem and Borel functional
calculus

For T € K(H) a compact normal operator, there were two different perspec-
tives we could take when describing the spectral theorem for 7. The first
(Theorem 3.3.5) was a basis free approach, we considered the eigenvalues
o,(T") for T, and to each eigenvalue A\ associated to it the projection E(\)
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onto the corresponding eigenspace. Since 7' is normal we have that the E(\)’s
are pairwise orthogonal and we showed

T= Y AE).

Xeo(T)

The second approach (Theorem 3.3.6) was to use that since T is normal,
it is diagonalizable with respect to a given basis, i.e., we produced a set X
unitary matrix U : 2X — H such that UTU* is a multiplication operator
corresponding to some function f € (*X.

For bounded normal operators there are two similar approaches to the
spectral theorem. The first approach is to find a substitute for the projec-
tions E'(\) and this leads naturally to the notion of a spectral measure. For
the second approach, this naturally leads to the interpretation of diagonal
matrices corresponding to multiplication by essentially bounded functions on
a measure space.

Lemma 3.7.1. Let x, € B(H) be an increasing net of positive operators
such that sup, ||z.|| < oo, then there exists a bounded operator x € B(H)
such that x, — x i the SOT.

Proof. We may define a quadratic form on H by & — lim, ||\/z.€||>. Since
sup,, [|za|| < oo we have that this quadratic form is bounded and hence
there exists a bounded positive operator x € B(H) such that ||/z&||* =
lim, |[\/Z.&||%, for all £ € H. Note that z, < z for all «, and sup, ||(z —
74)"?|| < co. Thus for each & € H we have

Iz = 2a)€l® < Ml(z = 2a) 2P|l (2 — za) %))
= (& = za) 2P (IVzEN? = IVEall?) — 0.
Hence, x, — x in the SOT. [

Corollary 3.7.2. Let A C B(H) be a von Neumann algebra. If {p,}.e; C A
is a collection of pairwise orthogonal projections thenp =), .,;p, € A is well
defined as a SOT limit of finite sums.

3.7.1 Spectral measures

Let K be a locally compact Hausdorff space and let H be a Hilbert space.
A spectral measure F on K relative to H is a mapping from the Borel
subsets of K to the set of projections in B(H) such that
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(i) E(0)=0,E(K)=1.
(1) E(By N By) = E(By)E(Bs) for all Borel sets By and Bs.
(24i) For all £,n € H the function
B = Eey(B) = (E(B)S,m)
is a finite Radon measure on K.

Example 3.7.3. If K is a locally compact Hausdorff space and p is a o-finite
Radon measure on K, then the map F(B) = 1p € L®(K,u) C B(L*(K, u))
defines a spectral measure on K relative to L*(K, p).

We denote by B, (K) the space of all bounded Borel functions on K.
This is clearly a C*-algebra with the sup norm.
For each f € By (K) it follows that the map

(Em) o / fdE,

gives a continuous sesqui-linear form on A and hence it follows that there
exists a bounded operator T such that (T'¢,n) = [ f dE¢,. We denote this
operator T by [ fdE so that we have the formula (([ fdE)¢,n) = [ fdE;,,
for each &, € H.

Theorem 3.7.4. Let K be a locally compact Hausdorff space, let H be a
Hilbert space, and suppose that E is a spectral measure on K relative to H.
Then the association

fr—>/de

defines a continuous unital x-homomorphism from B (K) to B(H). More-
over, the image of Bso(K) is contained in the von Neumann algebra generated
by the image of C(K), and if f, € Bso(K) is an increasing sequence of non-
negative functions such that f = sup, f, € Bo, then [ fydE — [ fdE in
the SOT.

Proof. 1t is easy to see that this map defines a linear contraction which
preserves the adjoint operation. If A, B C K are Borel subsets, and £,n € H,
then denoting x = [14dE, y = [1pdE, and z = [ 14npdE we have

(xy&,m) = (E(A)yé,n) = (E(B)E, E(A)n)
= (E(BNA),n) = (2£,n).
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Hence zy = z, and by linearity we have that ([ fdE)([ gdE) = [ fgdFE for
all simple functions f,g € B (K). Since every function in B, (K) can be
approximated uniformly by simple functions this shows that this is indeed a
x-homomorphism.

To see that the image of B, (K) is contained in the von Neumann algebra

generated by the image of C(K), note that if a commutes with all operators
of the form [ fdFE for f € C(K) then for all £,n € H we have

0= ol [ £aE) = ([ faB6n) = [ fibewy— [ 1dE

Thus F¢ 4+ = Eq¢, and hence we have that a also commutes with operators
of the form [ gdE for any g € By(K). Therefore by Theorem 3.5.6 [ gdE
is contained in the von Neumann algebra generated by the image of C'(K).

Now suppose f,, € By (K) is an increasing sequence of non-negative func-
tions such that f = sup,, f,, € Beo(K). For each £, € H we have

/fn dEWS’77 — /de'fﬂ??

hence [ f,dE converges in the WOT to [ fdE. However, since [ f,dE
is an increasing sequence of bounded operators with || [ f,, dE| < || f]loo,
Lemma 3.7.1 shows that [ f,dE converges in the SOT to some operator
z € B(H) and we must then have z = [ f dE. |

The previous theorem shows, in particular, that if A is an abelian C*-
algebra, and F is a spectral measure on o(A) relative to H, then we obtain
a unital s-representation 7w : A — B(H) by the formula

We next show that in fact every unital *-representation arises in this way.

Theorem 3.7.5 (The spectral theorem). Let A be an abelian C*-algebra, H a
Hilbert space and m: A — B(H) a *-representation, which is non-degenerate
in the sense that & = 0 if and only if w(z)§ =0 for all x € A. Then there is
a unique spectral measure E on o(A) relative to H such that for all x € A
we have
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Proof. For each &, € H we have that f — (m(T7'(f))&, n) defines a bounded
linear functional on o(A) and hence by the Riesz representation therorem
there exists a Radon measure E¢, such that for all f € C(c(A)) we have

(DN (f))Erm) = / fdEe,

Since the Gelfand transform is a x-homomorphism we verify easily that
fdEey = dExw-1(pen = ABgxm-1(py-

Thus for each Borel set B C 0(A) we can consider the sesquilinear form
(&:n) = [ 1pdEe,. We have | [ fdE¢,| < || fll«/¢]llnll, for all f € C(a(A))

and hence this sesquilinear form is bounded and there exists a bounded op-
erator E(B) such that (E(B)¢,n) = [1pdEg,, for all {,n € H. For all
f € C(o(A)) we have

(r(@N(f)E(B)E, ) = / 15dE¢ 1017y = / 1pfdEe.,.

Thus it follows that E(B)* = E(B), and E(B')E(B) = E(B' N B), for any
Borel set B' C o(A). In particular, F(B) is a projection and since 7 is non-
degenerate it follows easily that E(o(A)) = 1, thus F gives a spectral measure
on o(A) relative to H. The fact that for x € A we have n(z) = [T'(z)dE
follows easily from the way we constructed F. [

If H is a Hilbert space and = € B(#) is a normal operator, then by
applying the previous theorem to the C*-subalgebra A generated by x and
1, and using the identification o(A) = o(x) we obtain a homomorphism from
By (o(x)) to B(H) and hence for f € By (o(z)) we may define

fla) = [ a.

Note that it is straight forward to check that considering the function f(z) =

z we have
xr = /sz(z).

We now summarize some of the properties of this functional calculus
which follow easily from the previous results.

Theorem 3.7.6 (Borel functional calculus). Let A C B(H) be a von Neu-
mann algebra and suppose x € A is a normal operator, then the Borel func-
tional calculus defined by f — f(x) satisfies the following properties:
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(1) f+— f(z) is a continuous unital x-homomorphism from By (o(x)) into
A.

(i) If | € Boo(a(x)) then o(f(x)) C f(o(x)).

(13i) If f € C(o(x)) then f(x) agrees with the definition given by continuous
functional calculus.

Corollary 3.7.7. Let A C B(H) be a von Neumann algebra, then A is the
uniform closure of the span of its projections.

Proof. By decomposing an operator into its real and imaginary parts it is
enough to check this for self-adjoint operators in the unit ball, and this follows
from the previous theorem by approximating the function f(t) = ¢ uniformly
by simple functions on [—1,1]. |

Corollary 3.7.8. Let A C B(H) be a von Neumann algebra, then the unitary
group U(A) is path connected in the uniform topology.

Proof. If u € U(A) is a unitary and we consider a branch of the log function
f(z) = log z, then from Borel functional calculus we have u = ¢ where
r = —if(u) is self-adjoint. We then have that u; = € is a uniform norm
continuous path of unitaries such that ug = 1 and u; = u. |

Corollary 3.7.9. If H is an infinite dimensional separable Hilbert space,
then K(H) is the unique non-zero proper norm closed two sided ideal in B(H).

Proof. 1f I C B(#H) is a norm closed two sided ideal and x € I\ {0}, then
for any & € R(x*x), ||€]| = 1 we can consider y = (£ @ )z*2(E @ &) € 1
which is a rank one self-adjoint operator with R(y) = C¢. Thus y is a
multiple of (€ ® €) and hence (¢ ® £) € I. For any (,n € H, we then have
(R = (CRE)(E®E)(£®M) € I and hence I contains all finite rank operators.
Since I is closed we then have that K(H) C 1.

If x € I is not compact then for some e > 0 we have that dim(1j .oy (z*2)H)
oo. If we let u € B(H) be an isometry from #H onto 1 ) (z*z)H, then we
have that o(u*z*zu) C [e,00). Hence, u*z*zu € I is invertible which shows

that I = B(H). ]

Exercise 3.7.10. Suppose that K is a compact Hausdorff space and F is a
spectral measure for K relative to a Hilbert space H, show that if f € B (K),
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and we have a decomposition of K into a countable union of pairwise disjoint
Borel sets K = U,,cnB,, then we have that

/de:Z i fdE,

neN n

where the convergence of the sum is in the weak operator topology.

3.8 Abelian von Neumann algebras

Let A C B(H) be a von Neumann algebra, and suppose £ € H is a non-zero
vector. Then ¢ is said to be cyclic for A if A¢ is dense in H. We say that &
is separating for A if z£ £ 0, for all z € A, x # 0.

Proposition 3.8.1. Let A C B(H) be a von Neumann algebra, then a non-
zero vector £ € H is cyclic for A if and only if & is separating for A’.

Proof. Suppose £ is cyclic for A, and x € A’ such that & = 0. Then
ra& = axé = 0 for all a € A, and since A¢ is dense in H it follows that xn = 0
for all n € ‘H. Conversely, if A is not dense, then the orthogonal projection
p onto its complement is a nonzero operator in A’ such that p§ = 0. [

Corollary 3.8.2. If A C B(H) is an abelian von Neumann algebra and
& € H s cyclic, then £ is also separating.

Proof. Since £ being separating passes to von Neumann subalgebras and
A C A’ this follows. u

Infinite dimensional von Neumann algebras are never separable in the
norm topology. For this reason we will say that a von Neumann algebra A
is separable if A is separable in the SOT. Equivalently, A is separable if its
predual A, is separable.

Proposition 3.8.3. Let A C B(H) be a separable von Neumann algebra.
Then there exists a separating vector for A.

Proof. Since A is separable, it follows that there exists a countable collection
of vectors {& }r, C H such that x&, = 0 for all k only if z = 0. Also, since A is
separable we have that Ho = Sp(A{&x}x) is also separable. Thus, restricting
A to Hy we may assume that H is separable.
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By Zorn’s lemma we can find a maximal family of non-zero unit vectors
{&a}a such that A&, L A&g, for all o # . Since H is separable this family
must be countable and so we may enumerate it {£,, },, and by maximality we
have that { A, }, is dense in H.

If we denote by p,, the orthogonal projection onto the closure of AE,, then
we have that p,, € A’, hence, setting £ =) 2%5 if x € A such that & = 0,
then for every n € N we have 0 = 2"p,x¢ = 2"zp,§ = x&, and so x = 0
showing that £ is a separating vector for A. [

Corollary 3.8.4. Suppose H is separable, if A C B(H) is a mazimal abelian
self-adjoint subalgebra (masa), then there exists a cyclic vector for A.

Proof. By Propostion 3.8.3 there exists a non-zero vector £ € H which is
separating for A, and hence by Proposition 3.8.1 is cyclic for A’ = A. |

The converse of the previous corollary also holds (without the separability
hypothesis), which follows from Proposition 3.5.9, together with the following
theorem.

Theorem 3.8.5. Let A C B(H) be an abelian von Neumann algebra and sup-
pose & € H is a cyclic vector. Then for any SOT dense C*-subalgebra Ag C A
there exists a Radon probability measure p on K = o(Ag) with supp(u) =
K, and a unitary U : L*(K,u) — H such that U*AU = L®(K,pu) C
B(L*(X, p)), and such that [ U*aU dp = (a&, &) for all v € A.

Proof. Fix a SOT dense C*-algebra Ay C A, then by the Riesz represen-
tation theorem we obtain a finite Radon measure p on K = o(Ay) such
that (I'(f)&,&) = [ fdp for all f € C(K). Since the Gelfand transform takes
positive operator to positive functions we see that p is a probability measure.

We define a map Uy : C(K) — H by f + T'(f)&, and note that ||Uy(f)||> =
(T(fNEE) = [ffdn = ||flla- Hence Uy extends to an isometry U :
L?(K,u) — H. Since € is cyclic we have that Ao§ € U(L*(K, 1)) is dense and
hence U is a unitary. If the support of p were not K then there would exist a
non-zero continuous function f € C(K) such that 0 = [ |f?|dp = ||T(f)E]?,
but since by Corollary 3.8.2 we know that ¢ is separating and hence this
cannot happen.

If feC(K)CB(L*K,u)), and g € C(K) C L*(K, i) then we have

UT(f)Ug=UT(f)T(9)§ = fg = Myg.
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Since C'(K) is || - ||o-dense in L*(K, ) it then follows that U*T'(f)U = M, for
all f € C(K) and thus U*AgU C L*(K, u). Since Ag is SOT dense in A we
then have that U*AU C L*>°(K, ). But since z — U*zU is WOT continuous
and (A); is compact in the WOT it follows that U*(A),U = (L*™(K, 1)), and
hence U*AU = L*®(K, u). This similarly shows that we have [U*aU du =
(a&, &) for all z € A. [

In general, if A C B(H) is an abelian von Neumann algebra and £ € H is
a non-zero vector, then we can consider the projection p onto the K = AE.
We then have p € A’, and Ap C B(H) is an abelian von Neumann for which &
is a cyclic vector, thus by the previous result Ap is #-isomorphic to L (X, i)
for some probability space (X, ). An application of Zorn’s Lemma can then
be used to show that A is *-isomorphic to L>(Y,v) were (Y,v) is a measure
space which is a disjoint union of probability spaces. In the case when A is
separable an even more concrete classification will be given below.

Theorem 3.8.6. Let A C B(H) be a separable abelian von Neumann algebra,
then there exists a separable compact Hausdorff space K with a Radon proba-
bility measure 1 on K such that A and L*°(K, ) are x-isomorphic. Moreover,
if v is a normal faithful state on A, then the isomorphism 0 : A — L*°(K, )
may be chosen so that ¢(a) = [ 6(a)dp for all a € A.

Proof. By Proposition 3.8.3 there exists a non-zero vector £ € H which is
separating for A. Thus if we consider K = A¢ we have that restricting each
operator x € A to K is a C*-algebra isomorphism and ¢ € K is then cyclic.
Thus, the result follows from Theorem 3.8.5.

If ¢ is a normal faithful state on A, then considering the GNS-construction
we may representation A on L%(A, @) with a cyclic vector 1 which satisfies
¢(a) = (al,1). The result then follows as above. |

If + € B(H) is normal such that A = W*(x) is separable (e.g., if H is
separable), then we may let Ay be the C*-algebra generated by x. We then
obtain the following alternate version of the spectral theorem.

Corollary 3.8.7. Let A C B(H) be a von Neumann algebra. If x € A is
normal such that W*(z) is separable, then there exists a Radon probability
measure p on o(x) and a *-homomorphism f +— f(x) from L>®(o(x), n)
into A which agrees with Borel functional calculus. Moreover, we have that
o(f(x)) is the essential range of f.
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Note that W*(z) need not be separable in general. For example, ¢>°([0,1]) C
B(¢3([0,1])) is generated by the multiplication operator corresponding to the
function ¢ — ¢.

Lemma 3.8.8. Let A C B(H) be a separable abelian von Neumann algebra,
then there exists a self-adjoint operator x € A such that A = {z}".

Proof. Since A is separable we have that A is countably generated as a von
Neumann algebra. Indeed, just take a countable family in A which is dense in
the SOT. By functional calculus we can approximate any self-adjoint element
by a linear combination of projections and thus A is generated by a countable
collection of projections {pg }72.

Define a sequence of self adjoint elements x,, = >, 4 *py, and let = =
> o047 p. We denote by Ay = {z}”. Define a continuous function f :
[—1,2] — Rsuch that f(¢t) =1ift € [1—5,1+ %] and f(¢t) = 0if ¢ < 1, then
we have that f(x,) = po for every n and hence by continuity of continuous
functional calculus we have py = f(x) € Ag. The same argument shows that
p1= f(4(x —po)) € Ag and by induction it follows easily that pp € Ag for all
k >0, thus Ay = A. [ |

Theorem 3.8.9. Let A C B(H) be a separable abelian von Neumann algebra
and ¢ a normal faithful state on A. Then there is there exists a probability
space (X, ) and an isomorphism 0 : A — L>®(X,pn), such that p(a) =
[ 0(a)dp for all a € A.

Moreover, (X, ) may be taken to be of one of the following forms:

(i) (K,v), where K is countable;

(i) (K,v)x([0,co], \) where K is countable, 0 < ¢ < 1, and X is Lebesgue
measure;

(739) ([0,1],\) where X is Lebesque measure.

Proof. Since A is separable we have from Lemma 3.8.8 that as a von Neumann
algebra A is generated by a single self-adjoint element x € A.

We define K = {a € o(z) | 1{s3(x) # 0}. Since the projections cor-
responding to elements in K are pairwise orthogonal it follows that K is
countable. Further, if we denote by px = > . (s then we have that
Apg = (*K, and restricting ¢ to ¢o(K) under this isomorphism gives a
positive measure on K which is taken to ¢|4,, under this isomorphism.
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Thus, by considering (1 — px)A we may assume that px = 0, and it
is enough to show that in this case there exists an isomorphism 6 : A —
L*>([0,1], A), such that ¢(a) = [6(a)d) for all a € A.

Thus, we suppose that o(z) has no isolated points. We may then in-
ductively define a sequence of partitions {A7}2", of o(z) such that A} =
ADFL U AZFL and AP has non-empty interior, for all n > 0, 1 < k < 2. If
we then consider the elements y,, = > oo, 2%1 4, (z) then we have that y, — y
where 0 <y < 1, {z}" = {y}” and every dyadic rational is contained in the
spectrum of y (since the space of invertible operators is open in the norm
topology), hence o(y) = [0, 1].

By Theorem 3.8.6 there exists an isomorphism 6 : {y}" — L*([0,1], 1)
for some Radon measure p on [0, 1] which has full support, no atoms and
such that p(a) = [6p(a)dp for all @ € A. If we define the function 6 :
[0,1] — [0, 1] by 6(t) = w([0,¢t]) then 6 gives a continuous bijection of [0, 1],
and we have 6,1 = A, since both are Radon probability measures such that
for intervals [a, b] we have 0,u([a,b]) = p([07(a),071(0)]) = A([a,b]). The
map 6% : L°°([0, 1], \) — L>([0,1], i) given by 6*(f) = f o 671 is then easily
seen to be the desired *-isomorphism. [ |

3.9 Standard probability spaces

A topological space X is a Polish space if X is homeomorphic to a separable
complete metric space. A o-algebra (X, B) is a standard Borel space if
(X, B) is isomorphic to the o-algebra of Borel subsets of a Polish space. A
measure space (X, p) is a standard measure space if it is o-finite, and its
underlying o-algebra is a standard Borel space, and a standard probability
space if it is also a probability space.

Theorem 3.9.1. Let X be a Polish space, and { E,, }nen a countable collection
of Borel subsets, then there exists a finer Polish topology on X with the same
Borel sets, such that for each n € N, E,, is clopen in this new topology.

Proof. We first consider the case of a single Borel subset £ C X. We let A
denote the set of subsets which satisfy the conclusion of the theorem and we
let B be the o-algebra of Borel subsets of X. Since X is Polish there exists
a complete metric d on X such that (X, d) gives the topology on X.
If A C X is closed, then it’s not hard to see that the metric d'(z,y) =
1

d(z,y) + \m — m| gives a finer Polish topology on X with the same



68 CHAPTER 3. BOUNDED LINEAR OPERATORS

Borel o-algebra such that A becomes clopen in this new topology. Thus, A
contains all closed subsets of (X, d).

It is also clear that A is closed under taking complements. Thus, to
conclude that B C A it is then enough to show that A is closed under
countable intersections. Suppose therefore that A,, € A, and let d,, be metrics
giving a finer Polish topology on X such that the Borel structures all agree
with B, and such that A, is clopen in (X,d,) for each n € N.

Note that a metric p is complete if and only if the metric ﬁ is complete,
thus we may assume that each d,, assigns X a diameter at most 1. We may
then define a new metric d on X given by d(z,y) = Y nen 27 (2, y). Note
that (X, J) is a finer Polish topology than (X, d), and since for each n € N,
the metric space (X, d,) has the same Borel structure as B3, it is easy to see
that the Borel structure on (X, d) also agrees with B.

We then have that A, is closed in (X, a?) for each n, and hence N,enA,
is also closed in this topology. From above there then exists a finer polish
topology with the same Borel structure such that N,cnA, is clopen in this
new topology.

Consider now a countable collection of Borel subsets { £, },en. Then from
above, there exists a metric d,, on X such that the corresponding topology
generates the Borel structure B, and such that E, is clopen in this topology.
Then just as above, we may assume that X has a diameter at most 1 with
respect to d,,, and considering the new metric cZ(x, Y) =D pen 2 dy(z,y) we
have that this metic generates the Borel structure B, and FE,, is then clopen

for each n € N. [ |

Corollary 3.9.2. Let (X, B) be a standard Borel space, and E € B a Borel
subset, then (E,B|g) is a standard Borel space.

Proof. By the previous theorem we may assume X is Polish and £ C X is
clopen, and hence Polish. We then have that B|g is the associated Borel
structure on E and hence (E, B|g) is standard. [

Corollary 3.9.3. Let X be a standard Borel space, Y a Polish space, and
f X — Y a Borel map, then there exists a Polish topology on X which
generates the same Borel structure and such that f is continuous with respect
to this topology.

Proof. Let {E,} be a countable basis for the topology on Y. By Theo-
rem 3.9.1 there exists a Polish topology on X which generates the same
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Borel structure and such that f~'(E,) is clopen for each n € N. Hence, in
this topology f is continuous. [

We let N<N denote the set of finite sequences of natural numbers, i.e.,
N<N consists of the empty set, together with the disjoint union of N, for
neN. If s=(s1,...,5,) € NN and k € N, we denote by s’k the sequence
(81,80, k). If s € NN and n € {0}UN then we denote by s|n the sequence
which consists of the first n entires of s. A Souslin scheme on a set X is a
family of subsets {Es}sen<n.

Lemma 3.9.4. Let X be a Polish space, then there exists a Souslin scheme
{Es}sen<n consisting of Borel subsets such that the the following conditions
are satisfied:

(i

) Ei

(i1) For each s € NN, E, = LpenFy.

(#ii) For each s € NY the set mneNEsm consists of at most one element.
)

(iv) For each s € NN, MyenByn = {2} # 0 if and only if Egn # 0 for all

n € N, and in thzs case for any sequence x,, € Ky, we have x, — .

Proof. Let d be a complete metric on X which generates the Polish topology
on X. By replacing d with ﬁ we may assume that the diameter of X is
at most 1. We will inductively construct {FEs},en<n so that for s € N the
diameter of Fy is at most 27". First, we set £y = X. Now suppose E; has
been constructed for each s € {0} UF_; N*. If s € N* let {z,}nen be a
countable dense subset of Ey (note that any subspace of a separable metric
space is again separable).

We define E;~; = EsN (Bo-r-1(2;) \Uj<; Bo-r-1(z;)), where B,(x) denotes
the open ball of radius r centered at x. It is then easy to see that for each
s € NN we have E, = UpenFEs,. Moreover, for each s € NY, we have that
Ep, has diameter at most 27", hence ﬁneNm contains at most one element.
Finally, if Tln # 0 for all n € N, then as the diameter of E,, converges to
0, it follows from completeness, that there exists x € N,enEy)n, and for each
sequence r, € Ey, we have x, — x. |

If X is a standard Borel space and A, B C X are disjoint, then we say
that A and B are Borel separated if there exists a Borel subset £ C X
such that A C E, and B C X \ E.
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Lemma 3.9.5. Let X be a standard Borel space and suppose that A =
UnenAn, and B = UyenBy,, are such that A, and B,, are Borel separated
for each n,m € N, then A and B are Borel separated.

Proof. Suppose E, ,, is a Borel subset which separates A,, and B,, for each
n,m € N. Then F = Upen Nmen Enm separates A and B. |

If X is a Polish space, a subset £ C X is analytic if there exits a Polish
space Y and a continuous function f : Y — X such that E = f(Y). Note
that it follows from Corollary 3.9.3 that if f : Y — X is Borel then f(Y) is
analytic. In particular, it follows that all Borel sets are analytic. If X is a
standard Borel space then a subset £ C X is analytic if it is analytic for
some (and hence all) Polish topologies on X which give the Borel structure.

Theorem 3.9.6 (The Lusin Separation Theorem). Let X be a standard
Borel space, and A, B C X two disjoint analytic sets, then A and B are
Borel separated.

Proof. We may assume that X is a Polish space, and that there are Polish
spaces Y7, and Y5, and continuous functions f; : Y; — X such that A = f;(Y})
and B = f(Ys).

Let {E,}oen<n (resp. {Fs}tsen<n) be a Souslin scheme for Y (resp. Ys)
which satisfies the conditions in Lemma 3.9.4. If A and B are not Borel sepa-
rated then by Lemma 3.9.5 we may recursively define sequences {s,, },,, {rn}n €
N such that fi(Ejp,) and fo(F,,) are not Borel separated for each n € N. In
particular, we have that £, and F}), are non-empty for each n € N, hence
there exists a € Y7, b € Y5 such that ﬂneNm = {a}, ﬂneNm = {b}.

If VW C X are disjoint open subsets with fi(a) € V, and f5(b) € W,
then by continuity of f;, for large enough n we have fi(E,,) C V, and
fg(Fy|n) C W. Hence V separates L, from F, for large enough n, a
contradiction. [ |

Corollary 3.9.7. If X is a standard Borel space then a subset E C X is
Borel if and only if both E and X \ E are analytic.

Corollary 3.9.8. let X be a standard Borel space, and let {A,}nen be a
sequence of disjoint analytic subsets, then there exists a sequence {E,}nen of
disjoint Borel subsets such that A, C E, for each n € N.
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Proof. 1t is easy to see that the countable union of analytic sets is analytic.
Hence, by Lusin’s separation theorem we may inductively define a sequence
of Borel subsets {F, },en such that A, C E,, while (Ugs,Ag) U (Ugen Ex) C
X\ A,. |

Theorem 3.9.9 (Lusin-Souslin). Let X andY be standard Borel spaces, and
f: X — Y an injective Borel map, then f(X) is Borel, and f implements
an isomorphism of standard Borel spaces between X and f(X).

Proof. We first show that f(X) is Borel. By Corollary 3.9.3 we may assume
that X and Y are Polish spaces and f is continuous. Let {E,},cn<v be a
Souslin scheme for X which satisfies the conditions of Lemma 3.9.4. Then
{f(Es) }sen<n gives a Souslin scheme of analytic sets for Y, and since f is in-
jective it follows that for each s € N we have that {f(FEsx)}ren are pairwise
disjoint. Thus, by Corollary 3.9.8 there exist pairwise disjoint Borel subsets
{Ysk tren such that f(Es) C Yy for each k € N.

We inductively define a new Souslin scheme {C;} cn<v for Y by setting
Cop=Y,and Cyp, = Cs N f(Eyy) N Yy for all s € NN and k& € N. Then
for each s € N<N we have that C; is Borel, and also

f(Es) C Cs C f(Ey).
We claim that f(X) = Ngen Ugenr Cs, from which it then follows that f(X)
is Borel.

If y € f(X), then let x € X be such that f(z) =y. There exists s € NV
such that © € NpenEyk, and hence y € Npenf(Eqx). Thus, y € NpenCi C
Nien Ugent Cs. Conversely, if y € NMreny Ugens Cs, then there exists s € NN
such that y € Cyr C f(Eqi) for each k € N. Hence Ey # 0 for each
k € N and thus MgenFyp = {z} for some x € X. We must then have
that f(xz) = y, since if this were not the case there would exists an open
neighborhood U of f(x) such that y & U. By continuity of f we would then
have that f(Eyy) C U for large enough k, and hence y € Mgenf(Eysx) C U,
a contradiction.

Having established that f(X) is Borel, the rest of the theorem follows
easily. We have that f gives a bijection from X to f(X) which is Borel, and
if £ C X is Borel, then from Corollary 3.9.2 and the argument above we
have that f(E) is again Borel. Thus, f~! is a Borel map. [

Corollary 3.9.10. Suppose X and Y are standard Borel spaces such that
there exists injective Borel maps f : X — Y, and g:Y — X, then X and Y
are 1somorphic.
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Proof. Suppose f: X =Y, and g: Y — X are injective Borel maps. From
Theorem 3.9.9 we have that f and g are Borel isomorphisms onto their image
and hence we may apply an argument used for the Cantor-Bernstein theorem.
Specifically, if we set B = Upen(fog)"(Y \ f(X)), and we set A = X \ g(B),
then we have g(B) = X \ A, and

f(A) = FX)N(feog)(B) =Y\ (Y \ f(X))U(fog)(B)) =Y\ B.

Hence if we define 6 : X — Y by 0(z) = f(x), if v € A, and 0(z) = g~ (z),
if r € Y\ A= g(B), then we have that theta is a bijective Borel map whose
inverse is also Borel. |

Theorem 3.9.11 (Kuratowski). Any two uncountable standard Borel spaces
are isomorphic. In particular, two standard Borel spaces X and Y are iso-
morphic if and only if they have the same cardinality.

Proof. Let X be an uncountable standard Borel space, we’ll show that X
is isomorphic as Borel spaces to the Polish space C = 2N. Note that by
Corollary 3.9.10 it is enough to show that there exist injective Borel maps
f:X—=>C,andg:C— X.

To construct f, fix a metric d on X such that d gives the Borel structure
to X and such that the diameter of X is at most 1. Let {x,} be a countable
dense subset of (X, d), and define fy : X — [0,1]N by (fo(z))(n) = d(x, z,,).
The function fy, is clearly injective and continuous, thus to construct f it is
enough to construct an injective Borel map from [0, 1]N to C, and since CN
is homeomorphic to C, it is then enough to construct an injective Borel map
from [0, 1] to C, and this is easily done. For example, if y € [0, 1) then we may
consider its dyadic expansion y = > -, by27%, where in the case when y is a
dyadic rational we take the expansion such that by is eventually 0. Then it
is easy to see that [0,1) 3 y — {bx}i € C gives an injective function which is
continuous except at the countable family of dyadic rational, hence is Borel.
We may then extend this map to [0, 1] by sending 1 to (1,1,1,---) € C.

To construct g, we again endow X with a compatible metric d such that
X has diameter at most 1. We let Z C X denote the subset of X consisting
of all points x such that every neighborhood of x is uncountable. Then
X \ Z has a countable dense subset, and each point in this subset has a
neighborhood with only countably many points, hence it follows that X \ Z
is countable and so Z is uncountable. By induction on n we may define sets
F; for s € {0,1}", with the following properties:
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(i) Fp =2,

(ii) For each s € {0,1}" we have that Fy~y and F-; are disjoint subsets of
Fy.

(iii) For each s € {0,1}" we have that F; is a closed ball of diameter at
most 27",

Thus, for each s € 2V we have that {Fyn}nen is a decreasing sequence of
closed balls with diameter tending to 0. Since (X, d) is complete there then
exists a unique element g(s) € NyenFy,. It is then easy to see that g : N
X is an injective function which is continuous and hence also Borel. [

If (X,u) and (Y,v) are o-finite measure spaces and 7 : X — Y is a
measurable map such that 7, < v, then we obtain a unital x-homomorphism
7 L®(Y,v) — L>®(X, p) given by 7*(f) = fom. Note that 7* is well defined
since 7" < v. Note also that if (Y,v) is standard, and if 7 : X — Y were
another such map, then we would have 7* = 7* if and only if 7(z) = 7(x)
for almost every x € X.

We also have that 7* is normal. Indeed, the predual of L*°(X,u) may
naturally be identified with M (X, i) the set of finite measures 7 on X such
that » < p. The push forward of m then defines a bounded linear map
e : M(X, ) = M(Y,v), and it is then easy to see that 7* is the dual map
to 7.

When the measure spaces are standard every normal endomorphism ar-
rises in this way.

Theorem 3.9.12 (von Neumann). Suppose (X, p) and (Y,v) are o-finite
measure spaces such that Y is standard, and suppose that o : L*(Y,v) —
L>(X, p) is a normal unital x-homomorphism, then there exists a measurable
map 7 : X — Y such that m,pu < v, and such that « = ©*. Moreover, if
X and Y are both standard and have the same cardinality and if o is an
1somorphism then m can be chosen to be bijective.

Proof. 1If Y is countable then the result is easy and so we only consider the
case when Y is uncountable. Also, by replacing p and v with equivalent
measures, we may assume that (X, u) and (Y, v) are probability spaces.

By Theorem 3.9.11 we may assume that Y is a separable compact Haus-
dorff space. We then have that C'(Y') is also separable and hence there exists
a countable Q[i]-algebra Ay C C(Y) which is dense in C(Y). If for each
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f € Ap we chose a measurable function on X which realizes «a(f), then as
« is a unital x-homomorphism and since Ay is countable it follows that for
almost every x € X the functional Ay 5 f — a(f)(z) extends to a continu-
ous unital x-homomorphism on C(Y’). Thus, for almost every = € X, there
exists a unique point m(x) € Y such that a(f)(z) = f(7w(x)) for all f € Ay.
We let £ C X denote a conull set of points for which this is the case. We
then fix yp € Y and set 7(z) = yo for z € X \ E.

If K CY isclosed, thenlet A, ={f € Ao | |f(y)| < 1/nforalye K}.
If x € F then since A C C(Y) is dense we have that m(x) € K if and
only if |f(m(z))] < 1/n for all f € A,, and n € N. Hence EN7 }(K) =
E N Npen Nyea, a(f)~1(B(1/n)) is measurable, where B(1/n) C C denotes
the closed ball with center 0 and radius 1/n. We therefore have that 7 is
measurable and since Ay is dense in C(Y'), we have that [ fdm.u = [ a(f)dp
for all f € C(Y). If F C Y is measurable such that mu(F) > 0, then there
exist f, € C(Y) uniformly bounded so that f,, — 1z almost everywhere with
respect to m.u. We then have mu(F) = lim,, o [ a(fn)dp = [a(lp)du by
the bounded convergence theorem. Thus a(lr) # 0 and hence v(F) # 0.
Therefore, 7,41 < v, and since Ay is weakly dense in L>(Y, ) we have 7* = .

If X is also standard and uncountable, then there exists a countable col-
lection of Borel sets { E, },en which separates points. If « is a *-isomorphism
then there exist F;, C Y measurable sets such that u(E,An"1(F,)). We set
Xo = Upen(E,An7Y(F,)) then we have u(Xo) = 0, and 7—!(F},) separates
points on X \ Xo. Hence 7 is injective when restricted to X \ X,. Since X is
uncountable, it has an uncountable Borel set with measure 0, and hence we
may assume that Xg is uncountable.

Similarly, there exists an uncountable Borel set Yy C Y and an injective
Borel map 7 : Y \ Yy — X such that v(Yy) = 0, and 7* = a~!. By again
removing a null set we may assume that the range of m agrees with the
domain of 7 and vice versa. We then have that (7om)* =1id, (mo7)* =id an
hence 7 o 7w and 7 o ™ must agree almost everywhere with the identity map.
Thus, by enlarging X, and Y, with sets of measure 0 we may assume that
71 =7 on Y \Y,. Since Xy and Y; are uncountable there exists a Borel
bijection between them and hence we can extend 7 from X \ Xy to a Borel
bijection between X and Y such that 7" = a. [

Corollary 3.9.13. Let (X, ) be a standard probability space, then (X, u) is
isomorphic to a probability space of one of the following forms:

(i) (K,v) where K is countable;
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(i) (K'U[0,1],v), where K is countable, and v([0,1]) = 0.

(#ii) (K, 1) % ([0,col, A) where K is countable, 0 < ¢y < 1, and X is Lebesgue
measure;

(i) ([0,1],\) where X\ is Lebesgue measure.

Proof. Since (X, u) is a standard probability space, then by Theorem 3.8.9
there exists a probability space (Y, ) of one of the forms above, and a normal
isomorphism 6 : L>(X, u) — L>(Y,v), such that [ fdu = [6(f)dv, for all
f € L>®(X,u). The result then follows easily from the previous theorem. H

3.10 Normal linear functionals

Proposition 3.10.1. Let A C B(H) be a von Neumann algebra, and let A, C
A* be the subspace of o-WOT continuous linear functionals, then (A.)* = A
and under this identification the weak*-topology on A agrees with the o-WOT.

Proof. By the Hahn-Banach Theorem, and Lemma 3.4.3 we can identify A,
with L'(B(H))/AL, where A, is the pre-annihilator

Ay ={x € LY(B(H)) | Tr(ax) =0, for all a € A}.

From the general theory of Banach spaces it follows that (L'(B(H))/AL)*
is canonically isomorphic to the weak* closure of A, which is equal to A

by Corollary 3.6.6. The fact that the weak*-topology on A agrees with the
o-WOT is then obvious. |

If AcC B(H) and B C B(K) are von Neumann algebras, then a linear
map ¢ : A — B is said to be normal if it is continuous from the o-WO'T of
A to the o-WOT of B. Equivalently, ® : A — B is normal if the dual map
¢* . B* — A* given by ®*(¢)(a) = ¢(P(a)) satisfies ®*(B,) C A, in this
case we denote ¢, = O*

B -

Lemma 3.10.2. Suppose ¢ and ¢ are positive linear functionals on a von
Neumann algebra M, and p € P(M) such that p-1 - p is normal and ¢(p) <
¥(p), then there exists a non-zero projection q € P(M), q < p such that
o(x) < (x) for all x € ¢Mgq, = > 0.
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Proof. Consider the set C of all operators 0 < x < p such that ¢(x) > ¢(x).
If x; is any increasing family in C then since p - ¢ - p is normal we have
P(im;y00 z;) = lim; 0 ¥(z;) and since for each i we have p(lim;_,o x;) >
o(x;) it follows that lim; .., x; € C. Thus, by Zorn’s lemma there exists a
maximal operator xy € C. Moreover, xg # p since ¢(p) < ¥(p).

Since xy # p, there exists ¢ > 0 such that ¢ = 1.1j(p — 29) # 0. We
then have ¢ < p and if 0 < y < egq then 2y < 29 +y < 29 + ¢ < p, hence
p(zo +y) < Y(wo +y) < @(x0) + (), and so p(y) < Y(y). u

Proposition 3.10.3. Let ¢ be a positive linear functional on a von Neumann
algebra M C B(H), then the following statements are equivalent.

(1) ¢ is normal.

(13) There is a positive trace class operator A such that o(x) = Tr(zA), for
allz € M.

(23i) If x; € M is any bounded increasing net, then we have p(lim; o x;) =
im0 80(%)

() If {p:}i is any family of pairwise orthogonal projections in M, then

o) =2 p(pi)-

Proof. (i) = (ii) If ¢ is normal then there exist Hilbert-Schmidt operators
B and C such that ¢(z) = (xB,C)y for all x € A. If we set ¢(x) =
H(x(B+C), (B+C))s, then ¢ is a positive linear functional and for z € M,
z > 0 we have

o) = 5(oB,C)a + S (2B, O

_ i@(B +C),(B+C))y — ;L<:c(B —C),(B=0))2 <9().

By Proposition 2.3.8 there exists T € (M®C) C B(H®H) such that 0 <
T <1and ¢(z) = HzT*(B+C), T /?(B+C))s, for all z € M. The result
then follows.

(i) == (iii) This follows easily since z — Tr(zA) is SOT continuous
and since x; — lim;_,, x; in the SOT topology.

(iii) = (iv) This is obvious.
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(iv) = (i) If p € P(M) is a non-zero projection, then we can consider
¢ € H such that ¢(p) < (p€,&). By Lemma 3.10.2 there then exists a non-
zero projection ¢ < p such that p(z) < (x€,€) for all x € ¢Mg. By the
Cauchy-Schwarz inequality for any x € M we then have

lo(zq)]* < plgr*zq)p(1) < (qr*zg€, &)p(1) = ||lzg€|IP(1).

Thus ¢ - ¢ is SOT continuous, and hence normal.

By Zorn’s lemma we may consider a maximal family {p;};c; of pairwise
orthogonal projections such that p; - ¢ is SOT continuous for all ¢ € I. From
the previous paragraph we have that ). p; = 1. By hypothesis, for any
€ > 0 there exists a finite subcollection J C [ such that if p = Zjerj then
©(p) > ¢(1) — &, but then for z € M we have

(o —p- @) (@) < plaz”)e(1 —p) < |lzl*e(1)(¢(1) — @(p)),

hence [[¢ —p - ¢||* < ¢(1)e. Therefore the finite partial sums of >, p; - ¢
converge to ¢ in norm, and since each p; - ¢ is normal it then follows that ¢
is normal. |

Corollary 3.10.4. If ¢ is a normal state on a von Neumann algebra M then
the GNS-representation (w,, L*(M, ¢),1,) is a normal representation.

Proof. From the implication (i) == (ii) of the previous proposition we
have that ¢ is of the form x +— (2T, T) for some Hilbert-Schmidt operator
T. By uniqueness of the GNS-construction it then follows that the GNS-
representation (m,, L*(M, ¢),1,) is equivalent to a subrepresentation of the
normal representation r +— r ® 1 € B(H®H). |

Corollary 3.10.5. FEvery x-isomorphism between von Neumann algebras is
normal.

Proof. 1f  : M — N is a x-isomorphism, then for any bounded increasing
net x; € M we have 0(lim; o, ;) > lim;_,, 0(x;), and applying 6~ gives the
reverse inequality as well. Hence from Proposition 3.10.3 it follows that o6
is normal whenever ¢ is. Hence, # is normal. |

3.11 Polar and Jordan decomposition

Lemma 3.11.1. Let M be a von Neumann algebra and I C M a left ideal
which is closed in the WOT, then there exists a projection p € P(M) such
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that I = Mp. If, in addition, I is a two sided ideal then p is central. If
V C M, is a closed left invariant subspace (i.e., x - @ € V for all x € M,
p € V), then there exists a projection q € P(M) such that V = M,q. If, in
addition, V' is also right invariant then q is central.

Proof. By Theorem 2.1.1 any closed left ideal I C M has a right approximate
identity. Since [ is closed in the WOT it then follows that I has a right
identity p. Since p is positive and p? = p we have that p is a projection, and
Mp=1Ip=1.

If I is a two sided ideal then p is also a left identity, hence for all x € M
we have xp = prp = px, and so p € Z(M).

If V C M, is a closed left invariant subspace then V0 = {z € M | p(z) =
0, for all ¢ € V} is a right ideal which is closed in the WOT. Hence there
exists ¢ € P(M) such that V? = ¢gM. and then it is easy to check that
V = M,q. If V is also right invariant then V? will be a two sided ideal and
hence ¢ will be central. [ |

If p : M — C is a normal positive linear functional, then {z € M |
o(z*x) = 0} is a left ideal which is closed in the WOT, thus by the previous
lemma there exists a projection p € P(M) such that p(z*z) = 0 if and only
if x € Mp. We denote by s(¢) =1 — p the support projection of ¢. Note
that if ¢ = s(¢) then ¢(xq) = ¢(qx) = @(x) for all z € M, and moreover, ¢
will be faithful when restricted to ¢Mgq.

Theorem 3.11.2 (Polar decomposition). Suppose M is a von Neumann
algebra and ¢ € M,, then there exists a unique partial isometry v € M and
positive linear functional ¥ € M, such that ¢ = v -1 and v*v = s(1)).

Proof. We will assume that [|¢|| = 1. Since (M,)* = M, if ¢ € M, there
exists a € M, ||al]| < 1, such that p(a) = ||¢||. Consider a* = v|a*|, the polar
decomposition of a*. Then if ¥ = v* - ¢ we have ¥(|a*|) = p(a) = ||¢] = 1.
Since 0 < |a*| < 1, we have |||a*| 4+ €?(1 — |a*|)|| < 1 for every 0 € R. If we
fix § € R such that e?(1 — |a*|) > 0 then we have

v(la]) < w(la’]) + PPl = la*]) = ¥(la’] + (1 = [a™])) < ¢l = v(]a”]).

Thus (1) = ¥(|a*|) = ||| and hence 1) is a positive linear functional.

Set p = v*v. By replacing a with avs(¢)v* we may assume that p < s(v),
and for z € M such that ||z|| < 1, we have that ¢ (|a*|+ (1 —p)z*z(1 —p)) <
||| = ¢(|la*|) which shows that ¢((1—p)az*z(1—p)) = 0 and hence p > s(¢).
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To see that ¢ = v-1) it suffices to show that p(z(1—p)) =0 for all x € M.
Suppose that ||z|| =1 and ¢(x(1 —p)) = 8 > 0. Then for n € N we have

ne+ B =plnata(l=p) < na+ (1)
= ||(na + #(1 ~ p))(na + 2(1 — p))" |

= [|n?*la*]* + (1 —p)x”‘”l/2 <Vn?+1,

which shows that g = 0.
To see that this decomposition is unique, suppose that ¢ = vg - ¥y gives
another decomposition, and set py = vjvg = s(1y). Then for x € M we have

P(x) = p(av®) = Po(zvvo) = to(porv™v0).

Setting x = 1 — py we then have p = s(¢)) < po, and by symmetry we have
Po <.

In particular we have vjv € pMp and so we may write vjv = h+ ik where
h and k are self-adjoint elements in pMp. Then 1 (h) + i(k) = P (viv) =
Yo(p) = [[voll = llel|-

Hence, 1(h) = ||| and ¥ (k) = 0. We then have p—h > 0 and ¢(p—h) =
0, thus since v is faithful on pMp it follows that A = p, and we must then
also have k = 0 since [[vjv|| < 1. Hence, viv = p and taking adjoints gives
v Uy = P.

Thus, v = vp = vv*vy and so vv* < vyu§. Similarly, we have vovg < vv*
from which it then follows that v = vy. Therefore, ¥ = v*-p = vj-p = 1o. N

If ¢ € M, as in the previous theorem then we denote by |p| = 1 the
absolute value of ¢. We also denote by s,.(¢) = v*v the right support
projection of ¢, and s;(¢) = vv* the left support projection of ¢, so

that s;(p) - ¢ - 5,.(¢) = .

Theorem 3.11.3 (Jordan decomposition). Suppose M is a von Neumann
algebra and p is a normal Hermitian linear functional, then there exist unique
normal positive linear functionals ¢, @ such that ¢ = ¢, —@_ and ||| =

[+ [ =+ Tl

Proof. As in the previous theorem, we will take a € M, ||a|]| < 1, such that
©(a) = ||¢||- Note that since ¢ is Hermitian we may assume that a* = a, and
hence if we consider the polar decomposition a = |a|v we have that v* = v
and hence v = p — ¢ for orthogonal projections p,q € M. For ¢ = |¢|, since
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p=v-1=(v-Y)* =1 v it follows that any spectral projection of v will
commute with 1, and hence p - ¢ and ¢ - ¥ will both be positive.

Since p - ¥ and ¢ - ¥ have orthogonal supports and since p- o —q-p =Y
it follows that ¢, = p-p and p_ = —q - ¢ are both positive. Thus, ¢ =

v’ o=, —p_, and
ol = (1) = @i (1) + o_(1) = [loL]| + [le-]I-

To see that this decomposition is unique, suppose that ¢ = @1 — o
where 1, o are positive, and such that ||| = ||o1|| + [[¢2]|. Then |p. || =

o(s(e1)) < @1(s(py)) < |le1]l, and similarly ||o—|| < |lp2]|. However, ||¢ ||+
lo—|l = lle1]] + |lp2]| and so we have

[+ ll = w1(s(p1)) = lleall;

oIl = wa(s(e=)) = lle2]l-
Thus, s(¢1) and s(ps) are orthogonal and hence ¢ = (s(v1)—s(2))(w1+p2).
By the uniqueness for polar decomposition we then have s(p;) — s(p2) =
s(p+) — s(p_) from which it follows that s(¢1) = s(p4) and s(p2) = s(p_).
Therefore, o1 = s(p1) - p = ¢, and g = s(p2) - = . L]

Corollary 3.11.4. Let M be a von Neumann algebra, then M, is spanned
by normal positive linear functionals.

By combining the previous corollary with Proposition 3.10.3 we obtain
the following corollaries.

Corollary 3.11.5. Let ¢ : M — C be a continuous linear functional on a
von Neumann algebra M, then ¢ is normal if and only if for any family {p;}:

of pairwise orthogonal projections we have (>, pi) = > p(pi)-

Corollary 3.11.6. Let o : M — C be a continuous linear functional on a
von Neumann algebra M, then ¢ is normal if and only if ¢ is normal when
restricted to any abelian von Neumann subalgebra.

We conclude this section with the following application for linear func-
tionals on an arbitrary C*-algebra.

Theorem 3.11.7. Let A be a C*-algebra and ¢ € A*, then there is a *-
representation m @ A — B(H), and vectors {,mn € H such that p(z) =
(m(x)&,m), for all x € A, and such that ||¢|| = ||E|llln]]. Moreover, if A
1s a von Neumann algebra and ¢ is normal, then m may be taken to be a
normal representation.
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Proof. Let ¢ € A* be given, and assume that ||| = 1. From Corollary 2.3.15
there exists a representation my : A — B(H,), and vectors &y, 19 € Ho such
that p(a) = (mo(a)éy, no) for all a € A.

We set M = my(A)”, and we consider the normal linear functional on M
given by ¢(z) = (x€o,no), for x € M. If v € (M),, then by Kaplansky’s
density theorem there exists a sequence a,, € (A); such that my(a,) — = in
the strong operator topology. Hence, we have |p(z)| = lim, o |p(an)] <
limsup,, ., |la,|| <1, and so [|@|| = 1.

We may then consider the polar decomposition ¢ = v - |p|. Considering
the GNS-representation, we then obtain a normal representation p : M —
B(L*(M,|p|)), such that ¢(z) = (p(x)1j5, 1j5), for all z € M. If we set
§ = 1ig), and n = v*1}g, then we have ||n||* = |@|(vv*) = 1 = ||£]|*, and for
all a € A we have p(a) = (pom(a)é,n).

For the case when A is a von Neumann algebra and ¢ is normal, we may
set © = ¢ and proceed as in the previous paragraph. [
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Chapter 4

Unbounded operators

4.1 Definitions and examples

Let H, and K Hilbert spaces. An linear operator 7' : H — K consists of
a linear subspace D(T) C H together with a linear map from D(T) to K
(which will also be denoted by T'). A linear operator T': H — K is bounded
if there exists K > 0 such that [|T¢|| < K|||| for all £ € D(T).

The graph of T' is the subspace

GT)={aT¢|¢e DT} CcHOK,

T is said to be closed if its graph G(T') is a closed subspace of H® K, and T is
said to be closable if there exists an unbounded closed operator S : H — K
such that G(T) = G(S). If T is closable we denote the operator S by T and
call it the closure of 7. A linear operator 7" is densely defined if D(T) is
a dense subspace. We denote by C(H, K) the set of closed, densely defined
linear operators from H to K, and we also write C(#H) for C(H,H). Note
that we may consider B(H,K) C C(H,K).

IfT7S5 :H — K are two linear operators, then we say that S is an
extension of 7" and write S & T if D(S) C D(T) and Tipsy = S. Also,
it T :H — K, and S : K — L are linear operators, then the composition
ST : H — L is the linear operator with domain

D(ST) = {£ € D(T) | T¢ € D(5)},

defined by (ST)(&) = S(T'(€)), for all £ € D(ST). We may similarly define
addition of linear operators as

D(S +T) = D(S) N D(T),

33
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and (S+71)& = SE+TE, for all§ € D(S+T). Evenif S and T are both densely
defined this need not be the case for ST or S + T. Both composition and
addition are associative operations, and we still have the right distributive
property (R + S)T = (RT) + (ST), although note that in general we only
have T(R+S) 3 (TR) + (T'S).

If SeC(H), and T € B(H) then ST is still closed, although it may not
be densely defined. Similarly, T'S will be densely defined, although it may
not be closed. If T also has a bounded inverse, then both ST and T'S will
be closed and densely defined.

If T:H — K is a densely defined linear operator, and n € KC such that
the linear functional £ — (T¢,n) is bounded on D(T), then by the Riesz
representation theorem there exists a unique vector T*n € H such that for
all £ € D(T) we have

(T€,m) = (&, T™n).
We denote by D(T™) the linear subspace of all vectors 1 such that £ — (T'¢,n)
is bounded, and we define the linear operator n — 7%n to be the adjoint of
T. Note that T* is only defined for operators T" which are densely defined.

A densely defined operator T' : H — H is symmetric if 7' C T*, and is
self-adjoint if T'=T".

Example 4.1.1. Let A = (a;;) € Mn(C) be a matrix, for each n € N we
consider the finite rank operator T;,, = Zz i<n a; j0; ®5_j, so that we may think
of T}, as changing the entries of A to 0 whenever i > n, or j > n.

We set D = {€ € (N | lim,,_,o, T,¢ exists.}, and we define Ty : D — (*°N
by Ta = limy, a0 Ty

Suppose now that for each j € N we have {q;;}; € (*N. Then we have
CN C D and so T4 is densely defined. If n € D(T7) then it is easy to see
that if we denote by P, the projection onto the span of {J; };<,, then we have
P, Tin =T!n, hence n € D(T4~) where A* is the Hermitian transpose of the
matrix A. It is also easy to see that D(T4«) C D(T7}), and so T% = Ty-.

In particular, if {a;;}; € £?N, for every j € N, and if {a;;}; € ¢*N, for
every i € N, then Ty € C(¢*N).

Example 4.1.2. Let (X, ) be a o-finite measure space and f € M(X, u)
a measurable function. We define the linear operator M; : L*(X,u) —
L*(X, pi) by setting D(My) = {g € L*(X, ) | fg € L*(X,p)}, and My(g) =
fg for g € D(My). It’s easy to see that each M is a closed operator, and
we have Mz = Mj. Also, if f,g € M(X, ) then we have My, I My + My,
and Mfg Q MfMg.
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Example 4.1.3. Let D C L?[0, 1] denote the space of absolutely continuous
functions f : [0,1] — C, such that f(0) = f(1) =0, and f' € L*0,1]. Then
D is dense in L?[0,1], and we may consider the densely defined operator
T : L*0,1] — L?[0,1] with domain D, given by T(f) = if’. Note that the
constant functions are orthogonal to the range of T. Moreover, if g € L*[0, 1]
is such that f g = 0, then setting G(x fo t)dt we have that G € D
and (TG, g) = ||g||3. Thus, if g € L?[0, 1] is any functlon which is orthogonal
to the range of T" then we have that g agrees almost everywhere with the
constant function fol g, i.e., R(T)* equals the constant functions.

If g€ D(T*), and h = T*g, then set H(z) = [ h(t)dt. For every f € D,
integration by parts gives

z‘/olf'a:<Tf,g>=<f,h>:/01fF:—/olf'ﬁ.

Thus, (f', H —ig) =0 for all f € D, so that H —ig € R(T)*, and so H — ig
is a constant function. In particular, we see that ¢ is absolutely continuous,
and ¢’ = ih € L?[0,1]. Conversely, if ¢ : [0,1] — C is absolutely continuous
and ¢’ € L?[0, 1] then it is equally easy to see that g € D(T™), and T*g = ig’.

In particular, this shows that 7" is symmetric, but not self-adjoint. Note
that the range of T* is dense, and so the same argument above shows that if
we take g € D(T**), h =T*"¢g, and H(z fo t)dt, then we have H—zg €
R(T*)* = {0}. Thus, g = zH is absolutely contmuous T**g = h =1ig', and
we also have g(1) = fo (1,T*g) = (T(1),g) = 0 = ¢(0).
Thus, we conclude that T** =T (We ll see in Proposition 4.1.6 below that
this implies that 7" is closed).

If we consider instead the space D consisting of all absolutely continuous
functions f : [0,1] — C, such that f(0) = f(1), and if we define S : D —
L2[0,1] by S(f) = if’, then a similar argument shows that S is self-adjoint.
Thus, we have the following sequence of extensions:

T =TCS=8LCT.

Lemma 4.1.4. Let T : H — K be a densely defined operator, and denote by
J:H®K — K®H the isometry defined by J(E ®n) = —ndE. Then we
have G(T*) = J(G(T))*.

Proof. 1t n,¢ € K, the n ® ¢ € J(G(T))* if and only if for all £ € D(T) we
have

0=(-TEDENDC) = (6,¢) — (T¢,n).



86 CHAPTER 4. UNBOUNDED OPERATORS

Which, since H = D(T), is also if and only if n € D(T*) and ( =T*n. N
Corollary 4.1.5. For any densely defined operator T : H — K, the operator
T is closed. In particular, self-adjoint operators are closed, and symmetric
operators are closable.

Proposition 4.1.6. A densely defined operator T': H — K is closable if and
only if T* is densely defined, and if this is the case then we have T' = (T™)*.

Proof. Suppose first that T* is densely defined. Then by Lemma 4.1.4 we
have

G((T™)") = =T (J(G(T) ")~ = (G(T)") " = G(T),
hence T is closable and (T*)* =T.

Conversely, if T' is closable then take ¢ € D(T*)*.
For all n € D(T*) we have

0= =0 -T®n),

and hence 0 ® ¢ € (—=J*G(T*))* = G(T). Since T is closable we then have
¢=0. ]

We leave the proof of the following lemma to the reader.

Lemma 4.1.7. Suppose T : H — K, and R, S : K — L are densely defined
operators such that ST (resp. R+ S) is also densely defined, then T*S* C
(ST)* (resp. R*+S*C (R+5)*).

4.1.1 The spectrum of a linear operator

Let T': H — K be an injective linear operator. The inverse of T is the linear
operator T~1 : K — H with domain D(T~') = R(T), such that T~(T¢) = ¢,
for all ¢ € D(T).

The resolvent set of an operator T : H — H is

p(T) ={\ € C|T — Xis injective and (T — \)~' € B(H)}.

The spectrum of T is o(T) = C\ p(T).

Ifo e U HDK) is given by o(§ D n) =nd & and if T : H — K is
injective then we have that G(T~') = o(G(T)). Hence, if T : H — H is not
closed then o(T") = C. Also, note that if T € C(H) then by the closed graph
theorem shows that A\ € p(T) if and only if T'— X gives a bijection between
D(T) and H.



4.1. DEFINITIONS AND EXAMPLES 87

Lemma 4.1.8. Let T € C(H, K) be injective with dense range, then (T*)™' =
(T~H*. In particular, for T € C(H) we have o(T*) ={Z | z € o(T)}.

Proof. 1f we consider the unitary operators J, and ¢ from above then we
have

G(T") ™) = o(G(T7)) = o J(G(T))*
= J(0G(T))" = JH(G(T™N)" = G((T™)"). u
Lemma 4.1.9. If T € C(H), then o(T) is a closed subset of C.

Proof. We will show that p(T') is open by showing that whenever A € p(T)
with |a — M| < |[(T"—= A)7||7*, then o € p(T'). Thus, suppose A € p(T) and
a € C such that |\ — a| < |[(T"— A)7!||~!. Then for all £ € H we have

I€ = (T = a)(T = M)l = ll(a = (T = V)¢l < [I€]l-

Hence, by Lemma 1.1.1, S = (T — a)(T — A\)7!, is bounded, everywhere
defined operator with a bounded everywhere defined inverse S™' € B(H).
We then have (T'— \)~1S~! € B(H), and it’s easy to see that (T'—\)~1S~! =
(T — a)~L. |

Note that an unbounded operator may have empty spectrum. Indeed,
if S € B(H) has a densely defined inverse, then for each A € o(S™1) \ {0}
we have (S — A™HAA = 9)71S71 = S(A — S™H(A - 5)71S™! = id. Hence
a(S™H\ {0} C (¢(S)\{0})~!. Thus, it is enough to find a bounded operator
S € B(H) such that S is injective but not surjective, and has dense range
with o(S) = {0}. For example, the compact operator S € B({*Z) given by
(S9,) = m&nﬂ is injective with dense range, but is not surjective, and
5% < 1/n!, so that r(S) = 0 and hence o(S) = {0}.

4.1.2 Quadratic forms

A quadratic form ¢ : H — C on a Hilbert space H consists of a linear
subspace D(q) C H, together with a sesquilinear form ¢ : D(q) x D(q) — C.
We say that ¢ is densely defined if D(q) is dense. If £ € D(q) then we
write ¢(&) for q(&,&); note that we have the polarization identity ¢(&,n) =
}l 22:0 i*q(&£ +1i*n), and in general, a function ¢ : D — H defines a sesquilin-
ear from through the polarization identity if and only if it satisfies the par-
allelogram identity ¢(& +n) 4+ q(§ —n) = 2¢(§) +2q(n) for all £,n € D(q). A
quadratic form ¢ is non-negative definite if ¢(§) > 0 for all £ € H.
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If ¢ is a non-negative definite quadratic form and we denote by H, the
separation and completion of D(q) with respect to ¢, then we may consider
the identity map I : D(q) — H,, and note that for {,n € D(q) we have
€, m)q = (&,m) + q(&,n) coincides with the inner-product coming from the
graph of I. The quadratic form ¢ is closed if I is closed, i.e., (D(q), (-,")q)
is complete. We'll say that ¢ is closable if I is closable, and in this case we

denote by g the closed quadratic form given by D(g) = D(I), and g(&,n) =
(I¢, In).

Theorem 4.1.10. Let ¢ : H — [0,00) be a non-negative definite quadratic
form, then the following conditions are equivalent:

(i) q is closed.

(i) There exists a Hilbert space IC, and a closed linear operator T : H — K
with D(T) = D(q) such that q(§,n) = (T&,Tn) for all §,n € D(T).

(ii1) q is lower semi-continuous, i.e., for any sequence &, € D(q), such that
& — &, and liminf, . q(&,) < oo, we have & € D(q) and q(§) <
liminf, . q(&,).

Proof. The implication (i) == (ii) follows from the discussion preceding
the theorem. For (ii) = (iii) suppose that ' : H — K is a closed
linear operator such that D(T) = D(q), and ¢(&,n) = (T€,Tn) for all
¢&n € D(T). 1If & € D(T) is a sequence such that &, — & € H, and
K = liminf, , ||T¢,]]* < oo, then by taking a subsequence we may assume
that K = lim,_,o ||T&,|?, and TE, — n weakly for some n € H. Taking
convex combinations we may then find a sequence ¢/, such that &, — £ € H,
T¢!, — n strongly, and ||7]] = lim,, o |T€,]|* < K. Since T is closed we then
have ¢ € D(T), and T¢ = n, so that ||T¢|]? < K.

We show (iii) == (i) by contraposition, so suppose that H, is the
separation and completion of D(q) with respect to ¢, and that I : D(q) — H,
is not closed. If I were closable, then there would exist a sequence &, € D(q)
such that &, — n € H, and [(§,) is Cauchy, but n € D(q). However, if
1(&,) is Cauchy then in particular we have that ¢(&,) is bounded, hence this
sequence would show that (iii) does not hold.

Thus, we may assume that [ is not closable, so that there exists a sequence
&, € D(q) such that [|&,]] — 0, and I(&,) — n # 0. Since, D(q) is dense in
H, there exists 1y € D(q) such that the square distance from ny to n in H,
is less than ¢(79). We then have that ny — &, — 1o € ‘H, and by the triangle

(i
i)
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inequality, lim,, . q(no — &) < q(no). Thus, the sequence 7y — &, shows that
(iii) does not hold in this case also. |

Corollary 4.1.11. Let g, : H — [0,00) be a sequence of closed non-negative
definite quadratic forms, and assume that this sequence is increasing, i.e.,
4n(§) is an increasing sequence for all & € NyenD(qn). Then there exists a
closed quadratic form q : H — [0,00) with domain

D(q) = {§ € MnenD(gn) | lim g,(§) < o0}

such that q(§) = lim,, o g (§), for all £ € D(q).

Proof. If we define ¢ as above then note that since each g, satisfies the
parallelogram identity then so does ¢, and hence ¢ has a unique sesquilinear
extension on D(q). That ¢ is closed follows easily from condition (iii) of
Theorem 4.1.10. [

4.2 Symmetric operators and extensions

Lemma 4.2.1. Let T : H — H be a densely defined operator, then T is
symmetric if and only if (T¢, &) € R, for all £ € D(T).

Proof. If T' is symmetric then for all £ € D(T') we have (T€, &) = (£, T¢) =
(T¢,€). Conversely, if (T€,€) = (£,T€) for all £ € D(T), then the polariza-
tion identity shows that D(T") C D(T*) and T*¢ =T¢ for all £ € D(T). W

Proposition 4.2.2. Let T € C(H) be a symmetric operator, then for all
A € C with Im XA # 0, we have ker(T — \) = {0}, and R(T — \) is closed.

Proof. Fix o, 5 € R with § # 0, and set A = a +if. For £ € D(T) we have
(T = NEII* = (T = a)é||* + 1B8]1° — 2Re(((T — @)¢, iB¢))
= (T = a)&l* + 181> = B2|I€]I”. (4.1)

Thus, ker(T'— X) = {0}, and if &, € D(T) such that (T — \)¢, is Cauchy,
then so is &, and hence &, — n for some n € H. Since 7' is closed we have
ne€ D(T) and (T — \)n = lim,, o (T — A)&,,. Hence, R(T — ) is closed. W

Lemma 4.2.3. Let K1, Ky C H be two closed subspaces such that K1 NKy =
{0}, then dim Ky < dim /C,.
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Proof. Let P; be the orthogonal projection onto ;. Then by hypothesis we
have that P, is injective when viewed as an operator from Ky to Ko, hence
if we let v be the partial isometry in the polar decomposition of P, then
v is an isometry and so dim Iy < dim KCs. [ |

Theorem 4.2.4. If T' € C(H) is symmetric, then dimker(T* — \) is a con-
stant function for Im X\ > 0, and for Im A < 0.

Proof. Note that the result will follow easily if we show that for all A, € C
such that |a—A| < |Im A|/2, then we have dim ker(7™* —\) = dim ker(7T* —«).
And this in turn follows easily if we show that for all A\,a € C such that
la — A| < [Im A|, then we have dimker(7™* — a) < dimker(7T* — «).

Towards this end, suppose we have such a, A € C. If £ € ker(T* — ) N
(ker(T™* — X))* such that [|¢]] = 1, then since R(T — A) is closed we have
¢ € (ker(T* — \)* = R(T — \) and so & = (T — Ny for some n € D(T).
Since, £ € ker(T* — «) we then have

0=((T" = a)§,n) = (& (T = X)n) + (&, X —am) = [Ig]I* + (A — ) (&, m).

Hence, 1 = |[£||*> = |A — a|[(&, )| < [Tm Al||n||. However, by (4.1) we have
ITm A2|[n]|> < (T — X)n||*> = 1, which gives a contradiction.

Thus, we conclude that ker(T* — ) N (ker(T* — X))+ = {0}, and hence
dimker(T* — «) < dimker(7* — \) by Lemma 4.2.3. |

Corollary 4.2.5. IfT € C(H) is symmetric, then one of the following occurs:
(i) o(T) =C.

(4)
(i7) o(T) ={A € C|ImA < 0}.
v)

(w) o(T) C

Proof. For A € C with Im A # 0 then by (4.1) we have that T'— X is injective
with closed range. Thus, A € p(7T) if and only if 7" — X is surjective, or
equivalently, if T* — X is injective. By the previous theorem if 7% — X is
injective for some A with Im A\ > 0, then 7% — X is injective for all A\ with
Im A > 0. Hence, either o(T) C{A € C|ImA <0} or {AeC|ImA\ >0} C
o(T).

Since o(T') is closed, it is then easy to see that only one of the four
possibilities can occur. [ |

o(T)={\eC|ImA >0}
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Theorem 4.2.6. If T € C(H) is symmetric, then the following are equiva-
lent:

(i) T is self-adjoint.
(71) ker(T™ — i) = ker(T* +1i) = {0}.
(i9) o(T) C R.

Proof. (i) = (ii) follows from Proposition 4.2.2, while (ii) < (iii) follows
from the previous corollary. To see that (ii) == (i) suppose that ker(7T™* —
i) = ker(T* 4 ¢) = {0}. Then by Proposition 4.2.2 we have that R(T + i) =
ker(T* — i)+ = H. Thus, T +i is the only injective extension of T+ i. Since
T* + i is an injective extension of 1"+ ¢ we conclude that T* +¢ =T + i and
hence T =T. [

The subspaces £, = ker(T* —i) = R(T + i)+ and £L_ = ker(T* + i) =
R(T — i)t are the deficiency subspaces of the symmetric operator T €
C(H), and ny = dim L4 is the deficiency indices.

4.2.1 The Cayley transform

Recall from Section 3.6 that the Cayley transform ¢ — (t —)(t+4)~! and its
inverse t — i(1+¢)(1 —t)~! give a bijection between self-adjoint operators
x = x* € B(H) and unitary operators u € U(H) such that 1 ¢ o(u). Here,
we extend this correspondence to the setting of unbounded operators.

If "€ C(H) is symmetric with deficiency subspaces L., then the Cayley
transform of 7" is the operator U : H — H given by U, = 0, and

UE = (T —d) (T +i) ¢

for all ¢ € L+ = R(T +1). If n € D(T) then by (4.1) we have that ||(T +
anll*> = |1Tn)*> + |Inll> = |[(T — i)n||*, hence it follows that U is a partial
isometry with initial space £1 and final space £. Moreover, if ¢ € D(T)
then (1— U)(T + )& = (T +i)¢ — (T — )¢ = 2i€. Since R(T +i) = L it
follows that (1 — U)(L3) = D(T) is dense.

Conversely, if U € B(H) is a partial isometry with (1—U)(U*UH) dense,
then we also have that (1 — U) is injective. Indeed, if & € ker(1 — U) then
€Il = ||UE|| so that & € UU*H. Hence, £ = U*UE = U*E and so € €
ker(1 — U*) = R(1 — U)*+ = {0}.
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We define the inverse Cayley transform of U to be the densely defined
operator with domain D(T') = (1 — U)(U*UH) given by

T=i(1+U)1-U)".
Note that T is densely defined, and
G ={1-U)ai(l+U)¢|{cUUH}.

If &, € U*UH such that (1-U)¢, ®i(1+U)E, is Cauchy, then both (1—-U)E,
and (1+U)¢, is Cauchy and hence so is &,. Thus, &, — &£ for some £ € U*UH,
and we have (1 -U)&, @i(1+U)E, — 1 -U) @ i(1+U)E € G(T). Hence,
T is a closed operator.

Note also that for all £, € U*UH we have

(1-U)¢@i(l+U)E —i(1+U) @ (1-U))
=i((1 = 0)& L+ U)¢) + {1+ V)&, (1 = U)C)
= 2i(§,¢) = 2{U& U = 0

Thus, by Lemma 4.1.4 we have G(T) C J(G(T))* = G(T*), and hence T is
symmetric.

Theorem 4.2.7. The Cayley transform and its inverse give a bijective corre-
spondence between densely defined closed symmetric operators T € C(H), and
partial isometries U € B(H) such that (1 — U)(U*UH) is dense. Moreover,
self-adjoint operators correspond to unitary operators.

Also, if S, T € C(H) are symmetric, and U,V € B(H) their respective
Cayley transforms then we have S T T if and only if U'UH C V*VH and
VE=UE for all E € U'UH.

Proof. We've already seen above that the Cayley transform of a densely de-
fined closed symmetric operator T is a partial isometry U with (1-U)(U*UH)
dense. And conversely, the inverse Cayley transform of a partial isometry U
with (1 — U)(U*UH) dense, is a densely defined closed symmetric operator.
Moreover, it is easy to see from construction that these are inverse operations.

We also see from construction that the deficiency subspaces of T are
L, = ker(U) and L_ = ker(U*) respectively. By Theorem 4.2.6 T is self-
adjoint if and only if £, = £_ = {0}, which is if and only if U is a unitary.
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Suppose now that S, T € C(H) are symmetric and U,V € B(H) are the
corresponding Cayley transforms. If S T T then for all £ € D(S) € D(T)
we have (S + 1) = (T + )¢ and hence

U(S +i)E = (S — i) = (T — i) = V(S + ).

Therefore, UUH = R(S +i) C R(T +1i) = V*VH and V¢ = U¢ for all
¢ € U*UH. Conversely, if USUH C V*VH and VE = UE for all € € U*UH,
then

D(S) = R(1 = U)(U™V)) = R((1 = V)(U™U)) C R((1 = V)(V*V)) = D(T),

and for all £ € U*UH we have
SA-0U)=i(14+0)=i(14+V)(=T(1-V)(=T1 -UV),

hence ST T. |

The previous theorem in particular shows us that if T € C(H) is a sym-
metric operator, and U its Cayley transform, then symmetric extensions of
T are in bijective correspondence with partial isometries which extend U.
Since the latter are in bijective correspondence with partial isometries from
(UU*H)* to (U*UH)*, simply translating this via the inverse Cayley trans-
form gives the following, whose details we leave to the reader.

Theorem 4.2.8. Let T' € C(H) be a symmetric operator, and Ly its defi-
ciency spaces. For each partial isometry W : L. — L_, denote the operator
Tw by
D(Tw) ={&+n+Wn|&e D(T),ne WW(L)},
and
Tw(&+n+Wn)=TE+in—iWn.
Then Ty is a symmetric extension of T with
G(Ty)=6G(Tw)+ (L oW W(LL)) + (Lo WW*(LL)).
Moreover, every symmetric extension arises in this way, and Ty is self-
adjoint if and only if W s unitary.
Corollary 4.2.9. If T € C(H) is symmetric, then T has a self-adjoint ex-
tension if and only if n, =n_.

Exercise 4.2.10. show that for any pair (ny,n_) € (NU{0} U {oc})? there
exists a densely defined closed symmetric operator T' € C(¢>N) such that n
and n_ are the deficiency indices for T'.
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4.3 Functional calculus for normal operators

If T:H — K is a closed operator, then a subspace D C D(T) is a core for
T if G(T) = G(T}p).

4.3.1 Positive operators
Theorem 4.3.1. Suppose T € C(H,K), then
(1) D(T*T) is a core for T.
(13) T*T is self-adjoint.
(it7) o(T*T) C [0, 00).
Proof. We start by showing that —1 € p(T*T). Since K&H = JG(T)+G(T™),
if £ € H then there exists n € H, ( € K such that
0d&=-Tndn+ (o T

Hence, ( = Tnp and £ = n+ T*C = (1 + T*T)n, showing that (1 + T*T) is
onto.

If ¢ € D(T*T) then
g +TTE|* = [Il* + 21 T€]* + 1T T

Hence, we see that 14 7T is injective. This also shows that if &, € D(T*T)
is a sequence which is Cauchy in the graph norm of 1+ 77T, then we must
have that {&,}n, {T¢}n, and {T*T¢,} are all Cauchy. Since T and T* are
closed it then follows easily that 1+ T*T is also closed. Thus, (1+7T*T)"! is
an everywhere defined closed operator and hence is bounded, showing that
—1 € p(T*T).

To see that D(T*T) is a core for T consider £ @& T¢ € G(T) such that
ERTE L {n@®Tn|ne D(T*T)}. Then for all n € D(T*T) we have

0=(@TEndTn) =(&n) +(T&Tn) = A1+T"T)n).

Since (14 T*T) is onto, this shows that £ = 0.

In particular, T*T is densely defined and we have —1 € p(T*T). Note
that by multiplying by scalars we see that (—o0,0) C p(T). If ¢ = (1+T*T)n
for n € D(T*T') then we have

(L+T°T)76,6) = (0, (L+T"T)n) = |[nll* + | Tn]|* > 0.
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Thus (1+7*T)~" > 0 and hence it follows from Lemma 4.1.8 that 1+7*T and
hence also T*T is self-adjoint. By Theorem 4.2.6 this shows that o(T*T) C R,
and hence o(T*T') C [0, 00). |

An operator T' € C(H) is positive if T = S*S for some densely defined
closed operator S': H — H.

4.3.2 Borel functional calculus

Suppose K is a locally compact Hausdorff space, and F is a spectral measure
on K relative to H. We let B(K') denote the space of Borel functions on K.
For each f € B(K) we define a linear operator T'= [ f dE by setting

DT)={(eH|n— /defﬂ7 is bounded.},

and letting T¢ be the unique vector such that [ fdEe, = (T¢,n), for all
n e H.

If B C K is any Borel set such that fip is bounded, then for all {,n € H
we have that 15E¢,, = Eppe, and hence | [ fdEgp)ye,| = | [ fipdEe,| <
sl €]l and so E(BYH © D(T). Taking B, — {z € K | 1f(x)| < n)
we then have that U,enE(B,)H C D(T) and this is dense since F(B,)
converges strongly to 1. Thus 7" is densely defined.

If S = [ fdE, then for all £ € D(T) and n € D(S) we have

(Té,m) = / fdBe, = / FdE,c = (5,8 = (€, Sn).

A similar argument shows that D(7*) C D(S5), so that in fact we have S = T*
and T* = S. In particular, T" is a closed operator, and is self-adjoint if f is
real valued. It is equally easy to see that T*T = TT* = [ |f|*dE.

It is easy to see that if f,¢g € B(K) then [ fdE+ [gdEC [(f+g)dE,
and ([ fdE)([gdE) C [ fgdE, and in both cases the domains on the left
are cores for the operators on the right. In fact, if fi,...,f, € B(K) is
any finite collection of Borel functions, then we have that N7 D([ f, dE)
is a common core for each operator f fidE. In particular, on the set of all
operators of the form [ fdE we may consider the operations +, and 6 given
by S+T = S+T, and ST = SoT, and under these operations we have
that f — [ fdFE is a unital +-homomorphism from B(K) into C(H).
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We also note that o( [ f dE) is contained in the closure of the range of f,
for each f € B(K).

An operator T" € C(H) is normal if 7T = TT*. Note that equality
here implies also D(T*T) = D(TT*). We would like to associate a spectral
measure for each normal operator as we did for bounded normal operators.
However, our approach for bounded operators, Theorem 3.7.5, does not im-
mediately apply since we used there that a bounded normal operator gen-
erated an abelian C*-algebra. Our approach therefore will be to reduce the
problem to the case of bounded operators.

Lemma 4.3.2. Suppose T € C(H), then R=T(1+T*T)™" and S = (1 +
T*T)~' are bounded contractions. If T is normal then we have SR = RS.

Proof. 1t £ € H, fix n € D(T*T) such that (1 +7*T)n = &. Then
el = 1A+T"T)nll* = lInll* + 20 Tnl* + | T*Tnll* > |In]|* = [(1+TT) = ¢||*.

Hence ||S|| < 1. Similarly, [|£]]* > ||T]|* = || R¢]|?, hence also ||R|| < 1.
Suppose now that 7" is normal and £ € D(T). Since n € D(T*T) and

¢ = (14+T*T)n € D(T) we have that Tn € D(TT*) = D(T*T). Hence,

TE=TA+TT)n=(1+TT)Tn = (1+T*T)Tn. Thus, STE = T'SE for

all £ € D(T).
Suppose now that £ € H is arbitrary. Since n € D(T*T) C D(T), we
have SR = STn =TSn = RSE. |

Theorem 4.3.3. Let T € C(H) be a normal operator, then o(T) # 0 and
there exists a unique spectral measure E for o(T) relative to H such that

T = /tdE(t).

Proof. Let T' € C(H) be a normal operator. For each n € N we denote by
P, = 1(#1’%}(5), where S = (1 +T*T)~'. Notice that since S is a positive
contraction which is injective, we have that P, are pairwise orthogonal pro-
jections and ) P, = 1, where the convergence of the sum is in the strong
operator topology. Note, also that if H, = R(P,) then we have SH,, = H,
and restricting S to H,, we have that n+r1 < S, < % In particular, we have
that H,, C R(S) = D(T*T), (1 +T*T) maps H,, onto itself for each n € N,

and o((1+T"T)y,) C{AeC|n <A <n+ 1}
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By Lemma 4.3.2 R =T (14 T*T)~! commutes with S and since S is self-
adjoint we then have that R commutes with any of the spectral projections
P,. Since we've already established that (1 + 7T give a bijection on H,, it
then follows that TH, C H, for all n € N. Note that since T" is normal, by
symmetry we also have that T*H, C H, for all n € N. Hence, restricting
to ‘H,, we have (T'P,)*(TP,) = P,(T*T)P, = P,(TT*)P, = (TP,)(TP,)* for
all n € N.

Let I = {n € N| P, # 0}, and note that I # () since }_ _, P, = 1. For
n € I, restricting to H,, we have that TP, is a bounded normal operator
with spectrum o(TF,) C {A € C | n—1 < |\ < n}. Let E, denote the
unique spectral measure on o(T'F,) so that Ty, = [tdE,(t)

We let E be the spectral measure on U,ero(TP,) = U,e;o(TP,) which is
given by E(F) =3 ., E,(F) for each Borel subset F' C U,e;0(TPF,). Since
the E,(F) are pairwise orthogonal it is easy to see that FE is indeed a spectral
measure. We set T to be the operator T = JtdE(t

We claim that 7 = T. To see this, first note that if & € H,, then T¢ =
TP, =TE¢. Hence, T and T agree on Ko = U,ecrH,. Since both operators
are closed, and since Ky is clearly a core for T, to see that they are equal
it is then enough to show that Ky is also core for T. If we suppose that
£ € D(T*T), and write &, = P,§ for n € I, then limy_00 >,y & = &, and
setting n = (1 4+ 7*T)¢ we have -

DTGNP =) (T T¢,. &)

nel nel

= —[l¢lP+ S+ T T &)

nel
< [l€lllinll < oo.

Since T is closed we therefore have Imy oo T'(D>°,cn &) = TE.  Thus,
G(Tiko) = 9(Tipar=1)) = G(T).

Since o(T) = o(T) = Upeso(TP,), this completes the existence part of
the proof. For the uniqueness part, if E is a spectral measure on o(T) such
that T' = f tdE then by uniqueness of the spectral measure for bounded
normal operators 1t follows that for every F' C o(T') Borel, and n € I, we

have P,E(F) = P,E(F), and hence E = E. [

IfT = [tdE(1) as above, then for any f € B(o(T)) we define f(T) to
be the operator f(T) = [ f(t)
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Corollary 4.3.4. Let T € C(H) be a normal operator. Then for any *-
polynomial p € Clt, t*] we have that p(T') is densely defined and closable, and

in fact D(p(T)) is a core for T.

Proposition 4.3.5. Let T € C(H) be a normal operator, and consider the
abelian von Neumann algebra W*(T') = {f(T) | f € Bao(a(T))}" C B(H).
IfueU(H), then w e UW*(T)) if and only if uTu* =T.

Proof. Suppose that u € U(H) and T € C(H) is normal. We let E be the
spectral measure on o(7') such that 7' = [tdE(t), and consider the spectral

measure E given by E’(F) = uE(F)u* for all ' C o(T) Borel. We then
clearly have uTu* = [tdE(t) from which the result follows easily. |

If M C B(#H) is a von Neumann algebra and 7" : ‘H — H is a linear
operator, then we say that T is affiliated with M and write ToM if uTu* =
T for all u € U(M'), (note that this implies uD(T) = D(T) for all u €
U(M'")). The previous proposition shows that any normal linear operator is
affiliated with an abelian von Neumann algebra.

Corollary 4.3.6. If M C B(H) is a von Neumann algebra and T' € C(H) is
normal, then TnM if and only if f(T) € M for all f € By(o(T)).

Proposition 4.3.7. Suppose M is a von Neumann algebra andT,S : H — H
are linear operators such that T, SyM. Then TS, (T + S)n_M. Moreover, if
T is densely defined then T*nM, and if S is closable then SyM .

Proof. Since T, SyM, for all u € U(M') we have

uD(TS)={¢ e H |u§ € D(S),SwE) € D(T)}
={{eH| e D(S),uSE e D(T)}
={{eH | e D(S),S¢e DT} =D(TS).
Also, for £ € D(TS) we have u*T'Sué = (u*Tu)(u*Su)é = TSE, hence

T'SnM. The proof that (T"+ S)yM is similar.
If T is densely defined, then for all u € U(M’) we have

uD(T*) ={{ e H |n— (Tn,u"€) is bounded. }
={¢eH|n— (T(un),&) is bounded.} = D(T™),

and for £ € D(T*), and n € D(T) we have (T'n,u*§) = (Tw,§), from which
it follows that T*u*n = v*T*n, and hence T*nM.
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If S is closable, then in particular we have that uD(S) = D(S) for all
u € U(M'). Hence if p denotes the orthogonal projection onto D(S) then
p € M" = M, and SypMp C B(pH). Hence, we may assume that S is densely
defined in which case we have SyM — S*)M — S = S**,M. [ |

4.3.3 Polar decomposition

For T € C(H) the absolute value of T is the positive operator |I'| =

VT*T € C(H).

Theorem 4.3.8 (Polar decomposition). Fiz T € C(H,K). Then D(|T|) =
D(T), and there ezists a unique partial isometry v € B(H,K) such that
ker(v) = ker(T) = ker(|T]), and T = v|T|.

Proof. By Theorem 4.3.1 we have that D(T*T) is a core for both |T'| and
T. We define the map Vi : G(|T|\pr+m)) = G(T) by Vo(§ @ |T|€) = £ @ TE.
Since, for & € D(T*T) we have ||| + ||IT)EI1* = |I€]]* + |T€]|* this shows
that Vj is isometric, and since D(T*T) is a core for both |T| and T we then
have that Vj extends to an isometry from G(|T'|) onto G(7T'), and we have
D(IT]) = PulG(IT])) = Pu(VG(|T])) = Pu(G(T)) = D(T).

Moreover, this also shows that the map vy : R(|T|) — R(T) given by
vo(|T|€) = T, is well defined and extends to a partial isometry v € B(H, K)
such that ker(v) = R(T)* = ker(T). From the definition of v we clearly have
that 7' = v|T'|. Uniqueness follows from the fact that any other partial isom-
etry w which satisfies T = w|T| must agree with v on R(|T|) = ker(|T])* =
ker(T)*. [

Proposition 4.3.9. If M C B(H) is a von Neumann algebra and T € C(H)
has polar decomposition T = v|T|, then TnM if and only if v € M and
| T|nM.

Proof. If TyM, then T*T»M by Proposition 4.3.7. By Corollary 4.3.6 we

then have that |T'|nM. Hence, for any v € M’ if £ € R(|T|) say £ = |T|n

for n € D(|T|) = D(T), then uwvé = wv|T|n = uTn = Tun = v|T|un = vué,
hence v € M" = M.

Conversely, if v € M and |T'|nM, then T' = (v|T|)nM by Proposition 4.3.7.

[
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4.4 Semigroups and infinitesimal generators.

4.4.1 Contraction semigroups

A one-parameter contraction semigroup consists of a family of positive
contractions {S;}i>0 such that Sy = 1, and S;Ss = Siys, s,t > 0. The
semigroup is strongly continuous if for all ¢, > 0 we have lim;_,;, S; = S},
in the strong operator topology.

If A € C(H) is a normal operator such that o(A) C {\ € C | Re(\) > 0},
then the operator S; = e~ is normal and satisfies o(S;) C {\ € C | || <
1}. Hence, {S;}+>0 defines a one-parameter contraction semigroup of normal
operators. Moreover, for all £ € H and ¢ty > 0, we have lim; 4, [|(S; —
Sto)E|I? = limy_yy, [ e — €0|?dE¢ ¢(a) = 0. Thus, the semigroup {S;}>0 is
strongly continuous. The operator A is the infinitesimal generator of the
semigroup {S;}>0.

Theorem 4.4.1 (Hille-Yosida). Let {S:}i>0 be a strongly continuous one-
parameter contraction semigroup of mormal operators, then there exists a
unique normal operator A € C(H) satisfying o(A) C {\ € C | Re(\) > 0}
such that A is the infinitesimal generator of the semigroup.

Proof. Let {S;}+>0 be a strongly continuous one-parameter semigroup of nor-
mal contractions. We define the linear operator A : ‘H — H by setting
A& = limy_y %(1 — 5;)&, where the domain of A is the subspace of all vectors
¢ such that this limit exists. We claim that A is the unique densely defined
normal operator which generates this semigroup.

To see that A is densely defined we introduce for each o > 0 the operator
R, = fooo e~ S,dt, where this integral is understood as a Riemann integral
in the strong operator topology. This is a well defined bounded normal
operator since each S; is normal and ¢ — S; is strong operator continuous
and uniformly bounded. If s,¢ > 0 we have

1 1 [
“(1—8,)Ry = —/ (1— S,)e S, dr
t t Jo

1 [ 1 [~
= —/ e S, dr — —/ e =g dr
t Jo tJi

1 t [ee) 1 _ ta
= —/ eo”"STder/ e Sydr. (4.2)
t Jo ¢ t
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If @« > 0, and £ € H, then taking a limit as ¢ tends to 0 in Equation (4.2)
gives

1
lim (1= S)RE =€ — aRu.

Thus, we see that R,H C D(A), and we have AR, = 1—aR,, or equivalently
(A+a)R, =1, for all a > 0.
If £ € H, then since [~ e **dt =1 for all a > 0 it follows that

(@Ry—1)E = a /0 T emat(s, - 1)edt. (4.3)

If we fix ¢ > 0 and take § > 0 such that ||(S; — 1)¢|| < e for all 0 < t < 0,
then using the triangle inequality in Equation (4.3) it follows that

) [e's)
l(aRa - 1)é] < a / ee'edt + a / ] < e+ 2l
0 )

As e was arbitrary, and this holds for all a > 0 it then follows that lim,_,, aR.§ =
€. Thus, A is densely defined since R,H C D(A), and aR,, converges strongly
to 1 as « tends to oo.

For all a,t > 0 we have

1 1 >
—<1 — St)Ra = —<1 — St)/ €_arSrd7°
¢ t o

- / C (S, = Shy)dr
0 t
1

Thus, for £ € D(A) we have lim;_, %(1 — Sy R.E = limy_g Ra%(l - S)€ =
R, AE. Hence, we have that R,D(A) C D(A), and AR, = R,A.

We then have that A + o and R, commute, and since A + « is a left
inverse for R, it then follows that A = R_' — q, for all & > 0. In particular,
since R, is bounded and normal it then follows that A is a closed normal
operator.

Finally, note that if £ € D(A), then the function r +— S, is differentiable
with derivative —AS,., i.e., —AS,£ = lim,_, %(Sr+h — 5,)¢. If we consider

d —rA

the semigroup S, = "4, then for all ¢ € D(A) we similarly have e =

—Ae™™. If we now fix t > 0, and £ € D(A), and we consider the function
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[0,¢] > 7 = S,e”A¢ then the chain rule shows that this is differentiable
and has derivative

d

d—(sre—<f-f>f‘g) = AS,e" "M — 5 Ae” A = 0.

,

Thus, this must be a constant function and if we consider the cases s = 0
and s = t we have e "¢ = 5. Since D(A) is dense and these are bounded
operators it then follows that e=*4 = S, for all ¢t > 0. [

4.4.2 Stone’s Theorem

A one-parameter group of unitaries consists of a family of unitary op-
erators {u; er such that wus = uys. The one-parameter group of unitaries
is strongly continuous if for all ¢, € R we have lim;_,;, u; = u;, where the
limit is in the strong operator topology. Note that by multiplying on the
left by uj, we see that strong continuity is equivalent to strong continuity
for ty = 0. Also, since the strong and weak operator topologies agree on the
space of unitaries we see that this is equivalent to lim;_,o u; = ug in the weak
operator topology.

If A€ C(H), A= A*, then we have 0(A) C R and hence o(e4) C T for
all t € R. Thus, {e"“},cr is a strongly continuous one-parameter group of
unitaries.

Theorem 4.4.2 (Stone). Let {u; }1er be a strongly continuous one-parameter
group of unitaries, then there exists a closed densely defined self-adjoint op-
erator A € C(H) which is the infinitesimal generator of {u:}ier.

Proof. Suppose that {u;}cr is a strongly continuous one-parameter group
of unitaries. From the Hille-Yosida Theorem there exists a closed densely
defined normal operator A € C(H) such that u; = ¢4, for all t > 0. Note
that for t < 0 we have u; = u*, = (e~ #4)* = 4", Thus, it suffices to show
that A is self-adjoint. To see this, note that for £ € D(A*A) = D(AA*) we

have

1A = lim i(1 —uy)¢ = lim l(1 —ug)uyé = lim %(1 —u)€ = 1AE.

t—0+ —t¢ t—0t ¢ t—0+

Since D(A*A) is a core for A* we then have A C A*. By symmetry we also
have A* C (A*)* = A, hence A = A*. [
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4.4.3 Dirichlet forms

Let (X, ) be a o-finite measure space. A Dirichlet form on (X, p) is a
densely defined non-negative definite quadratic form ¢ on L?*(X, i) such that
the following two conditions are satisfied:

L. If f € D(q), then [f| € D(q) and q(|f]) < q(f)-
2. If f € D(q), f >0, then fV 1 e D(q), and ¢(f V1) < q(f).

A Dirichlet form ¢ is closable (resp. closed) if it is closable (resp. closed) as
a quadratic form. Note that if ¢ is a closable Dirichlet form then by lower
semi-continuity it follows that its closure g is again a Dirichlet form. A
Dirichlet form ¢ is symmetric if the domain D(q) is closed under complex

conjugation and we have ¢(f) = q(f) for all f € D(q).

Dirichlet forms and Markov semigroups

Suppose (X, 1) is a o-finite measure space, and 1 < p < co. A linear operator
S LP(X,u) — LP(X,p) is Markov (or positive) if Sf > 0, whenever
f=>0.

Lemma 4.4.3. Suppose S : L>*(X,pu) — L®(X,pn) is Markov, and sup-
pose we also have S(1) = 1, and [ S(f)dp = [ fdu for all f > 0. Then
S(L®(X, p)NL* (X, 1)) C L=®(X, p)NLA(X, i), and S|pee(x pynrz(x,u) extends
to a self-adjoint Markov operator on L*(X, u). Every self-adjoint Markov op-
erator on L*(X, u) arises in this way.

Suppose ¢ is a closed non-negative definite quadratic form on L*(X, u).
We let A : L?(X,u) — L?(X, i) be the associated positive operator so that
D(A'Y?) = D(q) and q(&) = ||AY2¢||2, for all € € D(q). We also let {S; };>0 be
the associated strongly continuous contraction semigroup given by S, = e~*4.

Theorem 4.4.4. Using the notation above, the semigroup {S;}i>o is Markov
if and only if the quadratic form q is Dirichlet.

Dirichlet forms and derivations

Suppose (X, i) is a o-finite measure space and consider the space X x X
together with its product o-algebra, we denote by p;,p, : X x X — X the
maps given by p(z,y) = z, and p,.(z,y) =y, for all z,y € X. Suppose v is a
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o-finite measure on X x X such that if £ C X is a Borel set which satisfies
p(E) = 0 then we also have v(p; '(E)) = v(p, 1(E)) = 0.

We then have two normal representations m, p of L>(X, ) into L®(X x
X,v) given by (7(f))(z,y) = f(x), and p(f)(x,y) = f(y). If§ € L*(X xX,v)
then we denote f-& = w(f)§, and & - f = p(f)&, and in this way we view
H = L*(X x X,v) as a bimodule over L>(X, ).

A derivation § of L>°(X, u) into L*(X x X, v) consists of a weakly dense
unital x-subalgebra Ay = D(0) C L*(X,pu), together with a linear map
§: Ay — L*(X x X, v) which satisfies the Leibniz property §(fg) = 6(f)-g+
f-d(g), for all f,g € L>(X,v). The derivation is closable if it is closable
as an unbounded operator from L*(X, u) — L*(X x X, v).

Proposition 4.4.5. Suppose ¢ : L*(X,u) — L*(X x X,v) is a closable

dem’vqtiorb then D(6)NL>(X, ) 15 a *-subalgebra and 6, pG)npe(x ) 1S again
a deriwation.

Proof. [

Proposition 4.4.6. Suppose § : L*(X,u) — L*(X x X,v) is a closable
derivation, then the associated closed quadratic form q(&) = [|0(€)][?
Dirichlet form.

1S a
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Chapter 5

Basic concepts in abstract
harmonic analysis

5.1 Polish groups

A topological group is a group G which is also a Hausdorff topological
space such that inversion is continuous, and multiplication is jointly contin-
uous. Two topological groups are isomorphic if they there exists a group
isomorphism between them which is also a homeomorphism of topological
spaces.

Example 5.1.1. (i) Any group is a topological group when endowed with
the discrete topology.

(ii) If V is a topological vector space, then V' is an abelian topological group
under the operation of addition. If V' is a separable Fréchet space then
V' is also Polish.

(iii) If A is a Banach algebra then G(A) is a topological group with the
uniform topology. If A is a C*-algebra then U(A) C G(A) is a closed
subgroup. These groups are Polish if A is separable.

(iv) Let X be a compact metrizable space and consider Homeo(X) the group
of homeomorphisms from X to itself. Then Homeo(X) is a Polish group
when given the topology of uniform convergence with respect to some
(and hence any) compatible metric.
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If d is a compatible metric on X, then any isometry 6 on X is bijective.
Indeed, if x € X and ¢y = d(x,0(X)), then for all n € N we have
0"(z) € 0"(X), and ¢y = d(0™(z0), 0" (X)). Thus, {0"(xo) }nen forms
a set such that each pair of points are at least distance ¢y apart. Since
X is compact we must have ¢y = 0.

Thus, Isom(X,d) forms a subgroup of Homeo(X), and it is even a
compact subgroup. Indeed, suppose {6;}; is a net of isometries. Since
XX is compact there exists a cluster point # : X — X in the topology of
pointwise convergence. Since {f € X* | d(f(x), f(y)) = d(z,y), 7,y €
X} € X¥ is closed it follows that 6 is also an isometry. Moreover,
since #; converges pointwise to €, we must also have that ; converge
uniformly to 6.

(v) Let (X, d) be a complete metric space and consider Isom (X, d) the group
of isometric automorphisms of (X, d). Then Isom(X,d) is a topological
group when endowed with the topology of pointwise convergence (which
is the same as uniform convergence on compact subsets). When X is
separable we have that Isom(X,d) is Polish.

If X is locally compact and connected, then we have that Isom(X, d) is
locally compact.

If H is a Hilbert space then U(H) is a closed subgroup of the group
of isometries, and the topology on U(H) then agrees with the strong
operator topology (which also agrees with the weak operator topology
on this set). Moreover, if M C B(H) is a von Neumann algebra then
U(M) is a closed subgroup of U(H) in this topology.

(vi) If M C B(H) is a von Neumann algebra we denote by Aut(M) the group
of all normal *-automorphisms' of M. Each normal automorphism o €
Aut(M) defines an isometry «, on M,, given by a.(¢)(x) = @(a(z)).
We endow Aut(M) with the topology of pointwise convergence on M,.
Then Aut(M) is a topological group which is Polish when M is separa-
ble. If ¢ is a normal faithful state on M, then we denote by Aut(M, ¢)
the subgroup consisting of automorphisms which preserve . This is a
closed subgroup.

(vii) (X, u) is a standard probability space, we denote by Aut®(X,u) the
group of Borel isomorphisms 6 : X — X, such that a,u ~ p, where

'We'll see later that, in fact, *-automorphisms are automatically normal.
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we identify two transformations if they agree almost everywhere. By
Theorem 3.9.12 we have a group isomorphism between Aut*(X, p) and
Aut(L>(X, p)) given by a — a*. We endow Aut*(X, ) with the Polish
topology making this a homeomorphism. Explicitly, we have a; — av if
for each f € L'(X, 1) we have

To each @ € Aut™(X,pu) we can associate a unitary operator U, €

U(L*(X, 1)) given by U, (f)(x) = foa(x) <d§;“ (x)>1/2. Note that,

viewing L>®(X, 1) as a subspace of B(L*(X, u)), for all f € L>®(X, u)
we have

dOéz‘*H
dp

foa;l— dg*ﬂf oa™!
1

— 0.
1

U MU = My ().

We also have that the representation U : Aut*(X, u) — U(L*(X, ) is
continuous. Indeed, for a,b > 0 we have (a — b)? < |a* — b?|, hence if
¢ € L*(X, u) is positive then we have

dai*ﬂ
dp

52 o Oé-il . da*,u
7 dM

— 0,
1

52 o Ozil

1 — Ut < H

hence U,, — U, in the strong operator topology.

If U,, — V in the strong operator topology then it follows that V' L (X, u)V* =
L*>(X, ) and hence conjugation by V' implements an automorphism «

of L>(X,u), and we have V' = U,. Moreover, a similar argument

as above shows that «; — « in Aut*(X,p). Hence, the representa-

tion U : Aut*(X, u) — U(L*(X, 1)) has closed range, and is a homeo-
morphism onto its image. This is the Koopman representation of
Aut™(X, p).

We also denote by Aut(X,u) the subgroup of Aut*(X, u) consisting
measure-preserving transformations. This is a closed subgroup, and
by Theorem 3.9.12, the map m — 7* gives an isomorphism between

Aut(X, p) and Aut(L>(X, p), [ - du).

(viii) We denote by Sym(N) the group of all permutations of N. We endow
this group with the topology of pointwise convergence, i.e., a; — « if
for each n € N we have that a;(n) = a(n) for all ¢ large enough. It’s
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not hard to see that Symm(N) is a Polish group with this topology. In
fact, if we consider a probability measure on N whose support is all of
N, then Symm(N) can be identified with Aut*(N, p).

5.2 Locally compact groups

When the group is locally compact there exists a Haar measure A, which
is a non-zero Radon measure on G satisfying A\(gF) = A(F) for all g € G,
and Borel subsets £ C G. When a Haar measure A on G is fixed, we’ll often
use the notation [ f(z)dx for the integral [ f(z)d\(z).

Any two Haar measures differ by a constant. If h € G, and )\ is a Haar
measure then E +— A\(Eh) is again a Haar measure and hence there is a scalar
A(h) € (0,00) such that A(Eh) = A(h)A(E) for all Borel subsets E C G.
The map A : G — (0,00) is the modular function, and is easily seen to be
a continuous homomorphism. The group G is unimodular if A(g) = 1 for
all g € G, or equivalently if a Haar measure for (G is right invariant.

Example 5.2.1. (i) Lebesgue measure is a Haar measure for R", and sim-
ilarly for T".

(ii) Counting measure is a Haar measure for any discrete group.

(iii) Consider the group GL,(R) of invertible matrices. As the determinant
of a matrix is given by a polynomial function of the coefficients of the
matrix it follows that GL,(R) is an open dense subset of M, (R) =
R"”. If # € GL,(R) then the transformation induced on M, (R) by left
multiplication has Jacobian given by det(z)", and hence if A denotes
Lebesgue measure on M, (R) = R"™, then we obtain a Haar measure

for GL,(R) by )
uB) = /B Taer )

Since the linear transformation induced by right multiplication has the
same Jacobian we see that this also gives a right Haar measure, and
hence GL,(R) is unimodular.

(iv) If G =2 G x Gy, and \; are Haar measures for G;, then A\; X Ag is
a Haar measure for G. For example, consider the group SL,(R) of
matrices with determinant 1. Then SL,(R) < GL,(R), and we also
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have an embedding of R* in GL,(R) as constant diagonal matrices.
The subgroups SL,(R), and R* are both closed and normal, and their
intersection is {e}, hence we have an isomorphism GL,(R) = R* x
SL,(R). Thus, for suitably chosen Haar measures p on GL,(R), and
Aon SL,(R) we have du(tz) = ﬁdt dA(z). Note that SL,(R) is again
unimodular.

Consider the group N of upper triangular n x n matrices with real
coefficients and diagonal entries equal to 1. We may identify N with
R™"»=1D/2 by means of the homeomorphism N > n — (nij)1<i<j<n €
R™"=1/2 Under this identification, Lebesgue measure on R™"~1/2 ig
a Haar measure on N. Indeed, if n,z € N, then for i < j we have

(n:z:)ij = nij + l’ij -+ E nikxkj.
1<k<j

If we endow the set of pairs (7,7), 1 <i < j < n with the lexicograph-
ical order, then it is clear that the Jacobi matrix corresponding to the
transformation x — nx is upper triangular with diagonal entries equal
to 1, and hence the Jacobian of this transformation is 1.

The same argument shows that the transformation n +— nx also has
Jacobian equal to 1 and hence Lebesgue measure is also right invariant,
i.e., N is unimodular.

Suppose K, and H are locally compact groups with Haar measures
dk, and dh respectively. Suppose also that a : K — Aut(H) is a
homomorphism which is continuous in the sense that the map K x H 3
(k,h) — ag(h) € H is jointly continuous. Then for each k € K,
the push-forward of dh under the transformation «ay is again a Haar
measure and hence must be of the form 6(k)~*dh, where § : K — Ry
is a continuous homomorphism.

The semi-direct product of K with H is denoted by K x H. Topo-
logically, it is equal to the direct product K x H, however the group
law is given by

(k1, ha)(ko, ho) = (kiks, ap} (hi)ha); ki ko € K, hi hy € H.

A Haar measure for K x H is given by the product measure dkdh.
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Indeed, if f € C.(G x H), and k¥’ € K, b/ € H then we have
/ FUK 1) (K, b)) dkdh = / FOK'k, ar (W)h) dhdk

_ / F(KE, ) dkdh = / F(k, ) dkdh.

The modular function for K'x H is given by Ax g (k, h) = §(k)Ax(k)An(h).
Indeed, if f € C.(K x H) then

/f ((k, b)) dkdh = /f “1))dhdk

/5 F(k™Y, h Y dhdk

_ / (k) A s (k) A (B) £ (k, ) dkdh.

A specific case to consider is when G = A is the group of diagonal
matrices in M, (R) with positive diagonal coefficients, and H = N is
the group of upper triangular matrices in M,,(R) with diagonal entries
equal to 1. In this case A acts on N by conjugation and the resulting
semi-direct product can be realized as the group B of upper triangular
matrices with positive diagonal coefficients.

Both N and A are unimodular, and for each a = diag(ay, as, ..., a,) €
A we see from the previous example that conjugating N by a multiplies

the Haar measure on N by a factor of §(a) = [],; <, o o~ Hence, the

gu
955

modular operator for B is given by Ap(g) = [[1<;cj<p

In the case when n = 2 we have the group G = {(0 x*l) ] :L‘ eRY,ye
R}, so that G = R% xR, ¢ : R% — R* is given by d(z) = 27, and a left
Haar measure for G is given by %dx dy, while a right Haar measure is
given by —dx dy.

(vii) A metric space (X,d) is proper if each open ball has compact closure.
Note that proper metric spaces are also locally compact and separable.
For example, if G is a connected (undirected) graph we may define a
metric on the vertices of the graph by defining the distance between two
vertices as the minimal number of edges needed to get from one vertex
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to the other. If each vertex has only finitely many neighbors then we
have that G with its graph metric is a proper metric space.

If (X,d) is a proper metric space then Isom(X,d) is locally compact.
Indeed, if we fix g € X then we claim that K = {# € Isom(X,d) |
d(zo,0(z0)) < 1} is compact. Suppose {6,}, is a sequence in K, Since
B () is compact there must be a subsequence {6, } such that 6, ()

converges to some point x € By (o).

If y € X, we then have that d(0,,(y),y) < 1+ 2d(z,y), for each j,
and since balls have compact closure it then follows that there is a
further subsequence such that 6, (y) converges. By a diagonalization
argument if {x;};en is a countable dense subset of X, then we may
find a subsequence {0,,,} such that 6, (z;) converges for each i € N.
However, it then follows that 6, (y) converges for each y € X, and
again by taking a subsequence we may assume that (9;5 (y) converges
for each y € X as well. The argument in Example 5.1.1 (iv) then shows
that this limit 6(y) = lim;_,o 6, (y) must be an isometry. Hence {6,,}
has a convergence subsequence showing that K is compact.

A subset E C G is locally Borel if E N B is Borel for all Borel sets
B such that A\(B) < oo. A subset F C G is locally null if A\(EN B) =0
for all Borel sets B such that A\(B) < oo. A function f : G — C is locally
measurable if f~!(E) is locally Borel for all Borel subsets E C C. A property
is said to hold locally almost everywhere if it is satisfied outside a locally null
set. We define LG to be the space of all locally measurable functions which
are bounded locally almost everywhere, where we identify two functions if
they agree locally almost everywhere.

We have a canonical map from L>®G to the dual space of L'G given by
(f.&) = [&(x)f(z) d\(z), where £ € L®G and f € L'G. This map gives an
identification between LG and (L'G)*.

Exercise 5.2.2. Let (X,d) be a metric space, suppose zo,yo € X, and
{0, }nen is a sequence such that 6,,(zg) — yo. If » > 0, such that B,(yo) is
compact then show that for every x € B, »(x¢) there exists a subsequence
{n;} such that 0,,(x) converges. Use this to prove the van Dantzig-van der
Waerden theorem: If (X d) is a second countable connected locally compact
metric space?, then Isom(X,d) is locally compact.

2Connected locally compact metric spaces are, in fact, always second countable. See
Lemma 3 in Appendix 2 of [?]
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5.3 The L', C*, and von Neuman algebras of
a locally compact group

Let G be a locally compact group with a fixed left Haar measure A, and let
A : G — Ry be the modular function on G. If f : G — C, and =z € G
we denote by L, (f) (resp. R.(f)) the function given by L,(f)(y) = f(z'y)
(resp. R,(f)(y) = f(yx), for y € G. Note that L, defines an isometry on
LP(G), for any 1 < p < 0.

A continuous function f : G — C is left (resp. right) uniformly
continuous if for all £ > 0, there exists K C G compact such that || L,(f) —
flloo < € (resp. |Ro(f) — flloo <€), for all z € K. We let Ci*G (resp. Ci Q)
be the space of all uniformly bounded left (resp. right) uniformly continuous
function on G. We set C*G = Cl*G N CIG.

We remark that C{*G, C7*G, and C*G are all C*-subalgebras of C,G.
We also have CyG C C}'G, so that when G is compact these algebras all
coincide with C,G.

For all 1 < p < oo, and f € LP(G) we have lim,_,. || L,(f) — f]l, = 0.
This follows easily when f € C.G, and as C.G is dense in L”(G) whenever
1 < p < o0, it then follows for all functions in LP(G).

If f,g : G — C, are measurable then the convolution of f with g is
given by

(f*g)(x /f gy~ x) dA(y),

where this is defined whenever the integral converges absolutely.
If f € L'G, and g € LPG for 1 < p < oo then from Minkowski’s inequality
for integrals we have

Il = | [ Lo 03 ,,

< / [F@ILy (9l dA(y) = ([ flllgll

so that fxg € LPG. In particular, if f, g € L'G, then || fxgll1 < ||f|l1llgll1-

For z € G, f € L'G, g € LPG we have | L,(f *xg) — f * gll, = |(L(f) —
) *all, < |ILz(f) — fllillgll,- Thus, if g € L>°G then we have that f x g is
always left uniformly continuous, since lim, . ||g — L.(g)|[1 = 0. A similar
argument shows that if f € L'G, and g € CyG, then f x g € CyG.
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By Fubini’s theorem, if f, g, h € L'G we have

(F+9)<h)@) = [ (F +9)0)hly~2)aN)

— [[ 129 whty ) e

_ / / F(2)g)h(y = 2) dA)AAE) = (f * (g % 1) (2).

Thus, L'G is a Banach algebra. Moreover, we define an involution on L'G
by
fr@) =A@ ) f1).

Note that || f*||1 = ||f]l1, f = f* is conjugate linear, and if f,g € L'G we
have

(f*9)"(x) = Al ) (f*g)(x")
:/A(:r‘l)f(y)g(y‘lx‘l)dA(y)

- / A g DAGE ) FE Ty dAW) = (9 * ) (@),

The resulting involutive Banach algebra is the L' group algebra of G.

If G is discrete and A is the counting measure on G, then J, gives a unit
for L'G. If G is not discrete then the L' group algebra will not be a unital
algebra. It will however admit an approximate unit. Indeed, if f,, € C.G
is any net of positive functions such that || f,|[1 = 1, and the supports of
fn become arbitrarily small in the sense that for any neighborhood O of the
identity we have that f, is supported in O for large enough n, then for all
g € L'G we have lim,, s [|g * fn — gll1 = limy 00 |[fn * g — g]i = 0. This
follows easily from the fact that the maps y — L,(g), and y — R,(g) are
continous for each g € L'G.

Theorem 5.3.1 (Cohen’s factorization theorem). Let G be a locally compact
group, then CI"G = L'G x LG, CoG = L'G x CyG, and for 1 < p < oo we
have LPG = L'G * LPG.

Proof. Since L' x PG C PG, for 1 < p < oo, and L' x LG C C!*, by the
Cohen-Hewitt factorization theorem it is enough to check that for some left
approximate identity f, € L'G, we have ||g — f, * g||, — 0 for all g € LPG,
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and ||g — fn * gllec — 0 for all g € C*, this follows easily from continuity of
the action of G on LPG, for 1 < p < oo, and on CG. [ |

We let M(G) denote the space of all finite complex valued Radon mea-
sures on G, which is a Banach space with norm ||u|| = |¢|(G). The Riesz
representation theorem allows us to identify M (G) with the space of contin-
uous linear functionals on the space of bounded continuous functions CyG,
by u(f) = J fdp. Note that the map f +— fX\ is a Banach space isometry
from L'G into M(G) and that L'G when viewed in this way as a subspace
of M(G) is dense in the weak*-topology.

If u,v € M(G) then the convolution of ;1 and v is the linear functional
w* v € M(G) which satisfies ||u* v| < ||u/|||v||, and is given by

(n*v)( / f(zy) dp(x)dv(y).

Note that convolution is associative and gives a Banach algebra structure to
M(G). Moreover, we may define an involution on M(G) by

- [ e amo

This involution is clearly a conjugate linear isometry on M(G), and also
satisfies (u * v)* = v* x p*. The resulting involutive Banach algebra is the
measure algebra of G.

We remark that when we view L'G as a subspace of M(G) then the two
definitions of convolution agree. Indeed, if f,g € L'G and h € Cy(G) then

/ / h(zy) f(x)g(y) / / f(@)g(z™y) dM(z)dA(y)

/ 0)(f * 9)(y) dA(y).

Similarly, we have that the involution on M(G) agrees with that on L'G
when restricted. Indeed, for f € L', and g € Cy(G) we have

/ gz V@) dA(z) = / g(@) AT 1) dA(@).

Also, if 4, denotes the Dirac mass at x € G, then we also have d, * d, = 0,
and ¢ = 0,-1. We remark that M (G) is unital, with unit given by J..
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5.3.1 Unitary representations

If G is non-trivial, then L'G will not be a C*-algebra. There are however C*-
algebras which are closely related to the L! group algebra. To define these,
we first note that the L! group algebra can encode the representation theory
of the group G. Specifically, if 7 : G — U(H) is a unitary representation
of G which is measurable in the sense that the matrix coefficients of the
representation = — (m(z)&,n) are measurable functions for all £,n € H,
then for any pu € M(G), the sesquilinear form defined by

SnH/ )€, m) dp(x)

is bounded by ||u|| and hence defines a unique bounded operator 7(u) such
that

(e, 1) = / (r(2)E,m) dulo),

for all £&,m € H.

It’s then easy to see that u — 7(u) gives a continuous *-representation
of M(G) into B(H). Restricting to L'G gives a continuous *-representation
7 : L'G — B(H). Moreover, if the representation 7 is continuous, i.e.,
if all the matrix coefficients are continuous, then it’s easy to see that 7 is
nondegenerate in the sense that £ = 0 if and only if 7(f){ = 0 for all
f € L'G. Indeed, this follows since in this case if f, € C.(G); such that
| fulli = 1, and if supp(f) is decreasing to {e}, then 7(f,) — 1 in the weak
operator topology.

Conversely, suppose 7@ : L'G — B(H) is a continuous x-representation
which is nondegenerate. By Theorem 5.3.1 we have that m(L'G)H coincides
with the closed subspace of continuous vectors. Note that if n € (7(L'G)H)*
then for all £ € H and f € L'G we have (7(f)n,&) = (n,7(f*)€) = 0. Since
7 is nondegenerate we then have n = 0. Thus, 7(L'G)H = H.

For z € G we may define the operator 7(z) : H — H given by 7(z)(7(f)¢) =
(Lo f)E, for f € L'G, and € € H. We note that for fi, f» € L'G, and
&1,& € ‘H we have

(T(Laf1)61, T(Laf2)€a) = (T(fs * f1)€1,&2) = (R(f1)&1, T(f2)E2)-

Thus, it follows that 7(x) is a well defined unitary on H. It’s then easy to
see that 7 : G — U(H) is a unitary representation whose matrix coefficients
are continuous.
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Given a representation 7 : G — U(H), to ensure that this extends to a
continuous nondegenerate *-representation of L'G a much weaker condition
than continuity may be used. This then gives rise to an automatic continuity
result.

Theorem 5.3.2 (Von Neumann). Let G be a locally compact group and
m: G — U(H) a representation such that x — (m(x)&,n) is measurable for
all £,m € H. Suppose that either H is separable, or else the representation
satisfies the condition that & = 0 if and only if (w(x)§,&) = 0 for almost
every x € G. Then x — (m(x)&,n) is continuous for all £,n € H.

Proof. We may assume that G is not discrete, otherwise there is nothing to
prove. Note that if £ # 0, and (7w(x)§, &) = 0 for almost every z € G, then
we also have (7(z)¢, m(y)€) = (m(y~'2)E, &) = 0 for almost every z,y € G.
Hence, these vectors are almost everywhere pairwise orthogonal and since G
is not discrete it follows that H is not separable. This then reduces the case
when H is separable to the case when & = 0 if and only if (7(z)¢, &) = 0 for
almost all x € G.

Suppose this is indeed the case. Then for each non-zero vector £ € H
there exists ¢ > 0, and a set F' C G of finite positive measure such that
(m(2)€,8))> > ¢, for all z € F. Set f(g) = 1p(g9){m(2)¢,€) € L'G. Then
(7(f)€,€) > cA\(F) > 0. Hence the representation 7 : L'G — B(H) is
nondegenerate and from the discussion before the theorem we see that the
representation m must then be continuous. [ |

Having established the above correspondence between continuous uni-
tary representations of G, and continuous nondegenerate *-representations
of L'G, we now consider a norm on L'G given by || f|| = sup; ||7(f)]|, where
the supremum is taken over all continuous non-degenerate x-representations
of L'G. This clearly gives a norm which satisfies || f|| < ||f||:. Moreover, this
norm satisfies the C*-identity since each of the norms ||7(f)|| does. Thus, we
may define the (full) group C*-algebra C*G to be the completion of L'G
with respect to this norm.

Note that by construction we have that any continuous nondegenerate -
representation of L'G has a unique extension to a continuous *-representation
of C*G.

If we consider only the left-regular representation of G on L*G, then we
define the reduced group C*-algebra C’G to be the C*-algebra generated
by L'G which acts by convolution on L?G. Note that the identity map on
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L'G extends to a surjection from C*G onto CG. We also define the (left)
group von Neumann algebra LG to be the von Neumann subalgebra of
B(L*G) generated by the action of L'G on L?G given by left convolution.

If #: G — U(H) is a continuous unitary representations. Then a closed
subspace K C H is invariant if it is invariant under = (z) for each = € G.
We denote by 7| the representation obtained by restricting each 7(x) to
KC, and we call 7| a subrepresentation of 7. If the only invariant closed
subspaces are {0} and H then 7 is irreducible.

Given two continuous representations m; : G — U(H;), i = 1,2, a bounted
operator T € B(Hi,Hs) is equivariant (or an intertwiner) if T'm(z) =
mo(x)T for all x € G. The representations m; and 7, are isomorphic if there
exists a unitary intertwiner, in this case we write m; = m,. We say that 7 is
contained in m, if it is isomorphic to a subrepresentation of 7.

Lemma 5.3.3 (Schur’s Lemma). Let G be a locally compact group, and w; :
G — U(H;), i = 1,2, two continuous irreducible representations with Hy #
{0}, then the space of intertwiners is either {0} or else is one dimensional,
and the latter case occurs if and only if 71 and 7wy are isomorphic.

Proof. If m; and my are isomorphic then there exists a non-zero intertwiner.
Conversely, if T' € B(H1,H2) is an intertwiner, then 7*T € B(#H,) satisfies
m(2)T*T = T*Tm (x), for all z € G, i.e., T*T € m(G)". We than have that
any spectral projection of 7*T is contained in 71(G)’, and hence the range of
any spectral projection of T*T is a closed subspace which is invariant under
1. Since 7 is irreducible it follows that the only spectral projections of T*T
are either 0, or 1, and hence T*T = a € C, for some a > 0. Since, T' # 0 we
have that o # 0, and hence setting S = \/iaT we have that S*S = 1. Since
7o is also irreducible, it follows that we must also have SS* =1, i.e., S is a
unitary intertwiner which then shows that 7, and my are isomorphic.

To show that the space of intertwiners is one dimensional when m; and
are isomorphic it suffices to consider the case when m; = m,. We then have
that the space of intertwiners coincides with the commutant 7 (G)" which is
a von Neumann algebra. Since 7 is irreducible it follows that 71 (G)" has no
non-trivial projections which then easily implies that 71(G)" = C, which is
one dimensional. [ ]

Note that it follows from Schur’s lemma, and the double commutant
theorem, that a continuous representation m : G — U(H) is irreducible
if and only if B(#) is the von Neumann algebra generated by 7 (G). We
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also note that it follows easily from the proof of Schur’s lemma that two
representations m; and ms have a non-zero intertwiner if and only if they
have subrepresentations which are isomorphic.

Ifm; : G — U(H;), i € 1, is a family of continuous unitary representations
then we denote by ®;c;m @ G — U(D;erH;) the direct sum representa-
tion given by (Bierm;)(x) = Biermi(x). If I is finite then we denote by
Rierm;i © G — U(R;erH;) the tensor product representation given by
(Riermi)(x) = Riermi(x). It is easy to see that both the direct sum and the
tensor product of representations is again continuous. If 7 : G — U(H) is
a continuous unitary representation then the conjugate representation is

7 G — U(H) given by 7(g) = 7(g).

We have two distinguished representations for any locally compact group.
The trivial representation 1 : G — T given by 1g(x) = 1, for all z € G.
And the left-regular representation )\ : G — LG given by \,& = L,(§)
for x € G and € € L>G. Note that, up to isomorphism, the left-regular

representation does not depend on the choice of Haar measure.

Lemma 5.3.4 (Fell’s Absorption Principle). Let G be a locally compact
group, then for any continuous unitary representation © : G — U(H) we
have A @ m = A ®id.

Proof. We may naturally identify the Hilbert space L*GRH with L*(G;H)
the space of square integrable functions from G to H. Under this identifica-
tion the representation A ® 7 is given by (A ®@7)(x)¢)(y) = n(z)é(x~y), for
¢ € L*(G;H), and x,y € G. We define the map U : L*(G;H) — L*(G;H)
by (U¢)(z) = m(x)é(x), for £ € L*(G;H), and x € G, then U gives a uni-
tary with inverse U* given by (U*¢)(x) = m(z71)E(2), for € € L?(G;H), and
z €.
If £ € L*(G;H), and x,y € G, we then have

(U @id)(2)€)(y) = m(y)&(z"y)
= m(z)m(a"y)E(zy)
= (A@7)(x)UE)(y).

Thus, U gives a unitary intertwiner between A ® id and A ® 7. [

Exercise 5.3.5. Let G be a locally compact group and 7 : G — U(H) a
continuous unitary representation. Show that the corresponding representa-
tion 7 : M(G) — B(#) is continuous from M (G) with the weak*-topology,
to B(H) with the weak operator topology. Conclude that 7(L'G)" = 7(G)".
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5.4 Functions of positive type

Let G be a locally compact group with a Haar measure A\. A function ¢ €
L>*G is of positive type if for all f € L'G we have [ p(z)(f**f)(z) d\(z) >
0.

Proposition 5.4.1. Suppose 7 : G — U(H) is a continuous representation
of G, and & € H, then the function defined by p(x) = (mw(x)&o, &) is of
positive type.

Proof. If we consider the associated representation of L'G, then for f € L'G
we have

[ @0 ) ) aN@) = {m(£ P &)
= [|7(f)&l* > 0.
Thus, ¢ is of positive type. [ |

Corollary 5.4.2. If f € LG, let f(z) = f(z—1). Then f « f is of positive
type.

Proof. We have (f * f)(z) = [ f(y = (\2)(f), rec. [ |
We also have the following converse to Proposition 5.4.1.

Theorem 5.4.3 (The GNS-construction). If ¢ € L®G is of positive type
there exists a continuous representation m : G — U(H), and a vector & € H,
such that ¢(g) = (m(9)&o, o), for locally almost every g € G. In particular,
every function of positive type agrees with a continuous function locally almost
everywhere.

Proof. This result does not follow directly from the GNS-construction for
C*-algebras, where we used the C*-algebraic structure (specifically we used
that x*a*az < ||a||*z*x, for all z and a) to ensure that the representation was
bounded. The proof in that case does however easily adapt to this setting
where we instead use the group structure to ensure that we get a unitary
representation.

Thus we begin by defining the sesquilinear form on L'G given by (f, g), =
[ @(x)(g* * f)(x) dA(x). This sesquilinear form is non-negative definite and
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hence satisfies the Cauchy-Schwarz inequality, thus as in the GNS-construction
for C*-algebras we have that

NS(?:{fELlG’<faf>@:0}:{f€L1G’<f7g>@:07g€L1G}

is a left ideal which closed in L'G.

We consider Hoy = A/N,,, with the (well defined) positive definite sesquilin-
ear form given by ([f], [g]) = (f, 9),, where [f] denotes the equivalence class
of fin A/N,. We then define H to be the Hilbert space completion of H,
with respect to this inner-product.

Given x € G, we define an operator my(z) : Ho — Ho by mo(z)[f] =
[L.(f)]. Note that

(mo(x)[f], mo(z)[g]) = /((Lm(g))* * (Lo () (w)e(y) dA(y)
- / (¢ * )w)ely) dA(y) = (). lg).

Hence, m(z) is well defined and extends to an isometry 7(x) on H. It is
easy to see that we have 7(x)w(y) = m(zy), and 7(e) = 1, hence we obtain a
unitary representation of G on H. Also note that for all f,¢g € L'G we have

[(m ()11 [91) — (11 19D)] = I/(g* * (L () = D))o (y) dA(y)]
< gl () = Flllllloo,

and since the action of G on L'G is continuous it then follows that the
representation 7 : G — U(H) is also continuous.

Suppose {fi}; is an approximate identity for L'G, then |[[fi]||* < || fF *
fillill@lloo < |l¢lloo, hence {[fi]} describes a bounded net in H, and we have
(f). 1]y = [ f(x)p(x)dA(z) for all f € L'G. It follows that [f;] converges
weakly to a vector § € H such that ([f],&) = [ f(z)e(x)dA(z) for all
f e L'G.

For all f € L'G we then have

[ H@) @) &) axa) = i [ F@(LA) &) )
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Thus, ¢(y) = (7(2)&, &) locally almost everywhere. [ |

Corollary 5.4.4. If p € C,G is of positive type then ¢ is uniformly contin-
uous, and the following statements hold:

¢ llelloe = fle);

o p(zt) =p(x), for dll z € G;

o [p(y~'z) — o(z)]* < 2p(e)Re(p(e) — ¢(y)), for allz,y € G.

Proof. Suppose p(z) = (m(x)&o, &) as in the GNS-construction. For the first
statement we have ¢(e) < [l = sup,eq [(7(2)0, &0} | < [[Soll* = #(e).

For the second statement we have p(z~1) = (r(27 )&, &) = (&, 7(2)&0) =
().

For the third statement we have

lo(y™ ) — ()] = {7 ()60, m(y)éo — &)l < 1ol [Im(y)&o — &oll?
=2||&IIP(1€]1? — Re({m(y)&o, &)
= 2¢p(e)Re(p(e) — p(y)).

Since ¢ is continuous at e, this also shows that ¢ is left uniformly continuous,

and right uniform continuity then follows since p(x~!) = ¢(z), for all z €
G. |

We let P(G) C L*G denote the convex cone of positive type functions,
Pi(G) = {p € P(G) | ple) = 1}, and P<1(G) = {p € P(G) | p(e) < 1}.
We let E(P1(G)), and E(P<1(G)) denote, respectively, the extreme points of
these last two convex sets.

Proposition 5.4.5. Suppose ¢ € P<1(G), then the corresponding linear
functional on L'G defined by ¢(f) = [(x)f(x)dx extends to a positive
linear functional on C*G. Moreover, this association gives an affine homeo-
morphism between P<1(G) and the set of positive linear functionals on C*G
with norm at most one, where both spaces are endowed with their weak*-

topology.

Proof. Suppose ¢ € P<1(G), then by the GNS-construction there exists a
continuous unitary representation 7 : G — U(H), and a vector & € H such
that p(z) = (7(2)&, &) locally almost everywhere. Since the representation
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is continuous we may define the corresponding representation of L'G given
by 7(f) = [ f(z)m(z)dz, and we then have §(f) = [ ¢(x)f(z) dx.

By the universal property of C*G, 7 extends uniquely to a representation
7 C*G — B(H), and hence we may extend ¢ to a positive linear functional
on C*G by defining @(a) = (7(a)&o, &o)-

By the GNS-construction for C*-algebras every positive linear functional
on C*G with norm at most one arrises in this way, and since L'G is dense
in C*G it is easy to see that this association is then a homeomorphism. We
leave it as an exercise to check that this is also an affine map. [

Corollary 5.4.6. If p € P1(G), then ¢ € E(P1(Q)) if and only if the unitary
representation corresponding to ¢ is irreducible.

Proof. By the previous proposition this follows from the corresponding result
(Proposition 2.3.9) for states on C*-algebras. [

Corollary 5.4.7. If G is an abelian locally compact group, then ¢ € E(P1(G))
if and only if ¢ : G — T is a continuous homomorphism.

Corollary 5.4.8. The convex hull of E(P1(G)) is weak*-dense in Pi(G).

Proof. This similarly follows from Proposition 5.4.5, together with the cor-
responding result (Theorem 2.3.11) for C*-algebras. |

Note that since a function ¢ of positive type is uniformly continuous,
it follows that for a left approximate identity {f,}, C L'G we have that
| fo x © — ¢|loc = 0. The next lemma strengthens this approximation by
allowing us to consider weaks* neighborhoods of .

Lemma 5.4.9. Suppose ¢ € P1(G). Then for all € > 0, there exists f €
L'G, and a weakx neighborhood O of ¢ in Pi(G), such that for ally € O we
have

1f* 1 =Yl <e.

Proof. Fix ¢ € P1(G), and ¢ > 0. Since ¢ is continuous there exists a
compact neighborhood V' of e such that |1 — ¢(z)| < €2/4, for all z € V.
We set f = |V|7'1y € L'G, and set

0={beP(G)| V" / (4 — o) () da| < <2/4}.
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If Y € O, and x € G, then we have
0 = 0] = VI [ o) = o) dy
<1 [ ot — vy

By Corollary 5.4.4 we have |¢(y~'z) — ¢(x)] < v/2Re(1 — ¢(y)), hence

£ 0a) = o) < VI | IR = D) dy
< VIV Re(t = o) ([ an'”
< |V~ Wﬂ/ (1 —(y)) dy|2.
Since 1) € O we then further have
Frila) = 0@ < VAV [ = eldgreayt<e m
Theorem 5.4.10 (Raikov). The weak*-topology on Pi(G) agrees with the

topology of uniform convergence on compact sets.

Proof. First, suppose that {¢;}; is a net in P;(G) which converges uniformly
on compact subsets to ¢ € P1(G). Fix f € L'G, and € > 0. Let Q C G be
a compact subset such that |, a0 |f(z)|dz < e. Then for large enough i we

have that sup,cq [0i(z) — @(7)| < e. Since [|p;]| = [[¢]] = 1 we have

| / (o(x) — i) f(2) de < /G o) — @S]+l 1y
<2 + 2| fl.

Since € > 0, and f € L'G were arbitrary it follows that o; — ¢ weaks.
Conversely, suppose now that ¢; — ¢ weakx. Note that since ||¢;|| = 1, if
K C L'G is any compact subset then we have that [(¢(2)—¢i(z))g(z) dz —
0, uniformly over all g € K.
If f € L'G, then as the action of G on L'G is continuous, for all Q C G
compact we have that K = {L,-1(f) | z € Q} is compact. Moreover, for all
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r € GG we have
(fxo—frpi)(z /fxy —pi(y™)) dy
~ [ LD )W — w) dy

Hence, for all f € L it follows that (f * ;) — (f * ) uniformly on compact
subsets of GG. The result then follows from Lemma 5.4.9. |

Theorem 5.4.11 (Gelfand-Raikov). If G is a locally compact group, then
the irreducible unitary representations of G separate points of G. That is, if
x,y € G, x # vy, then there is an irreducible representation @ of G such that

m(x) # 7(y).

Proof. Suppose x,y € G, x,# y. Take f € C.G, f > 0, such that f(x) # 0,
and ysupp(f) Nsupp(f) = 0. i

If we consider the function of positive type ¢ = f % f, then we have
o(x) # 0, while ¢(y) = 0. By the previous theorem and Corollary 5.4.8
there then must exist ¢y € E(P1(G)) such that po(x) # 0, while po(y) = 0.
If we let my be the GNS-representation corresponding to ¢, with cyclic vector
&o, then this is an irreducible representation by Corollary 5.4.6, and we have

((mo(7) — m0(y))é0, §0) = wolw) # 0, hence mo(x) # mo(y). L

5.5 The Fourier-Stieltjes, and Fourier alge-
bras

We let B(G) C Cy'G be the set of all matrix coefficients of continuous unitary
representations, i.e., ¢ € B(G) if there exists a continuous representation
m:G —U(H), and £, € H, such that p(z) = (7(2)&,n), for x € G, we let
¢l B(@) be the infimum of ||£]|||n]| for all possible decompositions.

If o € B(G), so that p(z) = (w(x)§,n), for x € G, then there is a unique
continuous linear functional on C*G given by 0,(f) = (7(f){,n). Note that
this is well defined since if we also have p(z) = ( ( )0, o), for x € G, then
for all f € L'G we have (m(f)&,m0) = [ f(z)e(x)dx = (x(f)E, n), and
hence by continuity it follows that (7 (f)¢,n) = (7 (f)fo,no) forall f € C*G

Theorem 5.5.1 (Eymard). Let G be a locally compact group, then B(G) is
the linear span of P(G), and is a involutive Banach algebra under pointwise
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multiplication with norm || - ||p(ey. Moreover, the map 0 : B(G) — (C*G)*
defined above is an isometric Banach space isomorphism, which maps P(Q)
onto the set of positive linear functionals on C*G.

Proof. That B(G) is the linear span of P(G) follows from the polarization
identity (m(z)&,n) = § oo (m(@)(€ +*n), & +i*n).

Clearly, we have |lay||p@) = |||l for o € C, and f € B(G). If
©1,2 € B(G), such that ;(z) = (m(x)&, ), ¢ = 1,2, for some continuous
representations m; : G — U(H,;), then we see that

p1() + pa(x) = ((m(2) © mo(2))(&1 © &), m S 1), € G,

thus we have @1 + 02 € B(G) and |¢1 + @2l < |leills@) + lle2llB@)-
Similarly, we have

p1(x)p2(z) = ((m1(7) ® ma(1)) (&1 @ &2),m @ 12), z e q.

Hence @195 € B(G), and [p102][se) < lleillse lle2llse. We also have
o1(z) = (n,7(2)€) = (7(2)E,7), for x € G, hence P7 € B(G). Thus, we see
that B(G) is a normed x-algebra, and so to finish the proof it is enough to
show that # is an isometric isomorphism of normed spaces.

Clearly 6 is linear. Suppose that ¢ € B(G), such that ¢(z) = (w(x)§,n),
for € G. Then we have [0, = supyep1: gy, [m(HE,n}] < i€l Tak-
ing the infimum over all such representations gives [|0,| < ||¢| B(@). Con-
versely, if ¢ € (C*G)*, then by Theorem 3.11.7 there exists a continuous rep-
resentation 7 : G — U(H), and vectors &, n € H such that (a) = (7(a)&,n),
for all @ € C*G, and such that ||| = [|£]|||n]]. If we set o(x) = (n(x)&,n),
then ¢ € B(G), and 6, = . This shows that 6 is onto, and we have

101 = lIEllinll < llellse) < [164]], hence 6 is isometric.
The fact that 6 maps P(G) onto the set of positive linear functionals on
C*G follows easily by considering GNS-representations. [

Corollary 5.5.2. Let G be a locally compact group, and ¢ € B(G), then
there exists a continuous unitary representation w : G — U(H), and vectors
£, € H, such that o(x) = (m(x)&,n), for v € G, and such that ||¢| ) =

€1 l-

Proof. If we consider the isometric isomorphism B(G) = (C*G)* defined
above, the result then follows from Theorem 3.11.7. [ |
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The Banach algebra B(G) is the Fourier-Stieltjes algebra of G.

We let A(G) C B(G) be the subset of B(G) consisting of all functions
which are matrix coefficients of a direct sum of the left regular representation,
e, ¢ € A(G) if there exist £,n € L*(G)®¢*N such that ¢(z) = (A ®
id)(x)¢,n), for € G. There is then a unique normal linear functional on
LG given by éw(f) = ((f ® 1)&,n). Note that just as in the case for C*G
above, it is not hard to see that éw is well defined.

Theorem 5.5.3 (Eymard). Let G be a locally compact group, then A(G) is a
closed ideal in B(G) which is also closed under involution. Moreover, the map
0 : A(G) — (LG). defined above is an isometric Banach space isomorphism.

Proof. We clearly have that A(G) is closed under linear combinations. Since
the left regular representation A is isomorphic to its conjugate representation
(an explicit unitary intertwiner U : L2G — L2G is given by (U€)(x) = &(z)),
we have that A(G) is closed under conjugation. Moreover, if 7 : G — U(H)
is a continuous representation, then by Fell’s absorption principle we have
(A®id) ® 7 = (A ®1id) and hence it follows that A(G) is an ideal in B(G).
To finish the proof it then suffices to show that the map 6 defined above is
an isometric isomorphism.

If v € (LG), then consider the polar decomposition » = v - [¢|. By
Proposition 3.10.3 there exists a vector n € L2G®¢*N such that [¢](f) =
(f ® 1)n,n) for all f € LG. Note that ||n]|* = |[¢](1) = |||¢|||. We then
have ¥(f) = ((f ® 1)(v ® 1)n,n), for all f € LG, and setting £ = (v ® 1)n
gives [0 = el = €17 > [€llnl > @] If we define ¢ € A(G) by
o(z) = (A ®id)(z)&, n) then we see that 6, = 1, hence 6 is a bijection.

We have a canonical homomorphism Ao : C*G' — C:G C LG, and hence
given ¢ € (LG). we may consider the corresponding linear functional o)y €
(C*G). Tt’s then easy to check that 6~ (v) o A\g) = 0~ (v), and since 1 is
normal it follows from Kaplansky’s density theorem that we have ||¢) o Ao|| =

1]l Hence, |07 ()]s = 107" (¢ 0 Xo)llniy = [t 0 Aol = [|]]- u
An easy consequence of the proof of the previous theorem is the following.

Corollary 5.5.4. Let G be a locally compact group, and ¢ € A(G). Then
there exist £,m € L*(G)®0N such that p(x) = (A ®id)(2)&,n), for x € G,
and such that [|€]||[n]| = [[¢lls@)-

The Banach algebra A(G) is the Fourier algebra of GG, or the Wiener
algebra in the case G = T.
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Proposition 5.5.5. Let G be a locally compact group, then A(G) N C.G is
dense in both CoG and A(G) with their respective norms. Also, for each
1 <p< oo, A(G)NLPG is dense in both LPG and A(G) with their respective
norms.

Proof. If ¢ € A(G) such that ||| g = 1, then there exist £, € L*(G)&(*N
such that ¢(x) = (A ®1id)(x)&, n), for x € G, and such that |[£]| = [|n|| = 1.
If e > 0, then take {f;}ien, {9i}ien C C.G, such that f; = g; = 0 for all but
finitely many terms and setting & = >, fi ® 05, and 19 = Y.y Gi @ 6;
we have [|§ — &ollo, |7 — noll2 < e If we set ¥(x) = ((A @ id)(z)&o, no),
then we have ¢ € C.G N A(G), and using the triangle inequality we have
I — lls) < €11 — moll + Il — Eoll < & + (1 + e)e. Since € > 0 was
arbitrary it then follows that A(G) N C.G (and hence also A(G) N LPG for
1 <p < o0), is dense in A(G).

Note that if f,g € C.G C L?G, then f* g € A(G) N C.G, and since § is
also in C.G it then follows that fxg € A(G)NC.G for all f, g € C.G. Taking
fn to be an approximate identity of compactly supported functions it then
follows that f, * g — ¢ in CyG, and hence the uniform closure of A(G)NC.G
contains C.G which is dense in CyG. Thus, A(G) N C.G is dense in CyG. It
similarly follows that A(G) N LPG is dense in LPG for all 1 < p < oc. [

Proposition 5.5.6. Let G be a locally compact group, then for x € G, left
(resp. right) traslation L, (resp. R,) gives an isometry on both B(G) and
A(G) and the induced action of G on B(G) is continuous.

Proof. Suppose ¢ € B(G) and 7 : G — U(H) is a continuous unitary rep-
resentation so that for some £,n € H we have p(y) = (7(y)§,n), and such
that @l = I€lInll. Then for = € G we have, Ly(¢)(y) = ¢(a~'y) —
(m(y)¢, m(x)n). Thus, L.(p) € B(G), and |[La(¢)llpe) < ll€llllm(z)nll =
I¢ll3). By symmetry we also have [ @) = | Lo+ La(@)ll i < 1L+ (#) (¢
Thus, left translation induces an action of G on B(G) by isometries. Note
that the representation which realizes the matrix coefficient L, () is the same
as the respresentation which realizes ¢, thus it follows that if ¢ € A(G), then
also L,(¢) € A(G). To see that this action is continuous, note that if z,, — e,
then m(x,)n — n, hence it follows that || L., (¢) — ¢l < |[€]|||7(2n)n—n|| — 0.
A similar argument shows that right tranlsation also induces a continuous
action of G on B(G) which preserves the subspace A(G). |

Corollary 5.5.7. Let G be a locally compact group, then A(G) N LPG =
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B(G) N LPG for all 1 < p < 2. In particular, we have A(G) N C.(G) =
B(G)NC.(G).

Proof. 1f ¢ € B(G) then ¢ is uniformly bounded and so if ¢ € LPG for
1 < p < 2, then ¢ € L?G. Thus, it is enough to consider the case when
p = 2. Since right translation induces a continuous isometric representation
of G on B(G), this representation then extends to a continuous representation
R : L'G — B(B(G)) given by R(f)(¢)(x) = [ (zy)f(y)dy. Moreover, if
fn € C.G is an approximate identity then we have |0 — R(f,)(¢) ) — 0.
If we additionally take f, such that f,(y) = f.(y™!), for y € G, then since
¢ € L2G we have A(G) 3 ¢ f, = R(fn)(¢) = ¢, and hence p € A(G). B

By the previous proposition and Proposition 5.5.5 we see that A(G) can
alternately be described as the Banach subalgebra of B(G) which is generated
by C.G N B(G).

Lemma 5.5.8. Let G be a locally compact group, fix v € G, and suppose
v € A(G) such that p(x) = 0. Then for each € > 0, there exists v € A(G)
such that 1 vanishes in a neighborhood of x, and such that || — | ) < €.

Proof. Since the action of G on A(G) given by right translation is continuous,
it follows that there exists a compact symmetric neighborhood K of e such

that

o 1 . . .
’gp © % <_’\(K)1K>HB(G) < ¢/3. Moreover, since ¢ is continuous, we

may choose K such that we also have |p(zy)| < /3, for all y € K. We may
then find V' C G an open set such that K C V, A(V) < 4\(K), and such
that |p(zy)| <e/3, forally € V.

We set ¢ = (16'\1‘/@) * (ﬁl[{) = (1G’\xV90) * (ﬁi};) € A(G) For

y € G we have
1
V) = 55 | e (2)
hence, if yK C xV then ¥ (y) = 0, so that 1 vanishes in a neighborhood of
x.

Note that

H(lxsz) * (ﬁlﬂ}) !

—]-K

AK)
MaV)V2N ()12
/3.

< vl
B(G)

2

<

DO ol m

<
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Hence,

1 1 —
o= vl < o= * (st )| +] o (55T%)
A(K) B(G) AK) 5

<e/3+4+2/3=¢. |

Theorem 5.5.9 (Eymard). Let G be a locally compact group, and consider
the map v : G — o(A(G)) given by v.(¢) = @(x). Then v is a homeomor-
phism from G onto o(A(QG)).

Proof. Suppose x : A(G) — C is a continuous homomorphism such that
X # Va, for all x € G. Then for each € G, there exists ¢, € A(G), such
that ¢, (z) = 0, and x(¢,) = 1. By the previous lemma we may approximate
each @, by a function @, € A(G) such that we have x(,) # 0, and which
vanishes in a neighborhood of z.

If p € C.(G)NA(G), then since supp(yp) is compact, there exist z, ..., z, €
supp(y) such that []\_, P, vanishes on supp(p). We then have p [\, pu;, =
0 so that x(¢) [T;_; x(8z) = x(¢I[iZ; #z) = 0. Since x(@s,) # 0, for
1 <i < mn, we then have x(¢) = 0. Thus, x vanishes on C.(G) N A(G) which
is dense in A(G), and hence y is the trivial homomorphism.

We therefore have that ~ is surjective. It is then easy to see that it is a
homeomorphism. [ |

In summary, to each locally compact group G we have associated the
following eight Banach algebras: CoG, L>*G, L'G, M(G), C*G, LG, A(G),
and B(G). The latter four algebras are in a sense “dual” to the former four
algebras. This is a notion which we’ll make more precise in the next section
for the case when G is abelian. Both L*G, and LG are von Neumann
algebras, and both CyGG, and C*G are C*-algebras. We have established

canonical identifications

(CoG)" = M(G); (C"G)" = B(G);
(L'G)* = LG, (A(G))" = LG.
We also have canonical *-homomorphisms
CoG — L™(G); C*"G — LG
L'G — M(G); A(G) — B(G).

We remark that the *-homomorphism C*G — LG is not injective in general,
while the other three *-homomorphism are always injective and isometric.
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5.6 Pontryagin duality

If G is a locally compact abelian group, a (unitary) character on G is a
continuous homomorphism y : G — T. We denote the set of all characters
by G, which by Corollary 5.4.7 agrees with £(P;(G)), which is canonically
identified with o(C*G), and we endow G with the weak*-topology, which by
Theorem 5.4.10 is the same as the topology of uniform convergence on com-
pact sets. The set of all characters is also a group under pointwise operations,
and these operations are clearly continuous and hence G is an abelian locally
compact group, which is the Pontryagin dual group of G. If y € G, and
x € G, then we'll also use the notation (x, ) = x(z).
We leave it to the reader to verify the following.

Example 5.6.1. o R 2R with the pairing (z,) = ?m¢.

A

e 7 = T with the pairing (n, \) = A\".

T = Z with pairing (\, n) = A"

m &~ 7/nZ with the pairing (j, k) = e?™*i/n,

If Gy, G, are locally compact abelian groups, then G;<\G2 >~ G x Gy
with pairing {(z,y), (x,w)) = (2, x)(y,w).

e If G is a finite abelian group then G~aG.

Proposition 5.6.2. If G is a discrete abelian group then G is compact, if G
1s a compact abelian group then G is discrete.

Proof. 1f GG is discrete then C’jG >~ (CyG has a unit, and hence G is compact.
If G is compact and x € G, then for y € G we have

/X(m) do = /x(y:c) dz :X(y)/x(x) de.

Thus, if x # 1 then it follows that [ x(z)dx = 0. This then shows that 1 is
isolated in G, and hence G is discrete. |

Proposition 5.6.3. If G is a compact abelian group with Haar measure A
normalized so that A\(G) =1 then G forms an orthonormal basis for L*G.
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Proof. 1f x1, x2 € é, then either y; = x2, in which case we have [ xy1Xzd\ =
f dA =1, or else x1X2 # 1 in which case, as in the previous proposition, we
have [ x1xzdA = 0. Thus, G forms an orthonormal set.

The span of G forms a self-adjoint unital subalgebra of C'G' which sepa-
rates points by the Gelfand-Raikov theorem. Thus, by the Stone-Weierstrauss
theorem we have that the span of G is dense in CG, and hence also L*G. B

The Gelfand transform gives an isomorphism C*G = CO(@), which on
the dense subspace L'G C C*G is given by

- / F(@)x(x) dA(@).

We introduce the closely related Fourier transform F : L'G — Co(G)
given by F(f)(x) = f(x) = [ f(x)x(x)dA(z). Note that since y +— X is
a homeomorphism on G it follows that F also extends continuously to an
isomorphism from C*G onto Cy(G).

We also extend the Fourier transform to the measure algebra M(G). If
w € M(G) then its Fourier-Stieltjes transform is a continuous function
on G given by

Aly) = / X@du(z), xeC.

If p,v € M(G) then we have

(s )00 = | [ X duta)dvty) = [ [ XN duta)dvty) = o)

We also have

and

T i(x) = /x(x‘ly) du(y) = x(a=")ax).

In particular, restricting to L'(G) we have

(Lo Y0 = x(@) f(X); - (Y X) = (LyHH(X); (f %90 (%) = F()9(x),
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for all f,g € L'G, z € G, and 1, x € G.
Similarly, for each p € M(G) we define a continuous function on G by

i) = / W@)du(x), z€G.

We again have
(wxvy=pr; =g (k) = Xy (5.2)

for p,v € M(G), and x € G.
Note that if € M(G), and v € M(G) then we have

[ rerann =[xy

~ [ @ du()veo
= [t ) (53)

Theorem 5.6.4. The map M(G) > p— it € GG gives an isometric *-
Banach algebra isomorphism from M(G) onto B(G). Moreover, the restric-
tion to M(G)y maps onto P(G).

Proof. If ;€ M(G), consider the polar decomposition j = v|u|, where
v: G — T is a Borel function. We have a continuous representation 7 :
G — U(LA(G, |u|) given by 7(z)(x) = x(x), for y € G. If we consider
€,ne L*G,|pu|) given by € = v, and 5 = 1, then we have

(r(2)é, 1) = / ©(@)o(z) dlul (x) = / ¥(@) du(y) =

Thus, we see that i € B(G), and if we let 0 : B(G) — (C*G)* be defined as
before Theorem 5.5.1 then for f € L'G we have

1) = (g = [ Ha)m@ende = [ [ e .

As noted above, we have a canonical homeomorphism ¢ : G — o(C*Q)
such that for xy € G, and f € L'G C C*G, we have 1, (f) = [ f(x)x(z)dx
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The Gelfand transform then gives a *—isomorphism r: C*G — Co(G), such
that for f € L'G we have T'(f)(x) = ,(f ff z)dx. The dual
map then gives an isometric isomorphism '™ : (C’O(G)) (C*G) , given by
I"(¢) =pol. ) A

Using the identification (Cy(G))* = M(G) given by the Riesz represen-
tation theorem, and using the identification ~! : (C*G)* — B(G) given
in Theorem 5.5.1, we then obtain an isometric Banach space isomorphism
01 oT*: M(G) — B(G).

If € M(G), and f € L'(G), we have

00 = [T d00 = [ [ 1) dedp) = 0,00

Hence, we have T*(u) = 6, and thus the map M(G) > p — i agrees with
the isometric Banach space isomorphism 6~ oT". From (5 2) we see that this
map is also a *-homomorphism.

A measure i € M(G) is a positive measure if and only if T* (1) is a positive
state, which by Theorem 5.5.1 is if and only if 1 = 0! o () € P(G). W

By considering functions of positive type on GG, the previous theorem gives
Bochner’s Theorem, which was first proved by Hergoltz in the case G = Z,
Bachner in the case G = R, and Weil in general.

Corollary 5.6.5 (Bochner’s Theorem). Let G be a locally compact abelian
group. If ¢ € P(G) then there exz'sts a unique positive measure i € M(G)
such that o(z) = [ x(z) ), for all z € G.

Lemma 5.6.6. Let G be a locally compact abelian group, then F(L'Q) is
dense in CyG.

Proof. Since the Fourier transform is a *-homomorphism from L'G into
Co(@), the result follows from the Stone-Weierstrauss Theorem once we show
that F(L'G) separates points, and vanishes nowhere.

Let x1,x2 € G be given, with x; # x2. Then there exists xg € G
such that xi1(zg) # x2(xo). Set ¢o = |x1(z0) — x2(z0)| < 2. Since xi, and
X2 are continuous, there exists a neighborhood U of z( such that |f(x) —
Xi(xo)| < ¢o/2, for all x € U, and i = 1,2. If we take f € C.G,, such that
f is supported on U, and such that || f||; = 1, then for i = 1,2, we have
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[f(x) = xi(zo)| < [ f(@)xi(x) = xilwo)| dz < co/2 < 1. Hence, f(x:) # 0,
for i = 1,2, and

|f(X1)—f(X2)| > |x1(wo) — x2(w0)| — |f(X1) — X1(wo)| = |f(X2) —x2(wo)| > 0.
|

Theorem 5.6.7 (Fourier Inversion Theorem). If f € L'(G) N A(G), then
f € L'G. Moreover, there exists a unique Haar measure \ on G such that

(f)y = f, forall f € L'(G) N A(G).

Proof. If f € LlGAﬂ A(G), then by Theorem 5.6.4 there exists a unique
measure, /1y € M(G) such that f = ;. If we also have h € L'G, then from
Equation (5.3) we have

(e )0 = [ ha sy e = [y

Hence, if f,g € L'G N A(G), and h € L'G, we have
[dan, = [ 05T duy = (s ) 0)e)
~((heg) = 1)(e) = [ by

By Lemma 5.6.6 we have that F(L'G) is dense in CyG and hence it
follows that fd,ug = gdpy.

We now define a positive linear functional YT on C’CG . Since C.G is dense
in L'G, and since F(L'G) is dense in Co@, it follows that for each y € G
there exists f € C.G such that f(x) # 0. Thus, for any nonempty compact
set K C G, there exist fi,.-., fn € C.G such that if weset f =" fi* fi

then f € L'GNA(G), and f =37, |fi|>* >0, on K.
If ¢ € C.G, such that ¢ is supported on K, then we set T(¢) = [ % dpsy.

Since f > 0, and iy is positive we have that T (i) > 0, whenever ¢ > 0. If
we also have g € L'G N A(G) such that § does not vanish on the support of

1, then we have
Yo (U
——fdpg = | =gduy,
/fg ! fg

hence, T extends to a well defined positive linear functional on C.G. Since
fty is non-trivial there exists some v € C.G with support in K such that
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[ du; # 0. We then have T(¢f) = [+ dus # 0, and so T is a non-zero
linear functional.

If ¢ € C.G, and y € G, take f € L'GNA(G) such that f does not vanish
on the supports of ¢ or L,(¢). If we set g = x~'f, then from Equations

(5.1) and (5.2) we have § = Ly1(f), and py = x ", pus. Hence,

:/idﬂg:T
g

Thus T is translatiAon ivariant anq so for some Haar measure A on G we
have T(¢) = [ dA, for all ¢ € C.G.
If f € L'G N A(G), then for all ¢ € C.G we have

T(Ly(¥)) =

[uidi=x) = [ v
Thus, we conclude that p; = fdA, which shows that f € L'G, and (f) =
7l m

Theorem 5.6.8 (Plancherel’s Theorem). Let G be a locally compact abelian
group. The Fourier transform when restricted to L*G N L2G is an isometry
(with respect to the L?-norms) onto a dense subspace of LQG, with its dual
Haar measure. Hence, it has a unique extension to a unitary from L*G to

L2G.

Proof. If f € L'G N L?@G, then by the Fourier inversion theorem we have

/!f )2 dA(x) /f aAz) = (f * )(e)
((f % F)e) = / (f * P00 dAy)

/|f )2 i)

Hence, the Fourier transform is isometric. Suppose ¢ € L2@G such that
[ fd\ =0 for all f € L'G N L*G. Then, for each f € L'G N L*G, and
x € G we have that f¢ € L'G, and

_ / FO0R00X (@) dA(x) = / Lfypdi =0,
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Thus, by Theorem 5.6.4 it follows that fz = 0 almost everywhere, for each
f € L'GNL*G. By Lemma 5.6.6 we have that F(L'G'N L*G) is dense

in Cy(G), and hence we must have that ¢ = 0 almost everywhere. Thus,
F(L'G N L*G) is dense in L*G. |

The extension of the Fourier transform to a unitary from L*G to LG is
also denoted by F, and for f € f we again write f = F(f).

Corollary 5.6.9 (Parseval’s Formula). If G is a locally compact abelian
group, then for all f,g € L*G we have

/fydA:/f“gdx

Theorem 5.6.10. The map L'G > P = Y € B(G) gives an isometric
x-Banach algebra isomorphism from L'G onto A(G).

Proof. We already know from Theorem 5.6.4, that this is an isometric *-
Banach algebra homomorphism into B(G), thus we only need to show that
A(G) is the range of L'G under this homomorphism.

By the Fourier Inversion Theorem we have F(L'G N A(G)) c L'G. If
Y1,y € L2G with [[¢]2 < 1, and if £ > 0, then from Plancherel’s Theorem
there exist f; € L'G N C.G such that ||¢; — fl||2 < g, hence

Since £ > 0 was arbitrary it follows that F(L'G N A(G)) is dense in L'G.
Since L'GN A(G) is dense in A(G) it then follows from the Fourier Inversion

A

Theorem, that the range of L'G is precisely A(G). [ |

Y19y — @ Y19y — flg

1 ‘

< [l |l2 H% - fz”Q + Hfz”2 Hlbl - f1H2 < 2e + 2.

1

Theorem 5.6.11 (Pontryagin duality). Let G be a locally compact abelian
group. The natural embedding G — G given by x — Y, where Xz(p) = @(x),
gives a homeomorphism G = G.

Proof. Clearly the map x — x, is continuous. Suppose that x € G, and

{z;}; C G is a net such that x,, — x». Then for each function f € C.G
we have f(z) = x.(f) = im0 Xo,(f) = f(x;). By considering f to have
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support in an arbitrary neighborhood of x it then follows easily that x; — x.
Thus, the map x + x, is a homeomorphism onto its range and so it is enough
to show that it is surjective.

If v € G, then this induces a character on LG given by Y(@) = [(x)v(x) dx

By the previous theorem this then gives a character 7 on A(G) given by
Y = y(¢), for all ¢ € L'G. By Theorem 5.5.9 there then exist # € G such
that n(f) = f(z) for all f € A(G). Thus, for each ¢ € L'G we have

[ w00t dx=d@) =) = [ w00

It then follows that v(x) = x(x), for almost every x € G, and as both
functions are continuous we then have that v = x,. |

Corollary 5.6.12. If G is a locally compact abelian group, then G is discrete
if and only if G is compact, and G is compact if and only if G is discrete.

Proposition 5.6.13. If G is a discrete abelian group, then A is counting
measure if and only if \(G) = 1.

Proof. If G is discrete and A is counting measure then 6. =1, and so 1 = 6,.
Hence, 1 = d.(e) = 1(e) = [ d\ = \(G).

Similarly, if G is compact and )\(G) =1, then 1 = §,, and so é, = 1.
Hence, A({e}) = [ d.( = 0.(e) = 1. The result then follows by
duality. [

Proposition 5.6.14. Under the identification R ~ R gien by the paring
(2,€) = 2™ g ¢ € R, Lebesgue measure is self dual.

Proof. Consider ¢(z) = e¢™™ € L'R. Then we have ¢(&) = [ et =2t g,
Differentiating under the mtegral and applying integration by parts gives
¢ (€) = —2m€(€), and ¢(0 = [ ¢(x) dz = 1. Solving this differential equa-
tlon shows ¢ = ¢ (and hence o E A(R). Since ¢ is even we also have

$(z) = [e ™AL = ($)(a). n

Using the identification between G and G given by Pontryagin duality, we
see that for p € M(G), and x € G we have fi(x) = [ x(z) = a(x71).
The following corollary is then immediate.
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Corollary 5.6.15. The Fourier transform gives an isometric *-Banach al-
gebra isomorphism between M(G), and B(G), such that L'G is mapped onto
A(G).

Theorem 5.6.16. Let G be a locally compact abelian group, and consider
the unitary F : L*G — L?*G given by Plancherel’s theorem. If f € L'G,
then FA(f) = M;F. Consequently, conjugation by F implements a normal

s-isomorphism LG = L>*G.

Proof. If f € L'G, and € € L'G N L*G, then
FAE = F(f+€) = f& = MF¢.

Since L'G' N L*G is dense in L*G we then have FA(f) = MF.

We have that A(L'G) is dense in the strong operator topology in LG, and
by Lemma 5.6.6 we have that A(G) is dense in the strong operator topology
in L*G. Thus, conjugation by F implements a normal *-isomorphism from

LG onto L. [ |

In summary, If G is a locally compact abelian group, and G is its dual
group, then through the Fourier and Fourier-Stieltjes transforms we have
established the following isometric *-isomorphisms of involutive Banach al-
gebras:

N

C*'G=CoG; LG=L®G;  AG)=L'G; B(G)=M(G);

5.6.1 Subgroups and quotients

If G is a locally compact abelian group and H < G is a closed subgroup,
then the annihilator of H is A = {x € G | x(z) = 1,z € H}. It’s easy to
see that A is a closed subgroup of G.

Lemma 5.6.17. Using the notation above, H is also the annihilator of A.

Proof. We clearly have that H is contained in the annihilator of A. Con-
versely, if # € G\ H, then there exists a continuous character y on G/H
such that x(xH) # 1. If we then view y as a continuous character on G,
then we have that x(z) # 1, and x € A, hence z is not in the annihilator of
A. [
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Theorem 5.6.18. Using the notation above, we have Cj/-ﬁ = A with pairing
(zH,x) = x(z). We also have G/A = H with pairing (x,xA\) = x(z), for
r € H, and x € G.

Proof. The pairing of A with G/H given above induces a homomorphism

m : A — G/H. This homomorphism is clearly injective, and if we have
a continuous character xy on G/H, then we may view this as a continuous
character on G which annihilates H, thus 7 is also surjective. The quotient
map from G to G/H is a continuous open map, and hence if K C G/H is
compact there then exists a compact subset C' C G such that K = CH. It
then follows that if x; € A such that x; — 1 uniformly on C, then we have
that m(x;) — 1 uniformly in K. Since K was an arbitrary compact subset it
then follows that 7 is a continuous map. It is even easier to see that 7! is
also continuous, hence 7 is a homeomorphism. [ |

If G and H are locally compact abelian groups and 7 : G — H is a
continuous homomorphism, then we obtain a continuous homomorphism 7 :
H — G given by (z,7(x)) = (x(z), x), for z € G, and y € H. We leave it to
the reader to check that 7 is injective if and only if 7 is surjective (and vice
versa by duality). We also have m; 6 my = 73 o 7. In particular, we obtain

~

an anti-isomorphism of automorphism groups Aut(G) and Aut(G). As an
example, consider R* 2 R™ with pairing (r,€) = €™t Then, we have
that Aut(R"™) can be identified with GL,(R) acting on R" by left matrix
multiplication. If A € GL,(R), then the dual automorphism is given by
(z, AE) = (Ax,€), for x, € € R", i.e., A is nothing but left multiplication by

the transpose A’.

5.6.2 Restricted products

Let {G,}icr be a family of locally compact groups, S C [ a subset such
that 7\ S is finite, and for each i € S, let K; < G; be an open compact
subgroup of Gj;, then the restricted product of {G,};c; with respect to
{K;}ics is the subgroup H;el G of [[,c; Gi consisting of all elements (z;)ier
such that x; € K; for all but finitely many ¢ € S. We define a topology
on [[;.; G: by defining a basis of open sets to be those of the form [[,_; 4;
such that A; C G; is open for ¢ € I, and A; = K; for all but finitely many
1 € 5. It’s then not hard to see that H;e ; G is a locally compact group and
(HieI\S G;) % ([],eq Ki) is an open subgroup.
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Suppose now that G; is abelian for each ¢ € I, and let A; denote the
annihilator of K; for each ¢ € S. As Kj is compact for ¢ € S, we have that
K; = G;/A; is discrete and hence A; is open for i € S. Similarly, since K; is
open for ¢ € 5, it also follows that A; is compact for i € S. Thus, we may
consider the restricted product H;e ; G; with reAspect to {A;}ies-

If (x;)ier € H;el G;, and (x;)ier € H;E[ G;, then as A; is the annihi-
lator of Kj it then follows that (v, x;) = 1 for all but finitely many i € I.
Thus, we obtain a pairing of H;el G; and H;el G; given by ((x;)ier, (Xi)ie{> =
[Tic; (i, xi). This paring then gives an isomorphism ([T}, G;J = [T;c; Gi-

Exercise 5.6.19. Suppose G is a locally compact abelian group, K < G is
a compact open subgroup, and A < G is the annihilator of K. If X is the
Haar measure on G which satisfies A(K') = 1, then show that the dual Haar
measrue \ satisfies A(A) = 1.

5.6.3 Stone’s theorem

Just as Bochner’s theorem associates functions of positive type on G to mea-
sures on (G, we may associate representations of GG to spectral measures on

G.

Theorem 5.6.20. Let G be a locally compact abelian group, and w : G —
U(H) a continuous unitary representation. Then there exists a unique spec-
tral measure E on G relative to H such that for all f € L'G we have
7(f) = [ fdE. Moreover, we also have 7(p) = [ i dE for all p € M(G).

Proof. Suppose 7 : G — U(H) is a continuous unitary representation. Then
this representation is associated to a non-degenerate x-representation 7 :
C*G — B(H). The Fourier transform extends to an isomorphism F : C*G —
CoG and so we obtain a non-degenerate representation moF =1 : CoG — B (H)
By the spectral theorem there then exists a unique spectral measure £ on

~

o(G) such that for ¢ € Cy(G) we have 7o F1(¢p) = [¢ dE. In particular,
for f € L'G' we have 7(f) = [ fdE. Since L'G is dense in C*G' this shows
that £ must also be unique.

If f; € L'G, such that f; — p € M(G) weak*, then its not hard to check
that [ fidE — [/1dE in the weak operator topology. Thus, we also have
() = [ fdE for all p € M(G). [ |
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The previous theorem gives us an alternative proof of Stone’s Theorem
which avoids some of the technicalities which arise in dealing with unbounded
operators.

Corollary 5.6.21 (Stone). There is a bijective correspondence between self-
adjoint operators A € C(H) and continuous unitary representations U : R —
U(H) given by U, = exp(itA).

Proof. If A € C(H) is self-adjoint then from the spectral theorem we have
that t — exp(itA) defines a continuous unitary representation. Moreover, if
B € C(H) is also self-adjoint such that exp(itA) = exp(itB) for all t € R,
then differentiating with respect to ¢ and evaluating at 0 gives A = B.
Conversely, if U : R — U(H) is a continuous unitary representation,
then by the previous theorem there exists a spectral measure £ on R~R
such that U(u) = [AdE for all p € M(R). If we let A = [sdE(s)
then A is self—achomt operator in C(H), and for all u € M(R) we have
a(A) = f,&dE U(p). If we take p = d;, the Dirac measure at ¢, then we
have €4 = U, for all t € R. [

5.7 The Peter-Weyl Theorem

Recall that if G is a locally compact group and 7 : G — U(H), p : G — U(K)
are representations, then we may naturally identify the Hilbert space H®IC
with the space of Hilbert-Schmidt operators from K to H as in Section 3.2.
Under this identification we have that the representation m ® 7 acts on

HS(K,H) as (7 @ p)(2)= = m(x)=p(z ).

Lemma 5.7.1. Let G be a compact group with Haar measure A normalized
so that \(G) = 1. Let m: G — U(H) be a continuous unitary representation.
Then [ m(x)dx is the orthogonal projection onto the space of G-invariant
vectors HE .

Proof. Set P = [nw(z)dx. If y € G, then n(y)P = [ 7w(yx)dx = P. Hence,
we see that the range of P is contained in HG. This also shows that P? =
() ( f (z)dz) dy = P. Since, G is compact, it is unimodular, hence
P* = [w(z7')dz = P. Thus, P is a projection onto a closed subspace of
HE If ¢ € ’HG then P¢ = [nw(x)¢dax = &, hence P is the projection onto
HE. |
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Corollary 5.7.2. Let G be a compact group withHaar measure X normal-
ized so that \(G) = 1. Suppose m : G — U(H) and p : G — U(K)
are finite dimensional irreducible representations, such that @ % p. Then,
f(7r ® p)(x)dz = 0, and for each = € HS(H) we have [n(x)=m(z™)dx =

dlm( ) Tl"( )

Proof. From the previous lemma we have that [(7®p)(z) dx is the projection
onto (HRK)¢ = (HS(K, H))“. If = 2 p then by Schur’s lemma this space is
trivial and hence [(7 ® p)(z)dz = 0.

For the case when m = p then we again have by Schur’s lemma that
J (m®7)(x) dz is the projection onto - e )1/2[ € HS(H). Thus, if = € HS(H)

we have

/ R(@)Er(e ) dr = g (5T = G HE)

Proposition 5.7.3. Let GG be a compact group, then every continuous unitary
representation decomposes as a direct sum of finite dimensional irreducible
representations.

Proof. Let m : G — U(H) be a continuous representation and let {Ha }aer
be a maximal family of pairwise orthogonal finite dimensional irreducible
subrepresentations. We set K = H © (BaesHa). Then K is invariant under
the action of G and K has no finite dimensional irreducible subrepresentation.

By a dimension argument we see that any finite dimensional representa-
tion of GG has non-trivial irreducible subrepresentations and hence it follows
that /C has no finite dimensional subrepresentation other than {0}. Thus,
B(K) has no finite rank intertwiner, and hence by the spectral theorem B(K)
has no Hilbert-Schmidt intertwiner, i.e., 7|x ® 7| has no invariant vectors.

If we set P = [7|c(z) ® T|g(z)de, then by Lemma 5.7.1, P is the
projection onto the space of invariant vectors in K®IC, and so P = 0. If
¢ € K we then have

0= ([ ea)s et at) do
- [1rt@)e. P da.

hence £ = 0. Therefore K = {0} and H = GaecrHa- [ ]
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Let G be a locally compact group and 7 : G — U(H) a representation.
We denote by &, C B(G) the set of all conjugate matrix coefficients of
the representation 7 @ id on H®H. le., &, is the set of functions z
Tr(m(z~1)A), for A € L'(B(H)). Note that &, is a linear subspace of B(G).

If GG is a locally compact group we let G be the set of equivalence classes
of irreducible representations. Note that when G is abelian then irreducible
representations correspond to unitary characters and hence this notation
should not cause any confusion.

If G is a compact group, and [7] € G, then &, C B(G) C L*G, and
HS(H) = L'(B(H)) since H is finite dimensional by Proposition 5.7.3. We
may therefore define the map F* : HS(H) — L?G by

Fi(E)(x) = dim(H)*Tr(r(a™1)E).
Proposition 5.7.4. Let G be a compact group, and [m], [ms] € G, [1] # 1),
then &, and &, are orthogonal subspaces of L*G.

Proof. Since &, is spanned by functions of the type = +— (&, m;(z)n;), for
&, mi € H, it is enough to show that these functions are orthogonal for ¢ = 1, 2.
From Corollary 5.7.2 we have

[t m@m) T mtwm) o - <51 0, ( [meme) dx) (m ®@> o

If G is a locally compact group and 7 : G — U(H) is a continuous
representation, then we denote by 7 © 7 : G x G — U(HS(H)) the rep-
resentation given by (7 ® 7)(z,y)= = m(x)=n(y~!). We also denote by
A-p: G x G — U(L*G) the representation given by (A - p)(z,y) = Az)p(y).

Theorem 5.7.5 (Peter-Weyl). Let G be a compact group with Haar measure
A normalized so that \(G) = 1, then LG = &__sEx, and for each [r] € G
the map Fr: : HS(H) — & is a unitary intertwiner between the G x G
representations T O, and \ - p.

Proof. From Proposition 5.7.3 we have that B(G) is spanned by the matrix
coefficients of irreducible representations, thus ) _~&x is dense in B(G)
which is then dense in L?G. By Proposition 5.7.4 we then have that L*G =
®Weégﬂ'



146CHAPTER 5. BASIC CONCEPTS IN ABSTRACT HARMONIC ANALYSIS

Suppose 7w € G. For = € HS(H), and z,y, z € G, we have

Thus, F is an intertwiner. Since F is clearly surjective it remains to show
(Fr2y, Figs) = (21,Z9), for all =1,25 € HS(H). For this it suffices to
consider the case when =; = &; ®7; is a rank one operator for : = 1,2. Using
Corollary 5.7.2 we then have

(Fr (&1 @m), Fr (& @ 7)) = dim(H) /(W(fl)&, m)(m(z=1)&, 1) A

= dim(H) <(/(7r ® 7)(x) dx) (&G ®&),m %>

= (&1, &) (M, m2)
= (6 0N,L®n.) [ |

5.8 The Stone-von Neumann theorem

Fix n > 0, and consider the Heisenberg group

1
0

a
n

H, = {M(a,b,c) = <

OO+

§> |at,b,€Rn,c€R}.

It’s easy to check that we have Z(H,) = {M(0,0,¢) | ¢ € R} = R, and
H,/Z(H,) = R>",

For each h € R\ {0}, the Schrédinger representation U, : H, —
U(L*(R™)) is given by

(6 (35 1)) = e e

It is easy to see that for each h € R\ {0}, U}, defines a continuous unitary
representation. If we restrict Uy, to the center, then this gives a character,
and these characters are pairwise distinct for h € R\ {0}, thus we see that
the representations {U}}; are pairwise inequivalent.



5.8. THE STONE-VON NEUMANN THEOREM 147

We also have that Uy, is irreducible, for each h € R\ {0}. To see this,
notice that considering the matrices M (0,b,0), we have that the von Neu-
mann algebra generated by Uy (H,,) contains L>°(R™) C B(L?*(R™)) which is a
maximal abelian subalgebra. Thus, any bounded operator which commutes
with Uy (H,) must be in L>*(R"). However, if f € L*(R"), a € R", and u =
Un(M(a,0,0)), then as an operators in B(L*(R")), we (ufu*)(x) = f(z—ha).
If f were invariant under the representation Uy, then for every a € R" we
would have f(z) = f(z — ha) for almost every x € R™, this is not possible
unless [ is essentially constant and hence we see that U,(H,)" = C, showing
that U, is irreducible.

If F,G € L'R* we define the twisted convolution FiG by

(F1G)(a,b) = // Fla—z,b—1y)G(x,y)e ™2V dzdy.

We also define
Fi(a,b) = F{-a, ~Bje ",

and for z,y € R™ we define
(LoytF)(a,b) = e F(a — 2,b — y);

(FiLsy)(a,b) = ™IV E(a — 2,6 —y).

If F € L'R*, and 7 : H, — U(H) is a unitary representation, then we
define 7(F) to be the operator n(F) = [[ F(x,y)n(M(x,y,0))dzdy.

Lemma 5.8.1. If 7 : H, — U(H) is a continuous representation such that
7(M(0,0,¢c)) = e~ 2™ then for all F,G € L'R*, and x,y € R™ we have
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Proof. For (i) we have
&)= [[[[ Fla.)Goyymito. b0 (2. 9,0)) dacbazdy

= / / / / F(a,b)G(z,y)e ™ Yr(M(a+ 2,0+ y,0)) dadbdzdy
= / / / / F(a—z,b—14)G(x,y)e ™D VYr(M(a,b,0)) dadbdzdy

_ / / (F4G)(a, b)m(M(a, b, 0)) dadb = r(FiG);

For (i) we have

~ [ T, y.0)) dody

N // F(z,y)e @V n(M(—x, —y,0)) dzdy
- / / F(—x, —g)e @V n(M(x,y,0)) dady = (F):

For (iii) (and similarly for (iv)) we have

m(z,y,0 // a,b)e ™ (M(a + x,b+ 1, 0)) dadb
= / / Fla—z,b—y)e 2@ C=Dr(M(a,b,0)) dadb = (L, ,4F).
]

If F € L'R?" we denote by V(F) the function
V(F)(a,b) = /e%wa(x —a,r)d.

Then V is a composition of the measure preserving change of variables
(a,x) — (z — a,x), and the inverse Fourier transform with respect to the
second variable. Since both these transformations are unitaries on L?R?*" it
follows that V' has a unique extension to a unitary operator (which we again
denote by V') on L?R?".
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If f,g € L*R™, then we set V;, = V(f®g) € L*R*", where f®g € L*R*"
is given by (f ® g)(z,y) = f(z)g(y), for z,y € R, ie.,

Vigla,b) = /e%im'bf(m —a)g(z)dr = (Uy(M(a,b,0))f,q).

for almost every a,b € R". Since, V is a unitary we have (V, 4, V}, 0) =
<f17f2><91792>7 for f17f2791792 € LZR”

Lemma 5.8.2. If 7 : H, — U(H) is a continuous representation such that
7(M(0,0,¢)) = e 2™ and if F € L'R®*, such that F is not almost every-
where 0, then w(F) # 0.

Proof. If F € L'R*" such that m(F) = 0, then from Lemma 5.8.1, for all
a,b € R" and &,n € H we have

0= (m(M(z,y,0))m(F)m(M(=z, —y,0))§,m)
= (T(Layi(FiL—z—y))E, M)

— 627rim-y / 6727ri(x-b+a-y)F<a/’ b) <7T<M(CL, b7 0))57 77) dadb.

From the Fourier inversion theorem we then have that for all £, € H and
almost every z,y € R", F(z,y){m(M(x,y,0))¢,n) = 0. From this it follows
easily that F'(z,y) = 0 almost everywhere. [

Lemma 5.8.3. Fiz ¢(z) = e "1#I°/2 and set

B(a.8) = Vol D) = [ €6(s — a)o(e) da,
then we have:
(i) ®(a,b) = e~llal?/4gimabo—mlbll* ¢ [1R2n .
(i1) ®F = P.
(iii) PP = P;

(iv) @H(Lx,th’)(@a b) = <U1(M(aa b, 0))¢, ¢>CI)(a, b);
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Proof. For (i) we have
®(a,b) = / e~ 2mizbo=mlz—al*/2—mle|*/2 g,
_ erllal?/4 / 2wt e+ £

— 2 ia- _omirb — 2
—e w|lal| /467rzab/6 27rz:cb6 ||zl dx

_ 2 i 2
e w||al| /4ez7ra be x||b]| )

Where the last equality follows as in the proof of Proposition 5.6.14.
Note that if f,g € L?R", then we have

(U(®)f,g) = / B(a, (U1 (a, 1), g) dadb

= / Vi.o(a,b)V;5(a, b) dadb
= (f,9)(9,9) = (f, 0)(0,9)-

Thus, U;(®) is the rank one projection onto ¢ € L*R™. From Lemma 5.8.1 we
therefore have that U, (®%) = U (®)* = Uy (D), U (P4d) = Uy (D)% = Uy (D),
and if z,y € R", then

Ur(D4( Ly ti®)) = Ur(®)Us(, y, 0)Us (®)
— (U(2,,0)6, ) U3 (D).

From Lemma 5.8.2 we have that U;(F) = 0 only if F' = 0 almost every-
where, and hence (i), (7i7), and (iv) follow directly. |

Theorem 5.8.4 (Stone-von Neumann). If # : H, — U(H) is a unitary
representation such that w(M(0,0,c)) = €™ for some h € R\ {0} then
H = ®&H, where H, are pairwise orthogonal tnvariant subspaces such that
|y, is unitarily conjugate to the Schridinger representation Uy, for each c.
In particular, if w is an irreducible representation of H, on L*(R"), then m
is unitarily conjugate to Uy, for some h € R\ {0}.

Proof. We'll consider only the case when h = 1, the other cases will follow
similarly. Suppose 7 : H, — U(H) is a continuous unitary representation,
such that w(M(0,0,c)) = e*™, for each ¢ € R.
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Fix ¢(z) = e ™I#I°/2 and let ®(a,b) = V,4(a,b) € L'R®** be as in
Lemma 5.8.3. If we set P = m(®), then by Lemmas 5.8.1 and 5.8.3 we
have that P is a projection. Moreover, by Lemma 5.8.2 we have P # (.

If x,y € R, then from Lemma 5.8.3 we have

P?T(M(;C,y,O))P = <U1(M(.T,y,0))¢’(b>P7

for all z,y € R™.

Let {&,}aer be an orthonormal basis for PH, and for each a € I, let
H, C H denote the cyclic subrepresentation generated by &,. If o, € I,
then for all z,y, 2 € R™ we have

(m(M(2,y,2))6a; Ep) = ™ (Pr(M (x,y,0)) Pa, )
= ¥ (UL (M (,y,0)) 0, ¢) (€ Ea)
= ba,8(U1(M(2,y,2))0, ).

Thus, we see that if o # 3 then H, and Hz are orthogonal, while for o =
we see that the the function of positive type given by &, agrees with that
given by ¢. By the uniqueness of the GNS-representation there then exists
a unitary intertwiner U : L?R™ — H,, such that U¢ = &,. |

A locally compact group G is type I if every continuous representation
of G which generates a factor, generates a type I factor. Clearly, abelian
groups are type L. It also follows from the Peter-Weyl theorem that compact
groups are type L.

Corollary 5.8.5. The Heisenberg group H, is type 1.

Proof. Fix 7 : H, — U(H), a continuous unitary representation such that
m(H,)" is a factor. Then n(Z(H,)) C Z(n(H,)") = C, and hence there
exists h € H such that 7(0,0,c) = e*€ for all ¢ € R. If h = 0, then 7
factors through H, /Z(H,) and hence 7(H,)"” = C.

Otherwise, by the Stone-von Neumann theorem, H = &H,, where H, are
pairwise orthogonal invariant subspaces such that 7|, is unitarily conjugate
to the Schrodinger representation Uy, for each a. Equivalently, there exists

a non-empty set A such that 7 is unitarily equivalent to the representation
U, ®id on L*(R™)®&(*A. Hence, n(H,)" = U,(H,)" = B(L*(R")). [

Corollary 5.8.6. If 7 : H, — U(H) is a continuous irreducible representa-
tion, then either
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o dim(H) = oo in which case w is conjugate to Uy, for some h € R\ {0},
or

e dim(H) = 1 in which case there exists (xo, \) € R*" such that 7(a, b, c) =
2wt AN - for gll a,b € R”, ¢ € R.

If G is a locally compact group, then a covariant pair of representa-
tions of G and CyGG on a Hilbert space H consists of a a continuous uni-
tary representation m : G — U(H), and a non-degenerate x-representation
a : CoG — B(H) such that for all f € CyG, and = € G we have a(L,(f)) =
7(z)a(f)m(z~!). The standard representation for the pair G and CyG is
the pair (A, M), where A : G — U(L*G) is the left-regular representation and
M : CoG — B(L*G) is the representation given by pointwise multiplication.

If G is abelian then the by Theorem 5.6.20, there exists a continuous
representation p : G — U(H) such that p(f) = a(f) for all f € L'G. The
covariance condition then gives 7(z)p(x)7(z™) = (z, x)p(x), for all z € G,
X € G. In the case when G = R", then G is self-dual with the pairing
given by (x,£) = e¥™@¢  Thus, we see that a pair of representations 7 and
p above correspond uniquely to a representation 7 : H,, — U(H) given by
7(M(z,y,2)) = e¥™Zp(y)m(x). We thus have the following alternate version
of the Stone-von Neumann theorem.

Theorem 5.8.7 (Alternate form of the Stone-von Neumann theorem). Any
covariant pair of representations of R™ and CoR™ on a Hilbert space H is a
multiple of the standard representation on L?R™.



Chapter 6

Group representations and
approximation properties

6.1 Ergodicity and weak mixing

Let G be a locally compact group and 7 : G — U(H) a continuous unitary
representation. A vector ¢ € H is an invariant vector if 7, = £ for all
x € (. If the representation has no non-zero invariant vectors then it is
ergodic.

Proposition 6.1.1. Let G be a group, and w : G — U(H) a unitary represen-
tation. If there exists ¢ € H and ¢ > 0 such that Re({m,&,&)) > c||€]|? for all
r € G, then T contains an invariant vector & such that Re({&, &)) > c||€]|?.

Proof. Let K be the closed convex hull of the orbit 7(G)¢. Then K is G-
invariant and Re((n,£)) > c[|¢||? for every n € K. Let & € K be the unique
element of minimal norm, then since G acts isometrically we have that for
each r € G, m,& is the unique element of minimal norm for 7, K = K, and
hence m,&y = & for each z € G. Since § € K we have that Re({&,¢&)) >
clel =

Corollary 6.1.2. Let G be a group, and w : G — U(H) a unitary represen-
tation. If there exists € € H and ¢ < \/2 such that |m,.& — &|| < ¢||€]| for all
x € G, then 7 contains a non-zero invariant vector.

Proof. For each z € G we have
2Re((m,€, €)) = 2[I¢l1* — lImag — &I = (2 = ) IEN™.

153
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Hence, we may apply Proposition 6.1.1. [ |

6.1.1 Mixing representations

Let G be a locally compact group, a continuous unitary representation 7 :
G — U(H) is weak mixing if for each finite set F C H, and € > 0 there
exists x € I' such that

[(mag, )] <,

for all £ € F.
The representation 7 is (strong) mixing if G is not compact, and for

each £ € H, we have
lim [{m,€, )| = 0.

Note that mixing implies weak mixing, which in turn implies ergodicity.
It is also easy to see that if 7 : G — U(H) is mixing (resp. weak mixing)
then so is #9°°, and if 7 is mixing then so is 7 ® p for any representation p.

Lemma 6.1.3. Let G be a locally compact group, a continuous unitary rep-
resentation ™ : G — U(H) is weak mizing if and only if for each finite set
F CH, and £ > 0 there exists x € G such that

(=€, m)| <e,

forall &,m e F.
The representation w is mizing if G is not compact and for each £,m € H,
we have

lim [(&,m)| = 0.

T—00

Proof. This follows from the polarization identity:

> k(€ + i), (€ + i) u

k=0

| =

(malsm) =
Theorem 6.1.4 (Dye). Let G be a locally compact group, and w : G — U(H)
a continuous unitary representation. The following are equivalent:
(i) m is weak mizing.

(i) m T is ergodic.
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(#ii) T®p is ergodic for all continuous unitary representation p : G — U(K).
(iv) 7 does not contain a finite dimensional sub-representation.

Proof. For (i) = (iv), if 7 is weak mixing then for £ C H any non-trivial
finite dimensional subspace with orthonormal basis F C H, there exists
x € G such that [(m,£,n)| < 1/4/dim(L), for all £, n € F. Hence, if £ € F

then
LI mOI” = (malm)? < 1= [|¢]?

neF

showing that £ is not an invariant subspace.

To show (iv) = (iii) suppose p : G — U(K) is a continuous unitary
representation such that m ® p not ergodic. Identifying H®K with the space
of Hilbert-Schmidt operators HS(K,H) we then have that there exists T' €
HS(K,H), non-zero, such that 7, 7p,-1 = T, for all z € G. Then TT* €
B(H,H) is positive, non-zero, compact, and 7, TT*m,-1 = TT*, for all z € G.
By taking the range of a non-trivial spectral projection of TT™ we then obtain
a finite dimensional invariant subspace of .

(iii) == (ii) is obvious. To show (ii) == (i) suppose 7 ® 7 is ergodic.
If 7 C H is finite, and € > 0, then setting { = deff ® € it then follows
from Proposition 6.1.1 that there exists x € G such that

S me P = 3 () (7€ ) = Re(((r87)(2)C, C)) < €

Ener Ener
Thus, 7 is weak mixing. [

Corollary 6.1.5. Let G be a locally compact group and let m : G — U(H)
be a continuous unitary representation. Then m is weak mizing if and only if
T QT is weak mizing, if and only if T®p is weak mizing for all continuous
unitary representations p.

Corollary 6.1.6. Let G be a locally compact group and let 7 : G — U(H) be
a weak mizing continuous unitary representation. If H < G is a finite index
closed subgroup then my is also weak mizing.

Proof. Let D C G be a set of coset representatives for H. If m g is not weak
mixing, then by Theorem 6.1.4 there is a finite dimensional subspace £L C ‘H
which is H-invariant. We then have that ) _,7,£ C H is finite dimensional
and G-invariant. Hence, again by Theorem 6.1.4, 7 is not weak mixing. W
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6.2 Almost invariant vectors

Let G be a locally compact group. A continuous representation = : G —
U(H) contains almost invariant vectors if for each compact subset K C G,
and € > 0, there exists £ € H, such that

I — €1l < e, for all k € K.

If © € Prob(G), then for a continuous representation 7 : G — U(H) the
p-gradient operator V,, : H — L*(G, u; H) is given by

(Vi) (@) = € = mat.

Note that we have |V, || < v/2. The u-divergence operator div,, : L*(G, u; H) —
‘H is given by

v () = [ (n(2) = 7)) )

If £ € H, and n € L*(G, u; H) then we have

(V,6,1) = / (€ — mat () du(z)

- / (€,1(x) — mpan(e)) da(e)
= <£7 diV;ﬂ?%

hence div, = Vj. The y-Laplacian is defined to be A, = div,V,,, which
we can compute directly as

By = [ = 7o) due) = (2= 7(s) = 7(u))

Note that if 4 is symmetric, i.e., u* = p, then we have A, = 2(1 — 7 (u)).

Proposition 6.2.1 (Kesten). Let G be a locally compact group and w: G —
U(H) a continuous unitary representation. Then the following conditions are
equivalent:

(i) m contains almost invariant vectors;

(7) For every p € Prob(G) we have 0 € o(A,);
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(#9) For every p € Prob(G) we have ||n(p)|| = 1.

Moreover, if G is second countable then above conditions are also equiv-
alent to

(i) There exists i € Prob(G) which is absolutely continuous with respect to
Haar measure, such that e € supp(u), (supp(p)) = G, and ||7(p)|| = 1.

(iv) There exists u € Prob(G) which is absolutely continuous with respect
to Haar measure, such that supp(u) = G, and ||7(p)]| = 1.

Proof. For (i) = (ii), suppose that m has almost invariant vectors. If
i € Prob(G) and € > 0 then let K C G be a compact subset such that
u(K) > 1—¢€. Since 7 contains almost invariant vectors there exists £ € H
such that ||£]| = 1, and [|§ — €| < € for all k € K. We then have

IVl = [ e = mélP dnlh) < 26+ (1 - o)

As € > 0 was arbitrary this shows that 0 € o(A,,).

(i) == (iii). By considering the spectral radius we see that 0 € o(A,,)
if and only if ||7(p + p*)|| = 2. In this case, the triangle inequality gives
()l = 1.

We next show (iii) = (i). For this fix K C G compact, and take f C
L'G, such that [ f(z)dz =1, and KU{e} C supp(f). Then ||7(f)| =1 and
hence ||7(f** f)|| = 1. Moreover, we have K C supp(f** f), and so replacing
f with f* % f we will also assume that = (f) is a positive operator. Since
|7(f)|l =1and 7(f) > 0, we have 1 € o(mw(f)) andso 0 € o(1—n(f)). Hence,
there exists a sequence {&;} C H such that ||§] =1, and [|§ — 7n(f)&] — 0.

Since we have

wumfaz/ﬂww@@mm

and since [(m(2)&;, &) < 1 we then have the functions ¢;(z) = (7w(x)&;, &)
converge to 1 in measure on supp(f).

If @;(x) = (w(x)w(f)&, m(f)&), then we have ||@; — pil]lo — 0, and hence
@i — 1 in measure on supp(f).

Next observe that the sequence {@;} is equicontinuous since for all z € G
we have ||m(z)m(f)& — n(f)&]| < ||[0. * f — f||1 and the action of G on

L'G is continuous. Since ¢; converges to 1 in measure, and since it is an
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equicontinuous family it then follows that ¢; converges to 1 uniformly on
K C supp(f). Thus we have

2 2 -
max |7 (f)& — w(k)r(f)&G|" = max2([7(£)&|" — Regi(k)). — 0
Since K was an arbitrary compact subset this shows (ili) = (i).

For (i) = (ii) just note that if f € L'G, such that fdx satisfies the
hypotheses in (i), then we may take a sequence {a, },en such that 0 < a,, < 1,
and ) yan, =1, and if we set g = > a,(f*f)", then just as in the first
part of (iii) = (i) above we see that g satisfies the hypotheses in (ii).

Note that in the proof of (iii) = (i) the dependence of f on K was
only to ensure that K C supp(f*f). Hence if supp(f*f) = G then the above
argument shows that 7(f*f)&; is a sequence of almost invariant vectors. This
shows (ii) = (i) for the case when G is second countable. |

Corollary 6.2.2. Let G be a locally compact group, and 7 : G — U(H) a
continuous unitary representation. Then w contains almost invariant vectors
if and only if ™™ contains almost invariant vector, where n > 1 is any
cardinal number.

Proof. If p € Prob(G) then ||7(u)| = ||7#%™(u)|| and hence the corollary
follows from Proposition 6.2.1 (iii). [

6.3 Amenability

A (left) invariant mean m on a locally compact group G is a finitely ad-
ditive Borel probability measure on G, which is absolutely continuous with
respect to Haar measure, and which is invariant under the action of left mul-
tiplication, i.e., m : Borel(G) — [0, 1] such that m(G) = 1, m(E) = 0 if
A(E) = 0, where A is the Haar measure on G, and if Ay, ..., A, € Borel(G)
are disjoint then m(Uj_;A4,) = > 7 m(A,), and if A € Borel(G), then
m(zA) = m(A) for all x € G. If G possesses an invariant mean then G is
amenable. We can similarly define right invariant means, and in fact if m is
a left invariant mean then m*(A) = m(A™') defines a right invariant mean.
Amenable groups were first introduced by von Neumann in his investigations
of the Banach-Tarski paradox.

Given a right invariant mean m on G it is possible to define an integral
over (G just as in the case if m were a countably additive measure. We
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therefore obtain a state ¢,,, € (L°G)* by the formula ¢,,(f) = [ fdm, and
this state is left invariant, i.e., ¢ (Lo(f)) = om(f) for all x € G, f € L>G.
Conversely, if ¢ € (L*®G)* is a left invariant state, then restricting ¢ to
characteristic functions defines a right invariant mean.

Example 6.3.1. Let [, be the free group on two generators a, and b. Let
AT be the set of all elements in Fy whose leftmost entry in reduced form is a,
let A~ be the set of all elements in [F5 whose leftmost entry in reduced form is
a~', let BT, and B~ be defined analogously, and consider C' = {e, b, b?, .. .}.
Then we have that

Fo=ATUA U(BT\C)u (B UQ)
= AT UaA”
=bY(B"\O)U (B UCQ).
If m were a left-invariant mean on Fy then we would have
m(Fy) = m(A*) + m(A7)+m(BT\ C)+m(B~ UC)
=m(AY) + m(aA™) +m((b(BT\ O)) +m(B~UC)
=m(ATUaA") +m(b (BT \ O)LU (B~ UCQC)) = 2m(Fy).
Hence, 5 is non-amenable.

An approximately invariant mean on G is a net f; € L'(G), such
that [ f; =1, and || L,(f;) — filli = 0, uniformly on compact subsets of G.

A Fglner net is a net of non-null finite measure Borel subsets F; C G
such that A(F;AxF;)/A(F;) — 0, uniformly on compact subsets of G. Note
that we do not require that I' = U, F};, nor do we require that F; are increasing,
however, if G is not compact then it is easy to see that any Fglner net {F;},
must satisfy \(F;) — oo.

Theorem 6.3.2. Let G be a locally compact group, then the following con-
ditions are equivalent.

(i) G is amenable.
(i) CvoG admits a left invariant state.

(1)) CI(G) admits a left invariant state.
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) LG has an L'G-invariant state.

) G has an approximate invariant mean.
(vi) G has a Folner net.

)

The left regular representation X : G — U(L*G) has almost invariant
vectors.

(viii) For any p € Prob(G) we have 0 € o(A(A,)).
(iz) Any p € Prob(G) satisfies || A(p)]| = 1.

() The representation \ : G — U(L*G) has almost invariant vectors when
G is viewed as a discrete group.

(zi) There exists a state ¢ € (B(L*G))* such that p(\(z)T) = o(T\(z)) for
allz € G, T € B(L*G).

(zii) The (discontinuous) action of G on its Stone-Cech compactification SG
which 1s induced by left-multiplication admits an invariant Radon prob-
ability measure.

(ziii) Any continuous action GK on a compact metric space K admits an
invariant Radon probability measure.

Proof. First note that (i) = (ii), and (ii) = (iii) are obvious.

To see (iii) == (iv) suppose m is a left invariant state on C{*(G). Note
that since G acts continuously on CI*(G) it follows that for all f € L'G, and
g € C{*(G) we have that the integral f* g = [ f(y)d, * gd\(y) converges in
norm. Hence we have m(f * g) = m(g), for all f € LY(G)14+ = {f € L'G |
f20.[f=1}and g € CH(G).

Fix fo € L'(G);4 and define a state on LG by m(g) = m(fy * g)
(recall that L'G* L*G C CI(G)). If { fu}nen C L*(G)1 4 is an approximate
identity then m(fy x g) = lim, oo m(fo * fr *x g) = lim, oo m(f,, * g), and
thus 7 is independent of fo. Thus, for f € L'(G); 4 and g € L®G we have
m(f*g) =m(fox fxg)=nm(g).

We show (iv) = (v) using the method of Day: Since L*G = (L'G)*,
the unit ball in L'G is weak*-dense in the unit ball of (L*G)* = (L'G)**. Tt
follows that L'(G); 4 is weak*-dense in the state space of L*G.
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Let S C L'G y, be finite and let K C [[;.4 L'G be the weak-closure of
theset {S>g+— (g*xf—f)| f€ L' (G)14}. Since G has an L'G-invariant
state on LG, and since L'(G); ; is weak*-dense in the state space of L>°G,
we have that 0 € K. However, K is convex and so by the Hahn-Banach
separation theorem the weak-closure coincides with the norm closure. Thus,
there exists a net {f;} C L'(G);, such that for all g € L'G ; we have

||9 * fi — fz”l — 0.

If S € L'Gy, is compact then the above convergence may be taken
uniformly for ¢ € S. Indeed, if ¢ > 0 then let Sy C S be finite such
that infycs, [[g — goll1 < ¢, for all ¢ € S. Then there exists f; such that
lgo * fi — fill1 < e for all gg € Sp, and we then have ||g * f; — fi||1 < 2¢ for all
geSs.

If K C G is compact and gy € L'G, 1, then since the action of G on L'G
is continuous it follows that {Lx(go) | ¥ € K} C L'Gy; is compact, and
hence we have

lim sup || Lk (go* fi) — (go* fi)|[1 < lgn :UII? | Lk(g0)* fi— fill i+l fi—go* fills = 0.
1 o0 c

Z—)OO keK

We show (v) = (vi) using the method of Namioka: Denote by E, the
characteristic function on the set (r,00). If f € L*(G); 4 then we have

ILa(f f!ll—/lf:cy ()] dA(v)

_ / / B (f(a')) — E(f(y))] drdA(y)
_ / / E,(f(z"'y)) — E.(f()| dA(y) dr

- / VE(La(£)) — Eo(f)] dr

By hypothesis, if e > 0 and K C G is compact with A(K) > 0 then there
exists f € L'(G)1.+ such that ||L.(f) — flli < /MK for all z € K, and

hence for each z € K we have

/ / VB (La()) — Eo(P)lly drdA(z) < e = / VE,(F)]ls dr.
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Hence, if we denote by F, C I' the (finite measure) support of E,.(f), then
for some r > 0 we must have

/ AeFAF,) d\(z) = / VEv (0 f) — Eu(Fll dA@) < el B ()l = A,

Since K and € > 0 were arbitrary, it then follows that there exists a net
of Borel subsets {F;} with A(F;) > 0, such that the positive type functions
wi(z) = ﬁ<)\(9§')1pﬂ lp) = ’\(“;f}m)FZ) converge in measure to 1. By Raikov’s
theorem it then follows that ¢; converge uniformly on compact subsets of G
and (vi) then follows.

For (vi) == (vii) just notice that if F; C I' is a Fglner net, then
Wl r, € L*G is a net of almost invariant vectors.

(vii) <= (viii) <= (ix) follows from Proposition 6.2.1. We also clearly
have (vil) = (x).

For (x) = (xi) let & € L*G be a net of almost invariant vectors for
G as a discrete group. We define states ¢; on B(L?G) by ¢;(T) = (T&;,&;).
By weak* compactness of the state space, we may take a subnet and assume
that this converges in the weak* topology to ¢ € B(L*G)*. We then have

that for all T € B(L*G) and z € G,
[p(A(@)T = TA(x))| = lim {(A(2) T = TA(2))&, &) |

= lim (T, Ma™1)&) — (TA():, &)
< lim [T ([A =78 = &ll + [M@)& = &) = 0.

For (xi) = (i), we consider the usual embedding M : LG — B(L*G)
given by point-wise multiplication. For f € L>*G and z € G we have
Mx)MeAa™) = My, 5. Thus, if ¢ € B(L*G)* is a state which is invariant
under the conjugation by A(x), then restricting this state to LG gives a
state on L°°G which is G-invariant.

(ii) <= (xii), follows from the G-equivariant identification C,G = C(8G),
together with the Riesz representation theorem.

For (xii) == (xiii), suppose G acts continuously on a compact Haus-
dorff space K, and fix a point xy € K. Then the map f(g) = gzo on G
extends uniquely to a continuous map Sf : G — K, moreover since f is
G-equivariant, so is Sf. If p is an invariant Radon probability measure for
the action on SG then we obtain the invariant Radon probability measure

fepp on K.
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For (xiii) == (iii), fix ' C C"G any finite subset. Then since G acts
continuously on Ci*G it follows that the G-invariant unital C*-subalgebra
A C O'G generated by F is separable, and hence o(A) is a compact metriz-
able space and the natural action of G on ¢(A) is continuous. By hypothesis
there then exists a G-invariant probabiliy measure on o (A) which corresponds
to a G-invariant state pr on A. By the Hahn-Banach theorem we may ex-
tend @5 to a (possibly no longer G-invariant) state @z on Cj*G. Considering
the finite subsets of C{*G as a partially ordered set by inclusion we then have
a net of states {¢r} on CJ'G, and we may let ¢, be a cluster point of this
set. It is then easy to see that ¢, is G-invariant. |

The previous theorem is the combined work of many mathematicians, in-
cluding von Neumann, Fglner, Day, Namioka, Hulanicki, Reiter, and Kesten.

Example 6.3.3. Any compact group is amenable, and from part (vi) of The-
orem 6.3.2 we see that any group which is locally amenable (each compactly
generated subgroup is amenable) is also amenable. The group Z" is amenable
(consider the Fglner sequence F, = {1,...,k}" for example). From this it
then follows easily that all discrete abelian groups are amenable. Moreover,
from part (xiii) we see that if a locally compact group is amenable as a dis-
crete group then it is also amenable as a locally compact group, thus all
abelian locally compact groups are amenable.

Closed subgroups of amenable groups are also amenable (hence any locally
compact group containing Fy as a closed subgroup is non-amenable). This
follows from the fact that if H < G is a closed subgroup, then there exists
a Borel set ¥ C G such that the map H x ¥ 2 (h,0) — ho € G gives
a Borel bijection. This then gives an H-equivariant homomorphism 6 from
L>*H — L>*G, given by 0(f)(ho) = f(h). Restricting a G-invariant state to
the image of L>°H then gives an H-invariant state on L*°H.

If G is amenable and H < G is a closed subgroup then G/H is again
amenable. Indeed, we may view L>*(G/H) as the space of right H-invariant
functions in L>°G, and hence we may restrict a G-invariant mean to L>*(G/H).

From part (xiii) in Theorem 6.3.2 it follows that if H < G is closed, such
that H and G/H are amenable then G is also amenable. Indeed, if GAVK
is a continuous action on a compact Hausdorff space, then if we consider
Prob(K)H the set of H-invariant probability measures, then Prob(K)¥ is a
non-empty compact set on which G/H acts continuously. Thus there is a
G/ H-invariant probability measure fi € Prob(Prob(K)#) and if we consider
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the barycenter y = [vdf(v), then p is a G invariant probability measure
on K.
It then follows that all solvable groups amenable.

6.4 Lattices

Let G be a locally compact group. A lattice in G is a discrete subgroup
I' < G such that G/T" has a G-invariant probability measure.

6.4.1 An example: SL,(Z) < SL,(R)

Fix n € N, and set G = SL,(R). We also set K = SO(n) < G, A the
abelian subgroup of G consisting of diagonal matrices in G with positive
diagonal coefficients, and N the subgroup of upper triangular matrices in G
with diagonal entries equal to one. We also set I' = SL,(Z). We denote by
{€i}1<i<n, the standard basis vectors for R". For 1 < 4,5 < n, i # j, we
denote by FE;; € I' the elementary matrix which has diagonal entries and the
17th entry equal to 1, and all other entries equal to 0.

Proposition 6.4.1. For every v € Z" \ {0}, there exists v € SL,(Z) such
that yv € Nejy.

Proof. The proposition is trivially true for n = 1. For n = 2, suppose
vy € Z*\ {0}, multiplying by —1I if necessary we may obtain a vector v; with
at least 1 positive entry, multiplying by an appropriate power of Fiy, or Fo;
we obtain a vector vy = (a1, ) with both entries non-negative. We now try
to minimize these entries as follows: If 0 < a; < ay we multiply by ', and
if 0 < ap < oy we multiply by E;,'. Repeating this procedure we eventually
obtain a vector vz with one positive entry and the other entry equal to 0.
Thus, either v3 € Ney, or vz € Ney. In the latter case, multiplying by ( % §)
gives a vector vy € Nejy.

If n > 2 then for each 1 <i < j < n, we may realize SLs(Z) as the sub-
group of SL,(Z) which fixes ey, for k # i, 7. By considering the embeddings
corresponding to (1, 7) as j decreases from n to 2, then for v € Z™ \ {0} we
may inductibely find elements v; € SL,(Z) such that yoy3---v,v € Ne;. R

Theorem 6.4.2 (Iwasawa decomposition for SL,(R)). The product map
K x Ax N — G is a homeomorphism.
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Proof. Fix g € G, and suppose that g has column vectors xq,...,x,. Using
the Gram-Schmidt process we inductively construct unit orthogonal vectors
Ui, .-, Un by setting y; = x; — 21§j<i<gjaxj>@j7 and then g; = y;/||yil|, for
1< <n.

We may then consider the orthogonal transformation & € O(n), such that
ke; = ¥;. It is then easy to check that k~'g is an upper triangular matrix
with diagonal entries equal to ||y;|| > 0. Note that we have k € SO(n), since
det(k1) = det(k1g) = [T, llyll # —1.

If a = diag(||yall, |v2]];- - -, |ynll) then we have g = kan where n € N.
This association is clearly continuous and it is easy to see that it is an inverse
to the product map K x Ax N — (G. Hence, this must be a homeomorphism.

[ |

Given the decomposition above, it is then natural to see how Haar mea-
sures for K, A, and N relate to Haar measures for G.

Theorem 6.4.3. Suppose dk, da, and dn, are Haar measure for K, A, and
N respectively. Then, with respect to the Iwasawa decomposition, a Haar
measure for G is given by dg = 6(a)dk dadn, where 6(a) =[] ., j<, Z—;, for
a = diag(ay,ag, ..., a,) € A.

Proof. From Example 5.2.1, we see that a right Haar measure for B = AN
is given by d(a)dadn. Hence a right Haar measure for K x B is given by
d(a) dkdadn.

We denote by dz a measure on K x B which is obtained from a Haar
measure on G through the homeomorphism K x B 5 (k,b) — kb € G. Since
(G is unimodular it follows that dx is right invariant under the actions of B,
and left invariant under the action of K. Hence 9,dx is a right invariant
measure on K x B, where ¢ : K x B — K X B is given by ¥(k,b) = (k71,b),
and hence must be a scalar multiple of §(a)dkdadn. But K is unimodular,
and hence it follows that dx = ¢,dz is a scalar multiple of §(a) dkdadn. W

For t > 0 we let A; be the subset of A given by diagonal matrices a such
that a; /a1y <t forall 1 <i <n—1. For u > 0 we let N, be the
subset of N consisting of those matrixes (n;;) such that |n;;| < wu, for all
1 <i < j <n. Note that N, is compact. A Segal set in SL,R is a set of
the form >, , = KA N,.

Lemma 6.4.4. We have N = Ny,2(NNT).
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Proof. We will prove this by induction on n. Note that for n € {1,2} this is
easy. If n > 2, and u € N, then we have u = (§ ), where ug € SL,_1(R)
is upper triangular with diagonal entries equal to one. Thus, by induction
there exists 79 € SL,_1(Z) upper triangular with diagonal entries equal to
one, such that the non-diagonal entries in 4y have magnitude at most 1/2.
We may then write u (§ ) = (§ u’p )-

0 7o 0 uovo
If we take y € Z"!, such that y + = has entires with magnitude at most
1/2, thenwehaveu((l),%)(é?j)ENl/g. [ |

Lemma 6.4.5. If g € AN such that ||gei|| < ||gv||, for allv € Z™\ {0}, then
g11/g22 < 2/V/3.

Proof. Suppose g € AN is as above. Note that since N stabilizes ey, if
v € I'N N, then gv again satisfies ||gver]| < |lgyv||, for all v € Z™ \ {0}.
Also, g and gy have the same diagonal entries if v € I' " N. Thus, from the
previous lemma it is enough to consider the case g = an, with a € A, and
n e Nl/g.

In this case we have ge; = ajjeq, and ges = ay1nize1 + ages, with |njs| <
1/2. Hence,

a’%l = Hg‘91H2 < H9€2||2 = a%l‘”H’Z + agQ < a%1/4 + a32-

32 _ 3.2 2 _ 9
Hence, 2911 = 7071 < 55 = G- u

Theorem 6.4.6. Fort > 2//3, and u > 1/2 we have G = Yl

Proof. By Lemma 6.4.4 it is enough to show G = K'A,, NI, which we will
do by induction, with the case n = 1 being trivial.

Assume therefore that n > 1, and this holds for n — 1. We fix g € G.
Since g(Z™ \ {0}) is discrete, there exists vy € Z" \ {0} which achieves the
minimum of {||gv|| | v € Z" \ {0}}. Note that we cannot have vy = awv, for
some v € Z™ \ {0}, and o € Z, unless a« = +1. Hence, by Proposition 6.4.1
there exists 7 € I' such that ye; = vy.

We consider the Iwasawa decomposition gy = kan, and write an =
(6\ A1hy ), where hg € SL,_1(R). By the induction hypothesis there then ex-
ists ko € SO(n—1), and v € SL,_1(7Z) such that ky ' hg7o is upper triangular
and whose positive diagonal entries {a;;}i—1,—1 satisty a;;/ai11,41 <2/ V3,
forl1 <i<n-2.

Thus, if we consider g = (é kgl) k=tgy ([1) 700 ), then we see that g € AN,

and the diagonal entries of § satisfy G;;/Gi+1,i+1 < 2/\/§ forall2 <i<n-1.
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Thus, to finish the proof it suffices to show that we also have gy 1/g22 < 2/ V3.
However, this follows from Lemma 6.4.5 since for all v € Z™ \ {0} we have

gesll =gy (550 ) exll = llgveall = llgwoll
< llgv (64) vll = llgvll. u

Theorem 6.4.7. SL,(Z) is a lattice in SL,(R).

Proof. By the previous theorem it suffices to show that >, , has finite Haar
measure for ¢t = 2/4/3, and v = 1/2. By Theorem 6.4.3 a Haar measure
for G is given by dg = d(a)dkdadn, where §(a) = H1§i<j§ng_; for a =
diag(as, ..., a,). Hence, fzw dg = ([ dk)([,, 0(a) da)(fy, du). Note that
since K and N, are compact, this integral is finite if and only if the integral
[, 9 A a) da is finite.

C0n51der the isomorphism R"*™1 — A given by

(21,22, ..., 2y 1) > Mdiag(e" T72t Fon—1 glatrtina 0 eTnot )

where A" = [} 11 e~ 'We then have an explicit Haar measure for A given
by the push forward of Lebesgue measure on R"'. Moreover the preimage
of A; under this map is given by E = (—o0,log(2/v/3)]""'. Thus, we may
compute directly

log(2/V/3)

/ da — / z+-~~+xj dl’l c. dxn—l — H/ ebm dI,
Ei<i<j<n—t 1o
where b; are positive integers. Hence, [, d(a)da < oo. |

6.5 The Howe-Moore property for SL,(R)

A locally compact group G has the Howe-Moore property if every con-
tinuous representation without invariant vectors is mixing.

Fix n € N, and set G = SL,(R), and K = SO(n) < G, as above. We
let A, denote the set of matrices g € G such that ¢ is a diagonal matrix
whose diagonal entries are positive and non-increasing, and we let A be the
subgroup generated by A,. Note that if ¢ € G, then if we consider the
polar decomposition of g we may write g = koh, where h is positive-definite
and kg € K. Since positive-definite matrices can be diagonalized there then
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exists k; € K so that h = k:;lak'g, forae A,. If we set ky = kokgl, then we
have g = kjaks, with ki, ky € K, and a € A,. Hence, we have established
the Cartan decomposition G = KA, K.

Theorem 6.5.1 (Howe-Moore). SL,(R) has the Howe-Moore property for
n > 2.

Proof. We first consider the case G = SLy(R). Suppose 7 : G — U(H) is a
continuous representation which is not mixing, then we will show that there
exists a non-zero G-invariant vector. Since the representation is not mixing,
there exists a sequence m(g,) such that g, — oo, and 7(g,) does not converge
to 0 in the weak operator topology. By taking a subsequence we may assume
that m(g,) converges weakly to a non-zero operator S € B(H). Using the
Cartan decomposition we may write g, = kpank], where k,, kI, € K, and
a, € A,. Since K is compact we have a,, — 0o, and we may take another
subsequence so that (k) and (k) converge in the strong operator topology
to unitaries v and w respectively. If we set T = v*Sw* # 0 then we have
that 7(a,) converges in the weak operator topology to T.

Write a,, = (Tg r91 ), where 7, — 0o, and consider the subgroup N C G

consisting of upper triangular matrices with entries 1 on the diagonal. Note
that the conjugation action of A = (A,) on N is given by

(6,%) (35 (70 2) = (677°)

1 1

thus, for x € N we have a,'za, — e € G. Hence n(a,'za,) — 1 in
the strong operator topology, and so 7w(za,) = =w(a,)w(a, 'za,) — T in
the weak operator topology. But we also have that w(za,) — 7(z)T in
the weak operator topology, and so we conclude that w(x)T" = T for all
x € N, and hence 7(z)TT* = TT* for all x € N. Note that T7T* # 0 since
|TT*|| = ||T||* # 0. Replacing a,, with a,,! then shows that = (y)T*T = T*T
for all y € N, where N is the transpose of N consisting of lower triangular
matrices with 1’s down the diagonal.

Since T and T™ are both weak limits of unitaries from A, and since A is
abelian, we have TT* = T*T, and since N and N* generate SLy(R) we then
have that w(g)TT* = TT* for all g € SLy(R), thus any non-zero vector in
the range of TT™* gives a non-zero invariant vector for SLy(R), completely
the proof for G = SLy(R).

For the case when G = SL,,(R), with m > 2 we first note that again if 7
is not mixing then there exists a sequence a, € A, such that 7(a,) — T # 0
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in the weak operator topology. Where we again have that the upper left entry
of a, is tending to oo, and that the lower right diagonal entry is tending to
0.

For i # j, let N;; C SL,,(R) denote the subgroup consisting of matrices
with diagonal entries equal to 1, and all other entries zero except possibly the
(7, j)-th entry, then exactly as above we conclude that any non-zero vector in
the range of T'T™ is fixed by the copy of SLs(R) generated by Ny ,, and Ny, 1,
and in particular, is fixed by the subgroup A, ,, consisting of those diagonal
matrices with positive entries which are 1 except for possibly the first or mth
diagonal entries.

We let K denote the set of A; ,,-invariant vectors, then to finish the proof
it is enough to show that I is G-invariant. Indeed, if this is the case then
Ay ,, is contained in the kernel of the representation restricted to K and since
G is simple this must then be the trivial representation.

To see that K is G-invariant note that IV; ; commutes with A, ,, whenever
{i,7}n{1,m} =0, in which case N; ; leaves K invariant. On the other hand,
if {7,757} N{1l,m} # 0 then A, ,, acts on B;; by conjugation, and this action
is isomorphic to the action of A on N described above for SLy(R). Thus,
as above we must have that any vector which is fixed by A, ,, is also fixed
by B;; and in particular we have that B;; leaves K invariant in this case as
well.

Since G is generated by B, ;, for 1 < 4,7 < m this then shows that K is
indeed G-invariant. n

We remark that the proof above also works equally well for SL,,(K)
where K is any non-discrete local field.

6.6 Property (T)

Let G be a locally compact group, and H < GG a closed subgroup. The pair
(G, H) has relative property (T) if every representation of G which has
almost invariant vectors, has a non-zero H-invariant vector. GG has property
(T) if the pair (G, G) has relative property (T).

Suppose that G and A are locally compact groups such that A is abelian.
Suppose « : G — Aut(A) is a continuous homomorphism, and let & : G —

~

Aut(A) denote the dual homomorphism given by &, (x) = xoa,-1, for x € G,
and Y € A. Note that for f € L'H, and z € G we have foaz(y) =
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J 1o au(p)x(y) dy = [ F)a 00w dy = (F252) 0 aul).

Lemma 6.6.1. Let G and A be as above. Suppose {p;}ic; C P1(G x A)
1s a net of positive type functions, and let v; € Prob(fl) denote the net of
probability measures which corresponds by Bochner’s theorem to the functions
o; restricted to A. If o; — 1 uniformly on compact subsets of G then || & v; —
vi|| = 0 wuniformly on compact subsets of G.

Proof. We let m; : G x A — U(H,;) be the cyclic representations associated
to ¢; with cyclic vector & € H;. For f € L'H we have

:/foax(y)<ﬂi(y)fi,§z‘>d%(y)

/f 7Tz )6@7 (z 71)51‘) dy
mi(f)mi(a™ )&, m(z7H)E).

Thus, we have | [ f dd,v; — ffd’/z‘\ < 2|lm(NHIIE — mi(@)&l = 201 fllollé —
()&l .

Since F(L'H) is dense in CyA it then follows that ||&,v; — 1] < 2||& —
mi(2)&;]] — 0 uniformly on compact subsets of G. [

Lemma 6.6.2. Let G and A be second countable locally compact groups such
that A is abelian. Suppose o : G — Aut(A) is a continuous homomorphism.
Then the following conditions are equivalent:

(i) (G x A, A) does not have relative property (T).

(i) There exists a net {v;}ic; C Prob(A), such that v({e}) = 0, v; — dg
weak”, and |6y v; — v;|| = 0 uniformly on compact subsets of G.

Proof. For (i) = (ii), suppose that (G x A, A) does not have relative
property (T). Thus, there exists a continuous representation 7 : G x A —
U(H) without invariant vectors, and a net of unit vectors {&;}; C H such
that [|7(z)& — & — 0 uniformly on compact subsets of G x H.

We let ¢; : G x A — C denote the function of positive type given by
oi(x) = (m(x)&, &), and we let v; € Prob(A) denote the probability measure
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corresponding to ¢, restricted to A, given by Bochner’s theorem. Then as
@; — 1 uniformly on compact sets of A we have v; — .y weak”, and since
@; — 1 uniformly on compact subsets of G by the previous lemma we have
that ||&,v; — v4|| — 0 uniformly on compact subsets of G.

Conversely, for (ii)) = (i), let {v;}ie;r C Prob(A) be the net given by
(ii). Fix po € Prob(G) in the same measure class as Haar measure, and set
v = &(po) * v = fdzz/i dpo(z). Then we again have that 0; — g0y weak™,
and ||&,7; — ;]| — 0 uniformly on compact subsets, and moreover we have
that 7; is quasi-invariant for the G action on A.

We define m; : G x H — U(L*(A, ;) by mi(zh) = U,h where U is the
Koopman representation corresponding to the action of G' on (/Al? ;). Then
m; gives a unitary representation, and as 7; — 0.} weak™ we see that {&Vier
forms a net of almost invariant vectors for H. Moreover, for x € G we have

da, v\ V2
s - ol < [ () - 1] an
da,v; 1/2
< €T Z_
_‘ dVi 1
1/2

< |l — vi|

Hence, {;}icr also forms a net of almost invariant vectors for G. We let
IC; C LQ(A, ;) denote the space of A-invariant vectors. Then as A<1G x A is
normal it follows that K; is A<1G-invariant and hence so is Ki-. If (G x A, A)
had relative property (T) then since { P¢ & }ies is almost invariant for G x A
in P;crm; it then follows that we must have P,%i & — 0. Hence, it follows that
v;({e}) — 1. However, 7;({e}) = 0;({e}) — vi({e}) — 0 and we would then
have a contradiction. [

Corollary 6.6.3. Let G and A be second countable locally compact groups
such that A is abelian. Suppose o : G — Aut(A) is a continuous homomor-
phism. If (G x A, A) does not have relative property (T) then there ezists a

A

state ¢ € Boo(A)* such that p(ly) = 0, ¢(lp) = 1 for every neighborhood

A

O of e, and p(f o &) = p(f) for all f € Bi(A), and x € G.

Proof. Suppose (G x A, A) does not have relative property (T), and let
{vitier C Prob(A) be as in the previous lemma. Then each v; gives a state
on By (A). If we let ¢ be a weak*-cluster point of {v;};c; then we have

©(1gey) = 0 since v;({e}) = 0 for all ¢ € 1. We also have ¢(1p) = 1 for every
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neighborhood O of e since v; = d(y weak*. And we have ¢(f o &,) = ¢(f)

~

for all f € By(A), and = € G, since ||G,v; — vif| — 0 for all z € G. |

We consider the natural action of SLy(R) on R? given by matrix multi-
plication, and let SLy(R) x R? be the semi-direct product.

Theorem 6.6.4. The pair (SLo(R) x R? R?) has relative property (T).

Proof. Under the identification R? = R? given by the pairing (a,£) = et
we have that the dual action of SLy(R) is given by matrix multiplication
with the inverse transpose.

Suppose that ¢ € B, (R?)* is a SLy(R)-invariant state such that p(1p) =
1 for any neighborhood O of (0, 0).

We set

{(z,y) eR? [ 2 >0,z <y < x};

Y

{(z,y) eR? |y >0,—y <z <y}

{(z,y
(

{(z,y) eR* |y <0,y <z < —y}.

)
YER? |2 < 0,0 <y < —z);

A
B
C
D

A simple calculation shows that for £ > 0 the sets Ay = (21k (1)) A are pairwise
disjoint. Thus, we must have that p(14) = 0. A similar argument also shows
that ¢(1p) = ¢(1¢) = ¢(1p) = 0. Hence we conclude that p(1go0y) =1 —
©(lausucup) = 1. By the previous corollary it then follows that (SLy(R) x
R? R?) has relative property (T). |

Theorem 6.6.5 ([?]). SL,,(R) has property (T) for m > 3.

Proof. We consider the group SLs(R) < SL,,(R) embedded as matrices in
the upper left corner. We also consider the group R? < SL,,(R) embedded
as those matrices with 1’s on the diagonal, and all other entries zero ex-
cept possibly the (1,7n)th, and (2,n)th entries. Note that the embedding of
SL,(R) normalizes the embedding of R?, and these groups generate a copy
of SLy(R) x R2.

If 7 : SL,,(R) is a representation which has almost invariant vectors, then
by Theorem 6.6.4 we have that the copy of R? has a non-zero invariant vector.
By the Howe-Moore property it then follows that 7 has an SL,,(R)-invariant
vector. |
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Suppose that G is a locally compact group and I' < G is a lattice. If
7 : T — U(H) is a unitary representation, we denote by L*(G,H)" the set
of measurable function f : G — H which satisfy 7(v~1)f(g7) = f(g) for all
g€ G,andy €T, and [ [|f(g)]?dg < oo, where we identify two functions
if they agree almost everywhere We define an inner-product on L*(G,H)"
by (fi, f2) = [4 T f1(9) f2(g) dg. With this inner-product it is not hard to see
that L*(G,H)" forms a Hilbert space.
The induced representation 7 : G — U(L*(G,H)") is given by (7(z) f)(y) =
f(x7ty). Tt is easy to see that 7 gives a continuous unitary representation of

G.

Theorem 6.6.6. [?] Let G be a second countable locally compact group, and
I' < G a lattice, if G has property (T) then T' has property (T).

Proof. We fix a Borel fundamental domain X for I' so that the map ¥ x I" >
(0,7) = oy € G is a Borel isomorphism, and we choose a Haar measure on
G so that ¥ has measure 1. We let a : G x ¥ — I" be defined so that a(g, o)
is the unique element in I" which satisfies goa(g, o) € 3.

If 7: ' — U(H) is a representation with almost invariant unit vectors
{&: tnen. We consider the vectors &, € LA(G,H)T given by &,(07) = 7(7)én,
for o € 3, v € I'. Then for g € G we have

1#(9)E0—Ell? = /G 1Eulg2) &0 ()| da = / 1€0—r(alg0))]* do — 0.

Thus, {én}neN forms a sequence of almost invariant vectors for 7. Since
G has property (T), it follows that there exists a non-zero invariant vector
& € L*(G 1) ie. , Eo(gz) = &(z) for almost all g,z € G. Tt then follows
that & is essentlally constant. We let & # 0 denote the essential range of &.
Since & € L*(G,H)" we have that 7(7)& = & for all ¥ € I'. Thus, & € H
is a non-zero invariant vector and hence I' has property (T). [ |

We remark that the converse of the previous theorem is also true.

Corollary 6.6.7. SL,,(Z) has property (T) for m > 3.
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