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Abstract: In this paper, an effective frequency control strategy is proposed for emulating sufficient 

inertia power and improving frequency stability. The developed technique is based on applying 

virtual inertia control (VIC) with superconducting magnetic energy storage (SMES) instead of a tra-

ditional energy storage system (ESS) to compensate for the system inertia during the high penetra-

tion of renewable energy sources, taking into account the role of the controller in the secondary 

control loop (SCL). Unlike previous studies that depended on the designer experience in selecting 

the parameters of the inertia gain or the parameters of the SMES technology, the parameters of the 

proposed strategy are selected using optimization techniques. Moreover, an improved optimization 

algorithm called Improved Social Network Search algorithm (ISNS) is proposed to select the opti-

mal parameters of the proposed control strategy. Moreover, the ISNS is improved to overcome the 

demerits of the traditional SNS algorithm, such as low speed convergence and global search capa-

bility. Accordingly, the ISNS algorithm is applied to a hybrid two-area power grid to determine the 

optimal parameters of the proposed control technique as follows: the proportional-integral deriva-

tive (PID) controller in the SCL. Additionally, the ISNS is applied to select the optimal control gains 

of the VIC-based SMES technology (e.g., the inertia gain, the proportional gain of the SMES, and the 

negative feedback gain of the SMES). Furthermore, the effectiveness of the proposed ISNS algorithm 

is validated by comparing its performance with that of the traditional SNS algorithm and other well-

known algorithms (i.e., PSO, TSA, GWO, and WHO) considering different standard benchmark 

functions. Formerly, the effectiveness of the proposed frequency control technique was confirmed 

by comparing its performance with the system performance based on optimal VIC with ESS as well 

as without VIC considering different operating situations. The simulation results demonstrated the 

superiority of the proposed technique over other considered techniques, especially during high 

penetration of renewable power and lack of system inertia. As a result, the proposed technique is 

credible for modern power systems that take into account RESs. 
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1. Introduction 

Emissions from conventional power plants are one of the most significant contribu-

tors to the global warming phenomenon. Therefore, policymakers ought to incorporate as 

much variable renewable energy (VRE) as possible into power grids in order to reduce 

CO2 emissions. As soon as renewable energy sources (RESs) increase in the power grid, 

the total cost and amount of CO2 emissions decrease [1]. Moreover, VRE sources such as 

wind and solar are regarded as critical technologies in the transformation to a carbon-free 

and durable energy system. So far, huge attempts have been made to establish renewable 

energy sources rather than traditional power sources to reduce the harmful CO2 emissions 

that may lead to the phenomenon of global warming. However, the merits of RESs in 

keeping the environment clean are that they affect the stability of the system harmfully. 

Several studies are concerned with raising short-term power grid operation costs for bal-

ancing and congestion management [2,3]. 

Renewable power generation networks are generally favored for producing clean en-

ergy. However, they are irregular and unpredictable. As a result, it is important to install 

energy storage systems (ESSs) to face the irregularities of RESs. In general, the goal of 

using ESSs is to save energy during off-peak hours and inject it into the system during 

peak hours. Furthermore, RESs are typically built in remote areas due to their reliance on 

climatic conditions such as wind direction and radiation. As a result, power transfer will 

be required to store their power production. That might cause congestion problems due 

to transmission lines’ diminished range. Furthermore, power networks are now operating 

at or near their thermal limits. Because of the limited capacity of transmission lines, it may 

be difficult to increase the incorporation of RESs into power grids. Building new lines or 

upgrading existing lines are available and realistic solutions to this problem, but they are 

also expensive and time-consuming solutions that face numerous environmental permit 

barriers. To solve this problem, the dynamic thermal rating (DTR) is one of the smart grid 

technologies that allows the transmission conductors to work at a higher capacity depend-

ing on the weather conditions. Several studies in this area have focused on using DTR in 

addition to ESSs for optimal RES utilization [4,5]. Additionally, there are numerous stud-

ies focused on formulating the best size and allocation of the ESSs in power grids to di-

minish the cost of the generation with the intent of load shifting [6,7]. Nevertheless, the 

authors’ focus in this study is on maintaining the frequency of power grids’ stability dur-

ing high RES penetration. 

As the percentage of RESs in the grid grew, the system’s inertia dropped and insta-

bility concerns worsened [8]. As a result, it is critical to maintain grid stability as the share 

of RESs in the grid grows. In this context, frequency stability is regarded as the most es-

sential indicator for maintaining system stability. One of the important methods is load 

frequency control (LFC), which keeps the frequency deviation within acceptable limits 

during abnormal conditions. LFC may be thought of as a supervisory control system that 

keeps a power balance across generation and load demand, hence maintaining system 

frequency and tie-line power [9].  

In several studies, researchers have considered LFC to improve frequency instability 

while employing various control strategies to attain their objectives. Accordingly, differ-

ent control strategies have been applied to enhance the stability of the system, such as 

robust control techniques [10], model predictive control (MPC) [11], and optimal control 

techniques [12]. While these strategies were successful in resolving LFC concerns, they 

depended on the designer’s experience, trial and error methodologies, and required a long 

time to evaluate their variables.  

The PID controller is one of the most significant control techniques. Its significance 

stems from its advantages (simplicity and low cost) compared to other control techniques. 

However, with the high penetration of renewables as well as the high demand load, the 

PID controller becomes unsuitable for dealing with these challenges. As a result, numer-

ous attempts have been made to design a robust PID controller that can resist these aber-

rations during power system network operation. In this regard, several studies applied 
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different optimization algorithms, such as variable structure [13], and aggregation meth-

ods [14]. However, these algorithms have a few flaws that make them less effective. As a 

result, numerous authors have used artificial intelligence, such as fuzzy logic [15] as well 

as neural networks [16]. Despite the fact that these algorithms are adept at handling the 

non-linearities of the power system, they have a number of drawbacks. Another solution 

to the LFC problem is to employ an evolutionary algorithm such as lightning attachment 

procedure optimization (LAPO) [17], slime mould algorithm [18], and arithmetic optimi-

zation algorithm [19] to design a robust PID controller to withstand any resulting devia-

tions in the system. However, these algorithms deliver greater performance by ensuring 

appropriate LFC design, but they have a slow convergence rate, relatively limited search 

capabilities, and optimal local convergence. Researchers are continually making signifi-

cant efforts to achieve more algorithms that handle a wide range of engineering challenges 

by upgrading existing algorithms such as improved LAPO [20], improved RAO-3 algo-

rithm [21], and improved stochastic fractal search algorithm [22]. With this motivation, 

this study presents a novel improved form of the SNS algorithm known as ISNS algorithm.  

Despite the fact that these previous controllers achieve their target, they have some 

issues with high renewable penetration (i.e., loss of system inertia). Therefore, enormous 

efforts have been made to find a solution to the inertia problem. In addition, a new ele-

ment must be established to compensate for the loss of inertia. One of the elements, which 

have been applied to recover the system’s lower inertia, is the virtual synchronous gener-

ators (VSG) or virtual inertia control (VIC). In other words, the VSG simulates the prime 

mover’s action [23]. Accordingly, the VSG is responsible for supplying extra active power 

to the system set point [24]. Hence, the extra inertia power might be virtually mimicked 

to the power system during high RESs penetration, improving system inertia, frequency 

stability, and robustness [25]. Furthermore, various studies have concentrated on improv-

ing the response of the system by applying different control strategies to VSG, such as 

MPC [26], fuzzy logic [27], and robust H∞ [28]. However, previous VIC research has 

mostly concentrated on the controller construction and has provided little consideration 

of the VIC’s energy storage system (ESS). On the other hand, some researchers have begun 

to give attention to the stored energy in the capacitors to rival the inertia of the system to 

stabilize the frequency of the power grids. As a result, integrating the ESSs that must be 

included in VIC has become critical for increasing system inertia and reducing the diffi-

culties associated with the RESs’ fluctuating nature. In this regard, the modular multi-

level convertor has been considered to improve the stability of the existing power grid by 

supporting the inertia of the system [29]. In addition, a battery/ultra capacitor hybrid en-

ergy storage system has been applied to realize the power management of VSGs and en-

hance the performance of the system during high frequency fluctuations. Furthermore, a 

battery has been applied to minimize the rate of change of frequency deviations [30]. In 

addition, battery storage has been applied to improve the system inertia considering PV 

integration [31]. Additionally, a battery and a super capacitor have been applied to reduce 

the frequency fluctuations during high RESs penetration [32]. In addition, a battery has 

been applied to three parallel VSG considering PV penetration [33]. However, while this 

ESS has succeeded in achieving the considered target, they have suffered from some dif-

ficulties, such as not producing power for a short period. This results in minimal inertia 

power, which leads to instability issues. To avoid the negative impacts of these devices, it 

is critical to select the best ESS device to do the job effectively. 

Given these disadvantages, superconducting magnetic energy storage (SMES) tech-

nology remains a viable ESS option for avoiding the negative impacts of ESS due to its 

significant advantages of fast reaction, high efficiency, high energy/power, and an unlim-

ited number of charging/discharging cycles [34]. The major purpose of SMES is its ability 

to discharge enormous quantities of energy in a short time period. Therefore, the SMES is 

considered an active energy source with quick ability, which is expected to be the most 

appropriate solution to adapt to unexpected changes in power system networks [35]. In 
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this regard, the SMES units have been considered to enhance the frequency stability prob-

lem in [36–39]. Based on these considerations, this study considers the coordination design 

of VIC control strategy dependent on SMES technology to improve the instability of the 

grid during abnormal conditions, i.e., a high level of renewables penetration, high load 

disturbances). 

In brief, as renewable power increases, the instability problems increase due to the 

lack of system inertia. However, most previous studies related to LFC studies did not 

consider the high level of RES penetration [40]. On the other hand, a few studies have 

considered the impact of renewable power penetration, such as [41–43]. However, these 

studies did not consider any ESS devices to improve the system performance during high 

renewable power penetration. Moreover, only a few studies have considered the impact 

of renewable power energy sources in the presence of traditional VIC, such as [24,25]. In 

addition, only a few studies have considered the influence of renewable power sources in 

the presence of SMES technology, such as [44,45]. However, the parameters of VIC and 

SMES have been selected by trial-and-error methods, and this process takes a long time to 

select the proportional parameters of SMES or VIC. Additionally, these strategies did not 

give the desired performance during the high level of renewable power penetration. 

Therefore, in an attempt to overcome the above-mentioned restrictions, this study pro-

poses to use a strategy that relies on applying VIC depending on SMES technology instead 

of traditional ESS. Additionally, an improved algorithm known as ISNS algorithm has 

been proposed to select the optimal parameters of the proposed strategy (VIC depended 

on SMES technology) as well as the optimal factors of the PID controller in SCL to achieve 

the desired performance during high renewable power penetration. In this regard, the 

study’s key contribution to the above-mentioned evaluation is illustrated as follows: 

- Proposing a new improved technique entitled ISNS to change the exploration phase 

and to overcome the drawbacks of the conventional SNS algorithm, so far applying 

the ISNS algorithm to select the optimal factors of the proposed control technique. 

- Comparing the performance of the proposed ISNS algorithm with other algorithms 

(i.e., PSO, TSA, GWO, and WHO) in terms of fitness values using 23 benchmark test 

functions. 

- Considering a hybrid power system that combines conventional power plants (e.g., 

reheat power plants), renewable power plants (e.g., wind farms and solar farms), en-

ergy storage devices (e.g., SMES technology), and high load disturbance to conduct 

a realistic study of the frequency stability issue for current power grids. 

- Based on the authors’ knowledge, it is the first attempt to select the optimal control 

gains of VIC based on SMES technology to increase the stability of the considered 

system. 

- Comparing the system’s performance based on the proposed strategy with the sys-

tem performances based on optimal VIC-based traditional ESS, and with the system 

performance without VIC. 

- Considering the system non-linearities (e.g., governor dead band (GDB) and genera-

tion rate constraint (GRC)) in the presence of uncertainties of RESs/loads. Addition-

ally, considering GRC with the virtual loop design. 

The following are excerpts from the paper: Section 2 outlines the modelling and con-

struction of the proposed power system, taking RESs and the VIC dependent on SMES 

technology into account. Section 3 discusses the formulation of the problem, control ap-

proaches, and the improved SNS algorithm. Section 4 presents the effectiveness of the 

proposed ISNS algorithm. Then, Section 5 shows the simulation results. Furthermore, the 

main conclusion is stated in Section 6. 

  



Mathematics 2022, 10, 1584 5 of 31 
 

 

2. System Dynamics 

2.1. The Modelling of the System under Consideration 

A hybrid two-area interconnected power grid has been presented in this study con-

sidering renewables penetration, systems uncertainties, system non-linearities, and VIC 

depending on SMES technology. Each power grid comprises generating thermal unit, 

wind farm, and solar power stations. Furthermore, Figure 1 depicts a schematic represen-

tation model for the electrical grid under consideration. Figure 2 describes a block dia-

gram of the proposed two-area connected hybrid power grid considering VIC dependent 

on SMES technology. Each area’s rated power capacity is 2000 MVA, the rated load de-

mand is 1000 MW, and the system power base is 2000 MVA. Furthermore, the non-linear-

ity of the studied system is achieved by adding GRC with a value of 5% p.u to the turbine 

model for referring to the change in the power turbine rate as well as its limitations. The 

values of the parameters of the examined two-area power grid are presented in Appendix 

A [42]. The model of RESs has been implemented using low-order dynamic models that 

are adequate for investigating the LFC problem. Therefore, load demand, wind power, 

and PV power are classified as power grid disruptive sources [42,46].  

 

Figure 1. A schematic representation of the system under consideration. 

The relationship of incremental mismatch power (∆��� − ∆��� + ∆���� + ∆����) and 

the ∆��
̇  can be expressed as: 

∆�� =
���

���� + 1
[∆��� − ∆��� − ∆����,� + ∆ ���� + ∆ ���� + ∆ ���������] (1)

Moreover, the dynamic of the governor can be represented as: 

∆���
̇ = �

1

���

� ∆��� − �
1

�����

� ∆�� − �
1

���

� ∆���  (2)

The dynamic of the turbine can be represented as: 

∆���
̇ = �

1

���

� ∆��� − �
1

���

� ∆���  (3)

In addition, the dynamic model of wind turbine can be represented as: 
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Δ�̇��� = �
1

����

� · �����,� − �
1

����

� · Δ���,� (4)

Furthermore, the dynamic model of solar plant can be represented as: 

Δ�̇��� = �
1

����

� · ������,� − �
1

����

� · Δ���,� (5)

Then, the total tie-line power change can be represented as follows: 

∆�̇���,� = ∑ ∆����,��
�
���
���

= 2� · �∑ ���∆�� − ∑ ���∆��
�
���
���

�
���
���

�  (6)

In the supplementary feedback loop, ACE should be applied to regulate the fre-

quency of interconnected power system. ACE can be represented as follows: 

���� = ��∆�� + ∆����,� (7)

where ∆���  symbolizes the mechanical power deviation of area i, ∆���  symbolizes he 

load change of area i, ∆����,� signifies the deviations of the tie-line power among area-i, 

∆ ����  signifies the wind turbine’s output power of area i, ∆ ���� signifies the PV system’s 

output power of area i, ���  denotes the governor’s time constant of area i, ��� denotes the 

turbine’s time constant of area i, ���  represents the reheater gain of area i, ���  represents 

the time constant of the reheater of area i, �� denotes the governor’s speed regulation of 

area i, ∆���  denotes the regulating of the system frequency of reheat power plant of the 

area i, ����  denotes the wind turbine time constant of area i, ∆�����,� denotes the wind 

power variation of area i, � ���
 represents the PV time constant of area i, ∆������,� denotes 

the solar power variation of area i. n represents the number of the controlled area, ��� 

represents the power system gain of area i, ��� represents the power system’s time con-

stant of area i, ���  represents the synchronization time between two controlled areas, ��  

represents the area bias factor, and���� is the area control error of area i. 
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Figure 2. The simplified block diagram of the system under consideration. 

2.2. Modeling of Virtual Inertia Control Loop 

A tremendous amount of effort has been made to keep our environment clean by 

reducing the items that distribute carbon. One of these items is conventional power plants. 

As a result, countries are beginning to replace these conventional power plants with mod-

ern power plants that emit no carbon (i.e., RESs). RESs use power converters to connect to 

the grid; these converters reduce system inertia and affect system stability. Furthermore, 

virtual control has been implemented to deal with this reduction of system inertia and 

enhance the stability of the system. Additionally, the dynamic model of the virtual inertia 

control system (VIC) loop has been displayed in Figure 3. According to this figure, the 

derivative control takes into account the main concept of VIC, which can evaluate the rate 

of change of frequency to compensate for the additional power at the set point during the 

penetration of RESs in the system. On the other hand, the derivative control technique is 

extremely sensitive to the noise of frequency observations [25]. To address this issue, a 

low-pass filter is used to control the system. Furthermore, the low-pass filter can provide 
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dynamic ESS behaviors. As a result, the proposed VIC generates the inertia feature, which 

contributes to the overall inertia of the power grid network and enhances frequency reli-

ability and performance. In this strategy, the ESS is assumed to generate virtual inertia 

power in the hybrid power grid. Therefore, the VIC can deliver the desired power to the 

hybrid power grid as follows [24]: 

∆ ��������,� =
���,�

1 + ����,�

�
�(∆��)

��
� (8)

ROCOF
ESS

Energy storage 
system 

Inertia control 
gain 

Derivative  

 

Figure 3. The dynamic model of inertia control-based energy storage devices. 

2.3. Modelling of the SMES Technology 

SMES may give an infinite number of charging/discharging cycles with a quicker re-

action time as well as has the longest lifetime in comparison to other ESSs [47]. The SMES’s 

basic form has been displayed in Figure 4. It is clear from Figure 4 that the SMES consists 

of a Wye-Delta transformer, an AC/DC thyristor-controlled bridge converter, and a su-

perconducting magnetic inductor/coil. The power conditioning system (PCS), which in-

cludes the rectifier/inverter, is in charge of managing power transmission between both 

the AC bus/system and the magnetic coil. The 12-pulse converter has been applied to di-

minish any harmonic-generated voltage from the coil. During the power system’s regular 

steady-state operation, the SMES coil is charged from the grid to its current value in a very 

short period of time. The SMES coil begins carrying DC current with practically 0% loss 

in its charged condition because the coil temperature is kept at an exceptionally low range. 

Furthermore, the resulting DC voltage is expressed as follows: 

�� = 2��� cos ∝ − 2���� (9)

Here, ��� represents the maximum circuit bridge voltage, �� represents the current 

flowing through the inductor, and �� is the damping resistor. The firing angle (∝) affects 

the charging and discharging of the SMES, according to the previous relationship. If the 

firing angle is greater than 900, the SMES coil starts to charge due to the positive value of 

the average voltage. On the other hand, if the firing angle is less than 900, the SMES coil 

starts to discharge due to the negative value of the average voltage. Referring to the ex-

ceptional benefits of the SMES, it is useful to apply the SMES in power systems for main-

taining the frequency, particularly during transitory instances of either the load or the 

RESs. Furthermore, the dynamic model of SMES, which is required for the frequency sta-

bility, is shown in Figure 5. 
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Figure 4. The SMES’s basic form. 

 

Figure 5. The dynamic model of SMES for frequency stability. 

Here, the frequency deviation (∆�) is considered as the input signal to the SMES 

model to generate the required power (∆�����), which is supplied to the power system. 

The generated power from the SMES model can be expressed according to the following 

relations [35]: 

∆����� = ∆��(∆�� + ���) (10) 

where ∆��  represents the inductor voltage deviations and can be expressed according to 

the following equation: 

∆�� =
�����

1 + ����

· (∆� − (���. ∆��)) (11)

At this point, ����� represents the control gain for the SMES loop, ���  represents 

the convertor time constant of the SMES, ��� represents the feedback gain, and ∆��  rep-

resents the inductor current deviation. In addition, the inductor current deviations can be 

expressed as follows: 
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∆�� =
1

� �
· ∆��  (12)

Here, L represents the induction coil [35]. In this study, the utilized parameters of the 

SMES system have been listed in [48]. 

2.4. Modeling of SMES Based VIC 

The configuration of the proposed strategy VIC based on SMES technology has been 

displayed in Figure 6. Here, the VIC has depended on the SMES technology instead of 

ESS devices. In this study, the gain of the VIC and the gain of SMES technology have been 

selected by ISNS optimization algorithm. Furthermore, the resulted inertia power from 

this strategy can be expressed as follows: 

∆�������� =
� �����

1 + ����

�
�(∆�)

��
− ��� · ∆��� · (��� + ∆��) (13)

 

Figure 6. The dynamic model of VIC-based SMES technology. 

3. The Statement of the Problem and the Recommended Solution  

3.1. The Proposed Algorithm 

3.1.1. Social Network Search (SNS) 

The SNS algorithm mimics the users’ efforts in social networks to get further popu-

larity by modeling the users’ moods in expressing their views. Those moods are called 

imitation, conversation, disputation, and innovation, and are real-world behaviors of us-

ers in social networks. The general model for a social network is shown in Figure 7. 

The mathematical modeling of those moods is represented as follows: 

1. Imitation 

��,��� = �� + rand(−1,1) × M 

(14)M = rand (0,1) × h 

h = �� − �� 

where �� is the vector of the jth user’s view, which is chosen randomly, and i ≠ j and �� 

represent the vector of the ith user’s view. 

2. Conversation 

��,��� = �� + M 
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M = rand (0,1) × B 
(15) 

B = ����(�� − ��) × (�� − ��) 

where ��  is the vector of the issue, which is chosen randomly as something to speak 

about. 

3. Disputation 

��,��� = �� + rand(0,1) × (G − AF × ��) 

(16)G = 
∑ ��

��
�

��
 

�� = 1 + �����(����) 

where �� is the vector of the view of the ith user and G demonstrates the mean of the 

commenters’ views in the group. AF represents the admission factor. ��  denotes the 

group size. 

4. Innovation 

��,���
� = t × ��

� + (1 − t) × ����
�  

(17)����
� = �� + ����� × (�� − ��) 

� = ����� 

where � denotes the dth variable, which is chosen randomly in the interval of the varia-

bles of the problem. ����
�  is the new idea while ��

� represents the current idea. 

This process is modeled as follows: 

��,��� = [��, ��, ��, … . . ��,���
� … … ��] (18)

To find the value of the new view, the objective functions of ��,��� and �� must be 

calculated and then compared, and the new value of �� for the minimization problem is 

calculated from the following equation: 

�� = �
�� ,                 �(��) < �(��,���)

��,��� , ����,���� ≥ �(��)
 (19)

 

Figure 7. A general form of a social network. 
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3.1.2. Improved Social Network Search (ISNS) 

In order to develop the strength of the proposed ISNS technique for several high-

dimensional optimization problems, the way is utilization from the primary of one of the 

best meta-heuristic algorithms, which is named particle swarm optimizer (PSO). The PSO 

technique is presented by [49]. The velocity equation of the PSO algorithm is employed in 

the ISNS technique. This amendment managed to modify the ability of the global search 

and local search capabilities of the enhanced technique. This essential equation is as fol-

lows: 

��
�(� + 1) = � · ��

�(�) + �� · �� × (����� − ��
�(�))+ �� · �� × (����� − ��

�(�)) (20)

��
�(� + 1) = ��

�(�) + ��
�(� + 1) (21)

where �� = �� = 0.5 and these values provided the optimal solution in [49], � = 0.7, �� 

and �� denote a random number in the range [0,1],  �����  is the optimum solution of a 

single population, and g���� is the optimal solution so far. The flow chart of the ISNS 

technique is presented in Figure 8. 

3.2. The Proposed Control Strategy 

The proposed control strategy in this study is based on the LFC loop and the VIC to 

maintain the stability of the system. The reason for applying VIC to the control strategy is 

the high renewable power penetration. Here, the LFC loop is implemented based on the 

PID controller due to its simplicity in construction. Moreover, the VIC is implemented 

based on SMES technology instead of ESS. Furthermore, the ISNS algorithm has been ap-

plied to select the optimal parameters of the PID controller in SCL and the control gains 

(i.e., inertia control gain and SMES control gain) for the VIC-based SMES technology. The 

gains of the PID controller have been selected according to the following relationship: 

��(�) = �� + ��

1

�
+ ��

�

1 + �
1
�

 (22)

Here, kd denotes the derivative gain, ki denotes the integral gain, kp denotes the pro-

portional gain, and N denotes derivative filter coefficient. Moreover, the inertia control 

gain and SMES control gains of the VIC based SMES technology have been selected ac-

cording to Equation (12). 

Furthermore, an efficient objective function has been applied to minimize the devia-

tions of the considered system and select the optimal parameters that keep the system 

stable. In this regard, four separate forms of objective functions are being used in the de-

sign procedure for the controller: Integral Absolute Error (IAE), Integral Time Weighted 

Absolute Error (ITAE), Integral Square Error (ISE), and Integral Time Weighted Square 

Error (ITSE). According to the previous studies, to produce better performances, the ISE 

and ITAE objective functions are frequently used in LFC investigations. When compared 

to the ISE objective function, the ITAE objective function takes less time. In this regard, 

the ITAE is the objective function that is used to solve the optimization problem in this 

study, and it is written as follows: 

���� = �{|∆��| + |∆��| + |∆����|}. �. ��

��

�

 (23)

This is subject to the following PID controller variable boundaries: 

��,�,� ���
� ≤ ��,�,�

� ≤ ��,�,� ���
�   ∀ � ∈ ����   (24)

����
� ≤ �� ≤ ����

�   ∀ � ∈ ����      (25)
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Figure 8. The flowchart of the ISNS algorithm. 

Furthermore, the boundary of the inertia gain and the control gain of SMES technol-

ogy are described in the following relation: 

���� ≤ � ≤ ����  (26)
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�����,��� ≤ ����� ≤ �����,��� (27)

���,����,��� ≤ ���,���� ≤ ���,����,��� (28)

where ts signifies the optimization process’s simulation time, ( ∆��), ( ∆��) signifies the 

frequency deviances of area-1 and area-2 correspondingly, (∆�����.�)  signifies the tie-line 

power change between area-1 and area-2, ��,�,� ���
�  and ��,�,� ���

�  signify the specified 

range limits of the PID controller gains of mth PID controller, ����
�  and ����

�  signify the 

specified range limit of the filter coefficient of mth PID controller, and ���� signifies the 

number of the PIDs. Additionally, the PID controller settings are in the collection from [0, 

10] and the filter coefficient settings are in the choice of [0, 100], which are used in the 

industry for elucidating the LFC issue [42]. Moreover, J signifies the inertia gain, ����� 

signifies the SMES proportional gain, and ���,���� signifies the SMES negative feedback 

gain. Furthermore, the inertia settings are in the choice of [0.1, 3], and SMES proportional 

lies in the range of [0.1, 3], and negative feedback gain settings are in the choice of [0.01, 

0.1] [36]. Moreover, Figure 9 displays the process of selecting the optimal control gains of 

the proposed PID controller and proposed VIC-based SMES technology. 

Power system area,i

Objective function 
ITAE

ISNS 

Algorithm  

PID Controller

Output 

ACE,i

Virtual inertia control  
based SMES technology  

The process of selecting the optimal 
parameters of the proposed PIDN based 

ITAE

Selecting the parameters 
of the proposed VIC base 

SMES technology

 

Figure 9. The process of selecting the optimal parameters of the proposed control strategy. 

4. Performance Analysis of the Improved SNS Algorithm 

Benchmark Functions 

In this subsection, the qualitative metrics by the ISNS algorithm for 12 benchmark 

functions such as 2D views of the functions, search history, average fitness history, and 

convergence curve are displayed in Figure 10. The efficiency and the accuracy of the ISNS 

technique are assessed for 23 benchmark functions, including the values of the best, mean, 

median, worst, and standard deviation (STD) for the solutions attained by the original 

SNS technique, and three well-known algorithms, including the tunicate swarm algorithm 

(TSA) [50], the gray wolf optimizer (GWO) [51], and wild horse optimizer (WHO) [52], 

are displayed in Table 1. The benchmark functions F1–F13 are tested in 30 dimensions 

while the population size and maximum iteration number of each algorithm are 50 and 

200, respectively. It can be noticed that the ISNS technique offers superior results on most 

of these functions in the best, median, worst, mean, and std values. The convergence 

curves of these techniques for these functions are presented in Figure 11. For more analy-

sis to confirm the performance of the recommended technique, a boxplot of outcomes for 

each technique and objective function is demonstrated in Figure 12. 
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F12 

 

F15 

 

F18 

 

F22 

 

Figure 10. Qualitative metrics of nine benchmark functions: 2D views of the functions, search his-

tory, average fitness history, and convergence curve using ISNS algorithm. 

Table 1. The statistical results of benchmark functions using the proposed ISNS technique and other 

recent techniques. 

Function ISNS SNS TSA [50]  GWO [51]  WHO [52]  

F1 

Best 9.21 × 10−38 1.03 × 10−28 3.79 × 10−8 6.34 × 10−12 5.08 × 10−21 

Mean 4.39 × 10−37 1.37 × 10−27 4.64 × 10−7 3.13 × 10−11 2.13 × 10−18 

Median 2.66 × 10−37 4.77 × 10−28 1.17 × 10−7 2.43 × 10−11 6.47 × 10−19 

Worst 1.44 × 10−36 1.04 × 10−26 4.09 × 10−6 7.40 × 10−11 8.56 × 10−18 
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std 4.35 × 10−37 2.38 × 10−27 1.15 × 10−6 2.26 × 10−11 2.98 × 10−18 

F2 

Best 8.57 × 10−20 2.3 × 10−15 2.44 × 10−6 1.42 × 10−7 4.13 × 10−13 

Mean 2.95 × 10−19 5.64 × 10−15 1.9 × 10−5 2.77 × 10−7 1.3 × 10−10 

Median 2.72 × 10−19 4.21 × 10−15 1.86 × 10−5 2.66 × 10−7 5.29 × 10−11 

Worst 5.17 × 10−19 1.4 × 10−14 3.68 × 10−5 4.78 × 10−7 6.34 × 10−10 

std 1.28 × 10−19 3.51 × 10−15 9.44 × 10−6 9.9 × 10−8 1.77 × 10−10 

F3 

Best 8.11 × 10−26 9.18 × 10−13 0.027608 0.008462 5.13 × 10−13 

Mean 1.5 × 10−23 4.18 × 10−08 1.122677 0.610441 1.2 × 10−8 

Median 3.82 × 10−24 4.13 × 10−09 0.772195 0.185412 6.29 × 10−11 

Worst 8.29 × 10−23 3.9 × 10−07 3.914695 3.567009 2.3 × 10−7 

std 2.22 × 10−23 9.17 × 10−08 1.096313 0.827115 5.14 × 10−8 

F4 

Best 3.51 × 10−18 1.33 × 10−13 0.67531 0.002608 5.11 × 10−9 

Mean 8.52 × 10−18 5.45 × 10−13 3.616654 0.008 3.5 × 10−7 

Median 8.26 × 10−18 4.09 × 10−13 3.022253 0.007092 1 × 10−7 

Worst 1.53 × 10−18 1.87 × 10−12 9.361516 0.016667 2.14 × 10−6 

std 3.27 × 10−18 4.55 × 10−13 2.343658 0.003845 6.09 × 10−7 

F5 

Best 27.49147 27.6644 27.18973 25.92515 26.68451 

Mean 27.95926 28.03399 39.01094 27.18903 37.10656 

Median 27.9314 27.97984 28.66203 27.09814 27.67985 

Worst 28.41631 28.44604 239.7785 28.79035 208.5133 

std 0.272732 0.216873 47.26339 0.72182 40.37046 

F6 

Best 0.09532 0.080879 2.886997 0.252254 0.013248 

Mean 0.194232 0.292241 3.800719 0.647554 0.064784 

Median 0.188688 0.255115 3.736935 0.611378 0.058665 

Worst 0.348226 0.75842 4.850371 1.172757 0.16971 

std 0.075347 0.181696 0.527851 0.280888 0.043941 

F7 

Best 0.000159 0.000168 0.007604 0.001477 0.000605 

Mean 0.000712 0.000708 0.019206 0.004433 0.001779 

Median 0.00051 0.000688 0.018479 0.003685 0.001387 

Worst 0.002648 0.002187 0.04436 0.01033 0.004938 

std 0.000612 0.000488 0.007628 0.002554 0.001255 

F8 

Best −11713.3 −7613.49 −1394.45 −1495.31 −1807.46 

Mean −10512.5 −6358.62 −1212.82 −1245.57 −1721.44 

Median −10551.2 −6324.46 −1232.52 −1224.18 −1729.69 

Worst −9365.68 −5562.96 −976.635 −1123.85 −1630.81 

std 587.7064 538.2484 122.0762 104.0153 54.13894 

F9 

Best 0.00 0.00 156.667 1.062467 0.00 

Mean 0.00 0.00 228.0177 9.801018 1.11 × 10−5 

Median 0.00 0.00 228.634 9.824713 1 × 10−9 

Worst 0.00 0.00 331.7581 24.96968 0.000177 

std 0.00 0.00 46.40919 5.565812 3.96 × 10−5 

F10 

Best 4.44 × 10−15 4.44 × 10−15 20.81133 20.76487 8.88 × 10−16 

Mean 4.44 × 10−15 7.46 × 10−15 20.9608 20.92344 1.003597 

Median 4.44 × 10−15 6.22 × 10−15 20.99356 20.94465 7.99E-06 

Worst 4.44 × 10−15 1.51 × 10−14 21.0961 21.06309 20.01369 

std 0.00 3.69 × 10−15 0.091505 0.083433 4.474524 

F11 

Best 0.00 0.00 1.3 × 10−9 6.56 × 10−13 0.00 

Mean 0.00 0.00 0.007018 0.009891 1.83 × 10−16 

Median 0.00 0.00 1.44 × 10−8 4.55 × 10−12 0.00 
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Worst 0.00 0.00 0.029126 0.055407 3.66 × 10−15 

std 0.00 0.00 0.010243 0.015766 8.19 × 10−16 

F12 

Best 0.000362 0.000696 0.374956 0.006066 4.64 × 10−5 

Mean 0.001204 0.00268 2.805889 0.026151 0.026544 

Median 0.000948 0.00284 2.009833 0.023474 0.000309 

Worst 0.00325 0.004893 7.656863 0.047176 0.207386 

std 0.000792 0.001232 2.128936 0.013414 0.056802 

F13 

Best 0.00346 0.057519 2.372295 0.09955 0.011802 

Mean 0.033894 0.154385 3.298085 0.613832 0.173897 

Median 0.029259 0.140323 3.22876 0.609981 0.136817 

Worst 0.069341 0.378672 4.16073 1.044 0.700833 

std 0.020599 0.077659 0.565835 0.280029 0.157716 

F14 

Best 0.998004 0.998004 0.998004 0.998004 0.998004 

Mean 0.998004 0.998004 8.298683 3.892106 1.097209 

Median 0.998004 0.998004 10.76318 2.982105 0.998004 

Worst 0.998004 0.998004 18.30431 12.67051 2.982105 

std 0.00 1.02 × 10−16 5.533952 3.727681 0.443659 

F15 

Best 0.000307 0.000308 0.000308 0.00031 0.000307 

Mean 0.000307 0.00035 0.007136 0.003547 0.000602 

Median 0.000307 0.000313 0.000505 0.000546 0.000593 

Worst 0.000307 0.000582 0.031699 0.020363 0.001223 

std 1.99 × 10−19 6.8 × 10−5 0.010606 0.007255 0.000286 

F16 

Best −1.03163 −1.03163 −1.03163 −1.03163 −1.03163 

Mean −1.03163 −1.03163 −1.0253 −1.03158 −1.03163 

Median −1.03163 −1.03163 −1.03163 −1.03163 −1.03163 

Worst −1.03163 −1.03163 −0.99999 −1.03063 −1.03163 

std 2.22 × 10−16 1.53 × 10−16 0.012981 0.000223 5.09 × 10−17 

F17 

Best 0.397887 0.397887 0.39789 0.397888 0.397887 

Mean 0.397887 0.397887 0.397927 0.397891 0.397887 

Median 0.397887 0.397887 0.397907 0.397891 0.397887 

Worst 0.397887 0.397887 0.398082 0.397897 0.397887 

std 0.00 0.00 4.53 × 10−5 3.01 × 10−6 0.00 

F18 

Best 3.00 3.00 3.000009 3.00 3.00 

Mean 3.00 3.00 8.400078 3.000068 3.00 

Median 3.00 3.00 3.000084 3.000036 3.00 

Worst 3.00 3.00 84.00001 3.000238 3.00 

std 1.17 × 10−15 1.6 × 10−15 18.78799 6.53 × 10−5 1.13 × 10−15 

F19 

Best −3.86278 −3.86278 −0.30048 −0.30048 −0.30048 

Mean −3.86278 −3.86278 −0.30048 −0.30048 −0.30048 

Median −3.86278 −3.86278 −0.30048 −0.30048 −0.30048 

Worst −3.86278 −3.86278 −0.30048 −0.30048 −0.30048 

std 2.28 × 10−15 2.22 × 10−15 1.14 × 10−16 1.14 × 10−16 1.14 × 10−16 

F20 

Best −3.322 −3.322 −3.32148 −3.32198 −3.322 

Mean −3.2566 −3.29822 −3.07223 −3.22876 −3.21756 

Median −3.2031 −3.322 −3.20118 −3.26239 −3.322 

Worst −3.2031 −3.2031 −0.20816 −2.84039 −2.43178 

std 0.060685 0.048793 0.679321 0.125558 0.239908 

F21 
Best −10.1532 −10.1532 −10.0895 −10.1502 −10.1532 

Mean −10.1532 −10.1532 −5.89545 −8.51218 −9.77706 
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Median −10.1532 −10.1532 −4.90994 −10.1413 −10.1532 

Worst −10.1532 −10.1532 −2.58642 −2.62918 −2.63047 

std 3.21 × 10−15 2.8 × 10−12 2.775111 2.963153 1.682133 

F22 

Best −10.4029 −10.4029 −10.3637 −10.4024 −10.4029 

Mean −10.4029 −10.4029 −7.02119 −10.0134 −9.75463 

Median −10.4029 −10.4029 −9.8942 −10.3959 −10.4029 

Worst −10.4029 −10.4029 −1.82478 −2.76526 −2.75193 

std 3.36 × 10−15 5.02 × 10−15 3.57071 1.706042 2.031123 

F23 

Best −10.5364 −10.5364 −10.4599 −10.5348 −10.5364 

Mean −10.5364 −10.5364 −5.50502 −9.74305 −10.5364 

Median −10.5364 −10.5364 −2.83596 −10.5274 −10.5364 

Worst −10.5364 −10.5364 −1.66783 −2.42135 −10.5364 

std 4.12 × 10−8 2 × 10−15 3.728197 2.418464 1.58 × 10−15 
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Figure 11. The convergence curves of all algorithms for 23 benchmark functions. 
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Figure 12. Boxplots for all algorithms for 23 benchmark functions. 

5. Simulation Results 

The system under consideration in this study was constructed using the MATLAB 

software with the Simulink option. In addition, the ISNS algorithm was developed using 

the m.file option in the MATLAB software to execute the optimization process to deter-

mine the optimal PID controller parameters for each region as well as the control gains of 

the VIC based on SMES technology in the system under consideration. The simulation 

results have been performed on a laptop with an Intel Core i5-2.6 GHz, 4 GB RAM. More-

over, the performance of the studied system is estimated under various operating situa-

tions, according to the following scenarios: 

 Scenario 1: Estimation of system performance considering various optimization tech-

niques. 
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 Scenario 2: Estimation of system performance considering low and high renewable 

power penetration. 

 Scenario 3: Estimation of system performance considering high renewable power 

penetration and optimal VIC-based SMES technology. 

 Scenario 4: Estimation of system performance considering high renewable power 

penetration, low of system inertia, and optimal VIC based SMES technology. 

5.1. Scenario 1: Estimation of System Performance Considering Various Optimization 

Techniques 

The main goal of this scenario is to validate the superiority of the proposed ISNS 

algorithm over other optimization algorithms such as SNS algorithm, firefly algorithm 

(FA) [53], conventional Ziegler Nichols (ZN) [53], and a hybrid firefly algorithm and pat-

tern search technique (hFA-PS) [54]. The comparison has been made considering 5% step 

load perturbation (SLP) in area-1 in the beginning of simulation time where the system 

constraint (i.e., generation rate constraint) has been considered in the two areas. Addition-

ally, the ITAE has been considered as an objective function to evaluate the value of system 

output deviations. The optimal parameters of the proposed controller are listed in Table 

2. Additionally, Table 3 lists the performance indices of the considered system based PID 

controller considering various optimization algorithms. Moreover, the convergence curve 

of the proposed PID controller-based ISNS algorithm and PID controller-based SNS algo-

rithm has been displayed in Figure 13. Furthermore, Figure 14 displays the performance 

of the considered system in terms of frequency deviations for the two area and tie line 

power deviations. It is clear from Table 3 that the value of the objective function based on 

ISNS algorithm is the best in comparison to other optimization algorithms. Additionally, 

the proposed PID-ISNS enhanced the system performance than PID-GA, PID-ZN, and 

PID-hFA-PS by 97%, 51%, 23%, respectively. 

Table 2. The optimal parameters of the PID controller based on SNS and ISNS algorithms. 

Controller  Area �� �� �� N 

PID based SNS 
area-1 0.6329 0.7154 0.3378 100 

area-2 0.4078 0.0094 0.36685 100 

PID based  

ISNS 

area-1 0.9998 0.7193 0.5346 100 

area-2 0.0230 0.0001 0.3335 100 

Table 3. The performance indices for PID controllers based different optimization algorithms. 

Controller Objective Function Value (ITAE) 

PID based ZN [53] 0.6040 

PID based GA [53] 0.5513 

PID based BFOA [53] 0.4788 

PID based FA [54] 0.3240 

PID based hFA-PS [54] 0.2789 

PID based SNS 0.19248 

PID based ISNS 0.18951 
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Figure 13. The convergence cure of the PID controller based on (SNS, and ISNS) algorithms. 

 

Figure 14. The system under consideration performance for scenario 1. 

5.2. Scenario 2: Estimation of System Performance Considering Low and High Renewables 

Power Penetration 

The performance of the proposed PID controller based on ISNS algorithm has been 

checked by considering renewable power sources that linked to the considered two area 

power system in the presence of system nonlinearities and high load disturbance. Fur-

thermore, Figure 15a displays the resulted output power from the PV power station and 

wind farm in case of low renewables penetration, while Figure 15b displays the resultant 

output power from the PV power station and wind farm in case of high renewables pen-

etration. Moreover, Table 4 lists the optimal parameters of the proposed PID controller-

based ISNS algorithm. Furthermore, the operating conditions of this scenario have been 

listed in Table 5. The system response considering renewable power penetration (i.e., 7% 
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penetration, and 14% penetration) based on the proposed PID controller-based ISNS al-

gorithm is shown in Figure 16. The proposed PID controller-based ISNS algorithm mod-

erates the frequency deviance as well as the steady state errors and needs small settling 

time. 

Table 4. Optimal parameters of PID controller parameters considering RESs penetration. 

PID Area �� �� �� N 

PID for area1 9.97724 3.8356 7.25243 99.0354 

PID for area2 9.99972 9.73073 2.94446 99.2726 

Table 5. The operating conditions of the system under study for scenario 2. 

Source  Area  Start Time (s) End Time (s) 

Solar farm-1 Area-1 20 100 

wind farm-1 Area-1 40 100 

Solar farm-2 Area-2 60 100 

wind farm-2 Area-2 80 100 

Load disturbance Area-1 10 100 

 

 

(a) 

 
(b) 

Figure 15. (a). The output of PV farm and wind farm in case of low renewables penetration. (b). The 

output of PV farm and wind farm in case of low renewables penetration. 
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Figure 16. The system under consideration performance for scenario 2. 

5.3. Scenario 3: Estimation of System Performance Considering High Renewables Power 

Penetration and Optimal VIC Based SMES Technology 

The main aim of this situation is to evaluate the dependability of the investigated 

system with the proposed VIC based on SMES technology while taking into account RESs’ 

penetration levels and system uncertainties. The PID controller gains are the same gains 

obtained in the previous scenario to display the influence of the optimal traditional VIC-

based on ESS devices as well as the optimal VIC based on SMES technology. In contrast 

to all other studies, this scenario introduces the selection of control parameters of the pro-

posed VIC based on SMES technology. Furthermore, Table 6 lists the optimal parameters 

of the optimal gains of the VIC-based ESS devices and the optimal gains of the VIC-based 

SMES technology. Moreover, this scenario is divided into two cases to evaluate the ro-

bustness of the proposed control strategy (e.g., optimal PID controller based on the ISNS 

algorithm considering optimal control gains of VIC-based SMES technology). 

Case A: In this case, the renewable penetration has been considered low, as shown in 

Figure 15a, where all sources (i.e., solar farms 1,2 and wind farms 1,2) have been started 

at the same time at t = 10 s, and a 5% SLP change at t = 50 s. Figure 17 depicts the system’s 

response to this case. It is clear that, during the increase of RESs’ penetration at t = 10 s, 

there are large frequency fluctuations in the case of no VIC, which makes the system un-

stable. However, there are fewer deviations in the case of optimal VIC-based ESS devices, 

which makes the system less stable. However, the response of the system with the consid-

ered optimal VIC-based SMES technology is very stable in comparison to other considered 

strategies. At that point, the proposed control strategy is able to suppress the fluctuations 

resulting from renewables penetration. 

Case B: In this case, the renewable penetration has been considered high, as shown 

in Figure 15b. The operating condition of this case is similar to the operating conditions in 

Table 5. The system response for this case is displayed in Figure 18. Obviously, the pro-

posed control strategy enhances the system performance in less time and does not influ-

ence the high renewable penetration in comparison to the system response based on tra-

ditional VIC-based ESS devices and no VIC. 
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Table 6. The optimal parameters for VIC considering ESS devices and SMES technology 

Control Strategy  Parameters Area-1 Area-2 

Optimal VIC based ESS devices �� 3 3 

Optimal VIC based SMES technology  

�� 1.3580 0.1759 

��� 0.0216 0.0150 

����� 0.1152 1.6677 

5.4. Scenario 4: Estimation of System Performance Considering High Renewables Power 

Penetration, Low of System Inertia, and Optimal VIC Based SMES Technology 

The main objective of this scenario is to evaluate the reliability of the investigated 

system with the proposed VIC based on the SMES system while taking into account RESs’ 

penetration levels and system uncertainties and losses of system inertia. The losses of the 

system inertia are considered to be 50% from their nominal value. The operating condi-

tions of this scenario are the same as have been considered in Table 5 considering high 

renewables penetration. Moreover, Figure 19 displays the system response of this scenario 

considering low system inertia. According to Figure 18, in case of no VIC, the frequency 

of the system fluctuates extremely due to the high renewables penetration and the loss of 

system inertia. Furthermore, by applying the traditional VIC-based ESS devices, the fre-

quency fluctuates less and becomes in an acceptable range. However, the frequency be-

comes stable and all the system deviations can be robustly damped using the proposed 

optimal VIC-based SMES technology. 

 

Figure 17. The system under consideration performance for case A, scenario 3. 
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Figure 18. The system under consideration performance for case B, scenario 3. 

 

Figure 19. The system under consideration performance for scenario 4. 

6. Conclusions 

The conclusion of this study can be summarized in the following points: 

 An improved version of the SNS algorithm known as ISNS has been proposed to 

eliminate the demerits of the SNS algorithm (i.e., changing the exploration phase). 

 The superiority of the proposed ISNS algorithm has been validated by comparing its 

performance with conventional SNS, TSA, GWO, and WHO techniques based on a 

bench functions test. 
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 According to the superiority of the ISNS algorithm, it has been applied to tune the 

PID controller parameters in a hybrid two area power system, considering system 

nonlinearities, high renewable power penetration, and load disturbance. 

 With the high renewable power penetration, the inertia of the system decreases and 

the instability problem occurs. An efficient control strategy based on optimal VIC 

based on SMES technology has been proposed to compensate for the losses in the 

system inertia. 

 Selecting the control gains of the proposed strategy based on the ISNS algorithm to 

improve the performance of the system effectively. 

 More than one scenario has been tested to validate the effectiveness of the proposed 

control strategy considering different operating conditions (i.e., low renewable 

power penetration, high renewable power penetration, losses of system inertia). 

 The system performance with the proposed strategy (e.g., optimal VIC based on 

SMES technology) has been improved by 50% and 90% compared to the systems 

based on the traditional optimal VIC-based ESS devices and the systems without VIC. 
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Nomenclature 

ESS Energy storage system 

SMES Superconducting magnetic energy storage 

VIC Virtual inertia control 

SCL Secondary control loop 

ISNS Improved social network search algorithm 

PID Proportional-integral derivative 

VRE Variable renewable energy 

RESs Renewable energy sources 

DTR Dynamic thermal rating 

LFC Load frequency control 

MPC Model predictive control 

LAPO Lightning attachment procedure optimization 

VSG Virtual synchronous generators 

GDB Governor dead band 

GRC Generation rate constraint 

PCS Power conditioning system 

PSO Particle swarm optimizer 

IAE Integral Absolute Error 

ITAE Integral Time Weighted Absolute Error 

ISE Integral Square Error 

ITSE Integral Time Weighted Square Error 

TSA Tunicate swarm algorithm 

GWO Gray wolf optimizer 

WHO Wild horse optimizer 
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∆��� The mechanical power deviation of area i 

∆��� The load change of area i 

∆����,� The deviations of the tie-line power among area-i, 

∆ ���� The wind turbine’s output power of area i 

∆ ���� The PV system’s output power of area i 

��� The governor’s time constant of area i 

��� The turbine’s time constant of area i 

��� The reheater gain of area i 

��� The time constant of the reheater of area i 

�� The governor’s speed regulation of area i 

∆��� The regulating of the system frequency of reheat power plant of the area i 

���� The wind turbine time constant of area i 

∆�����,� The wind power variation of area i 

� ���
 The PV time constant of area i 

∆������,� The solar power variation of area i 

n The number of the controlled area 

��� The synchronization time between two controlled areas 

�� The area bias factor 

���� The area control error of area i 

��� The power system’s time constant of area i 

��� The power system gain of area i 

��� The maximum circuit bridge voltage 

�� The current flowing through the inductor 

�� The damping resistor 

∆�� The inductor voltage deviations 

����� The control gain for the SMES loop 

���  The convertor time constant of the SMES 

��� The SMES feedback gain 

∆�� The inductor current deviation 

L The induction coil 

�� The vector of the jth user’s view 

�� The vector of the ith user’s view 

�� The vector of the issue 

AF The admission factor 

�� The group size 

� The dth variable 

����
�  The new idea 

��
� The current idea 

kd The derivative gain 

ki The integral gain 

kp The proportional gain 

N The derivative filter coefficient 

J The inertia gain 

���,����The SMES negative feedback gain 

Appendix A 

The parameter values of the studied two-area power system are listed as follows 

[40,43]: 

R1 = R2 = 2.4 Hz/MW, ��� = ���= 0.08 s, ��� = ��� = 0.3 s, ��� = ��� = 0.5, ��� = ��� = 10 

s, ��� =  ��� = 10, ��� =  ��� = 20 s, B1 = B2 = 0.425 MW/Hz, ��� = 0.086 s, ��� = 1, 

���� = ���� = 1.5 s, ��� = 1, ����= ���� = 1.85 s, ��� = −1. 
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