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Abstract: It has become a hot issue to integrate the carbon market, energy market, and financial
market into one system and explore the relationship among them. Considering that the carbon
market, energy market, and financial market all have chaotic characteristics to varying degrees, this
paper proposes a theoretical framework to study the linkage relationship among the three markets on
the basis of the method of the Multiplex recurrence network. Firstly, we built a multiplex recurrence
network of carbon-energy-financial market. Then, based on the connection relationship among nodes
of the recurrence network of each market, the degree distribution of nodes of each market, and the
information entropy theory, we put forward several metric indicators to explore the correlativity and
mutual guidance relation among carbon market, energy market and financial market from micro
and macro perspectives. Using the data generated by the deterministic system, the effectiveness
of the defined index was confirmed by numerical simulation. The empirical analysis of the carbon
market, energy market, and financial market revealed the evolution process of the increasingly close
connection between the three markets, and we found that the carbon market plays an increasingly
important role in the world capital market system. Based on the research results, we propose some
suggestions for market decision-makers, enterprises, and investors.

Keywords: carbon market; energy market; financial market; multiplex recurrence network
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1. Introduction

Since the Industrial Revolution, carbon dioxide emissions have increased every year,
and so far, humans have put more than 1.5 trillion tons of carbon dioxide into the atmo-
sphere. Most greenhouse gases come from heavy industry, vehicle exhaust, and deforesta-
tion. Once greenhouse gases exceed atmospheric limits, the greenhouse effect will occur.
This will lead to problems such as melting ice caps, extreme weather and rising sea levels,
which in turn threaten human existence. As a result, it is imperative for the whole world to
effectively reduce greenhouse gas emissions and curb global warming. The entry into force
of the Kyoto Protocol has greatly promoted the development of the international carbon
market, which has gradually become an important tool to curb global carbon emissions.
In order to better manage companies’ carbon dioxide emission reduction, the European
Union has established the world’s first carbon emissions trading market on a large scale,
the European Union Emissions Trading Scheme (EU ETS). By the end of 2018, 20 carbon
markets had been established worldwide, covering eight percent of global greenhouse
gas emissions and located in countries and regions that account for 37 percent of the
global economy. Emissions trading schemes use the market economy to promote global
greenhouse gas reduction and achieve emission peak and carbon neutrality [1]. Carbon
emission trading allows carbon emission rights to be exchanged as a commodity. Therefore,
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people began to focus on the link between the carbon market and the international financial
market, energy, and other commodity markets. Current theoretical studies show that the
carbon market is connected with other capital markets mainly through two channels. One
is return spillovers, which are linked through the price discovery process. The other is
“volatility spillover”, in which a shock in one market can adversely affect the willingness of
market participants to hold risk in any market. As well, some studies show that energy
assets and non-energy assets affect the carbon market in different ways [2].

In recent years, most scholars have tended to focus on the carbon-energy markets links.
Mansanet Bataller et al. [3] first revealed the connection between the energy market and
carbon price from an economic view. Alberola et al. [4] verified that all the energy drivers
emphasized by Bataller et al. did have an impact on EUAs’ price changes during the whole
data period. Zachman [5] confirmed the existence of nonlinear interaction between fuel, car-
bon, and electricity price, in which electricity price can be expressed as a linear combination
of changes in fuel and carbon price. Hammoudeh et al. [6] studied the influence of fluctua-
tion between EUA and crude oil price through the nonlinear autoregressive distributed lag
(NARDL) model, and then discovered the continuous negative impact of crude oil price
on EUA price. Ortas et al. [7] verified that carbon assets and energy commodities embody
different leading/lagging motions at different time frequencies through a method based on
wavelet coherence analysis. Zhang et al. [8] adopted the threshold dynamic conditional
correlation GARCH model and the complete BEKK GARCH model to conclude that both
the coal-carbon market and the carbon-natural gas market had obvious one-way volatility
spillover, and that the carbon market is observably positively correlated with the fossil
energy market. Wang et al. [9] used the DY spillover index to reveal the existence of an
asymmetric spillover effect between the carbon market and energy market, and proved
that such spillover effect changes over time. Ji et al. [10] showed that brent crude oil price
had a non-negligible impact on EUA price volatility and risk. Using VAR-GARCH model,
Lee et al. [11] found that the spillover effect between EUA and Brent crude oil market was
stronger than the volatility spillover effect among EUA, biofuels and Brent crude oil mar-
ket. Xu et al. [12] made some studies on the information connection of the carbon-energy
market system by introducing a multilayer recurrence network. EI Amri et al. [1] found
that the price determinants of EUA in the third stage of EU ETS included changes in brent
crude oil price and coal price, and its price was affected by economic activities and Novel
Coronavirus disease, etc.

With the integration and financialization of the world economy, more and more schol-
ars tend to study the carbon market from a financial perspective in view of the obvious
property of the carbon market as a financial asset [13]. Most of the current research on
the “carbon-financial” market system focus on the relationship between the carbon market
and stock market. Specifically, Oberndorfer [14] studied the development of the energy
market from the perspective of the stock market. Chevallier [15] then demonstrated the
weak correlation between carbon prices and stocks and bonds prices. Subsequently, Cheval-
lier [16] confirmed the connection between macro economy and carbon price by fitting
the FAVAR model with macroeconomic, financial, and commodity data. Tian et al. [17]
showed that strong market shocks to a large extent drove the relationship between the EUA
market and stock returns of power companies, and the fluctuations of the two markets
were remarkably consistent. Oestreich et al. [18] demonstrated the explanation of carbon
risk for cross-sectional changes in stock returns and the apparent carbon premium in
stock returns.

At present, it has become a hot issue to integrate carbon market, energy market and
financial market into one system and discuss the relationship between the three. The
following is a brief review of relevant literature on the carbon-energy-financial system.
Creti et al. [19] studied the decisive factor of carbon price in the two phases of EU ETS and
found that energy price was a key factor of carbon price, and the increase in oil price and
conversion price would lead to the increase of carbon price. The growing role of carbon
markets in the economy is also confirmed by studying the influence of carbon prices on
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stock prices in this paper. Koch [20] based on the MGARCH model of smooth transition,
studied the price connection between carbon allowance and market fundamentals in EU
ETS and found that there are connections between the carbon market and financial market.
Song et al. [21] explored the spillover relationship between the price of EUA futures and the
price of 19 financial, energy, and other asset categories through the ARMA (1,1)-CGARCH
model. The research results show that there are volatility risks and information transmission
among the carbon futures market and the financial, energy and other asset categories, in
which the relationship with the financial market is slightly stronger, and this transmission
relationship is dynamic with the development of the EU carbon market. Tan and Wang [22]
revealed that the carbon price was significantly affected by energy prices and financial
risk factors in the three stages of EU ETS through quantile regression. By studying the
price determination mechanism of the carbon market, Ji et al. [23] found that the energy
market influences enterprise emissions and then carbon market through changing energy
prices, and financial market influences carbon market through price signals. Tan et al. [2]
investigated the system-wide correlation of returns and volatility among EUA and selected
commodities and the two financial market assets in the “carbon-energy-financial” market
system by the modified Lanne-Nyberg DY spillover index model. It is found that EUA
has a higher correlation with energy markets than with financial markets, and the carbon
market has a closer correlation with the stock market among the connection between
carbon market and each financial asset. Liu et al. [24] systematically investigated the return
spillover effect among the carbon market, renewable energy markets, financial markets
and energy markets from 2008 to 2021, and found that the carbon market was increasingly
linked to the world capital markets. Yao et al. [25] constructed a carbon-energy-stock
system to compare information spillovers among the three subsystems under a unified
framework, and adopted a connectivity network to identify the roles and positions of
carbon market, energy market, and stock market, and discussed the dynamic evolution
process of information spillovers.

As shown above, these literatures have explored the interdependence between car-
bon, conventional energy, and financial assets, but there are still some issues that need
to be explored. Most of these studies have focused on two of these markets, and the
systematic study of the linkages between “carbon-energy-finance” markets is incomplete.
We can see that the relationship between markets is currently mainly studied through
econometric models, such as the VAR model, GARCH model, wavelet method, Granger
causality test, etc. Most of these econometric methods are based on smooth, linear data
and are easily affected by the type and distribution of data. With the construction and
development of carbon market, carbon price fluctuation is not only affected by the internal
market mechanism, but also affected by the heterogeneous environment. Carbon price
fluctuation presents a complex nonlinear dynamic evolution process. How to scientifically
evaluate the role of carbon market in the whole social and economic system? How to
accurately measure the signal transmission between carbon market price information and
other markets? An in-depth analysis is needed from a new perspective.

For the past few years, recurrence quantitative analysis and recurrence networks
have shown certain advantages in dealing with nonlinear time series [26–29], which have
been widely used in finance, energy, engineering, life science and other fields to reveal
nonlinear, autocorrelation, fractal and other characteristics of the system. In order to
systematically analyze the linkage relationship of carbon-energy-financial market from
the perspective of network, we made the following contributions in this study. Firstly,
we combine multilayer networks with recurrence networks, then propose a method for
constructing time-varying multilayer recurrence networks (TMRN) and delay time-varying
multilayer recurrence networks (DTMRN), and further propose a new correlation index.
Compared with traditional econometric methods, this method does not need to consider the
data distribution and whether the data is stable. It also applies to nonlinear data, which is
obviously more suitable for the complex data types in the current era of big data. Secondly,
we use the construction of multilayer recurrence networks to integrate carbon market,
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energy market and financial market into a system to analyze the relationship between
them. Using the two indexes we propose, we examine the correlation and lead relationship
among the three markets. By comparing the results of the three stages of the EUcarbon
market construction, we reveal the evolution process of the increasingly close connection
between the three markets, and also find that the carbon market is playing an increasingly
important role in the carbon-energy-financial system. Finally, we quantitatively describe
the evolution of the price signal of the EU carbon market gradually coming into play,
and reveal the information spillover effect among the carbon market, energy market, and
financial market. Our results may provide some new ideas for policymakers to formulate
policies in the process of carbon market construction and carbon neutrality. As the carbon
market matures, it also provides an alternative asset investment channel for investors.
Given the increasingly close links between the carbon market and other markets, it is
reasonable to suggest that market participants should consider the development of the
carbon market when investing in order to maximize profits. At the same time, based on the
results of the leading relationship, that is, the carbon market leads the energy market and
financial market in the current phase, it can also provide some basis for investors to make
decisions. Investors can pick up on signals from the carbon market to optimize corporate
portfolios [23,25,30,31].

The rest of the article is laid out as follows. In the second section, we present the
research method used in this paper. In the third section, we conduct a numerical simulation
to verify the effectiveness of the network-based indicators. In the fourth section, we inquire
into the correlation and guiding relationship between carbon market, energy market and
financial market by using the multilayer recurrence network. In the fifth section, we give
the conclusion.

2. Materials and Methods

Numerous studies have indicated that carbon price, energy price and stock price of
financial market all have chaotic characteristics to varying degrees [32–34]. Phase space
reconstruction is an effective method to recover and characterize the prime dynamical
system from time series data with chaotic characteristics [35]. In this paper, the proposed
method is based on phase space reconstruction theory, the basic idea is as follows: Firstly,
the phase space of carbon price, energy price and stock price data of financial market is
reconstructed. Then, each phase point in the phase space is treated as a node of the network,
and the connection between nodes is established under a certain threshold value, so as to
construct the recurrence network of carbon price, energy price and stock price. Finally, the
correlation analysis and guidance relationship analysis models are constructed respectively
by using the microscopic topological structure and degree distribution characteristics of the
network. In this section, we first review the definition of recurrence network and multilayer
recurrence network, then introduce the construction steps of time-varying multilayer
recurrence network and correlation indicators, and finally explain the construction steps of
delay time-varying multilayer recurrence network and leading relationship indicators.

2.1. The Definition of RN and MRN

The recurrence network (RN) is defined as follows [36]: Let {ui}N
i=1 be a set of time series

with N real numbers, then it can be reconstructed as a locus
→
x i =

(
ui, ui+τ, . . . , ui+τ(M−1)

)
with time delay embedding in its phase space, where M represents the embedding dimen-
sion and τ represents the embedding delay. For the trajectory

→
x i

(
i = 1, . . . , N,

→
x i ∈ RM

)
,

define the adjacency matrix A =
{

Aij
}

of RN, where, if
→
x j falls in the neighborhood of

→
x i

(ε-radius sphere), then i and j are connected, that is, Aij = 1, otherwise Aij = 0.
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In order to study multivariable time series, the multi-layer recurrence network (MRN)
method is introduced by combining recurrence network with multilayer network method [37],
which is defined as follows: Let {x(t)}N

t=1 be a m-dimensional multivariate time series, where
x(t) = (x1(t), x2(t), . . . xm(t)) ∈ Rm. Then, we can construct a multilayer recurrence network
by creating the RN of the Kth component of x(t), which corresponds to the κ layer of the
multilayer network. Its adjacent matrix is denoted as A[κ] =

(
a[κ]ij

)
, and if nodes i and j are

connected in the κ layer, then a[κ]ij = 1 otherwise, a[κ]ij = 0.

2.2. The Correlation Measurement Based on TMRN

Carbon price, energy price and stock price of financial market show complex fluctu-
ation characteristics over time. In order to describe the fluctuation characteristics of the
several market prices in different periods, time parameter is introduced to construct time-
varying multilayer recurrence network (TMRN).

Let X =
{

xij
}

M×N be a multivariate time series data, where M represents the number
of time series, N represents the length of each time series. The steps for constructing the
time-varying multilayer recurrence network are as follows:

Step1: Build sliding window. Firstly, we determine the sliding window size L and
setting the sliding step s, then we can obtain T = ϕ

[
N−L

s + 1
]

time window, where ϕ is
Gauss function.

Step2: Construct time-varying single-layer recurrence network. The phase space is
reconstructed in each time window and the corresponding recurrence network is obtained.
The adjacency matrix on the layer α in the sliding window t is defined as A[α]

t =
[

A[α]
ij (t)

]
.

If the phase space distance between node i and node j on layer α in the tth sliding window
is less than the threshold value, a connecting edge is established between node i and
node j, i.e., A[α]

ij (t) = 1, otherwise, A[α]
ij (t) = 0.

Step3: Construct time-varying multilayer recurrence network. The recurrence network
obtained by mapping each time series is regarded as a layer, and the layers are connected
according to the corresponding time, and then the time-varying multilayer recursive
network is constructed. The adjacency matrix At of time-varying multilayer recurrence
network in the t th sliding window can be expressed as:

At =


A[1]

t 1N · · · 1N

1N A[2]
t

. . .
...

...
. . . . . . 1N

1N · · · 1N A[M]
t


NM×NM

where 1N is the identity matrix.
From the constructed TMRN, referring to indexes presented in the literature [12], we

propose the following indexes to measure the time-varying correlation between time series,
and the calculation formula is

ω(t) =
∑i ∑j>i+1 ∑α a[α]ij (t)−∑i ∑j>i+1

(
1− δ

0. ∑α a[α]ij (t)

)
(M− 1)∑i ∑j>i+1

(
1− δ

0. ∑α a[α]ij (t)

) (1)

where t = 1, 2, . . . , T and α = 1, 2, . . . , M, ω(t) ∈ [0, 1]. If at time t, the network connection
structure of each layer is completely the same, then ω(t) = 1. If the connection structure of
each layer is completely different at time t, then ω(t) = 0.
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Then, based on the degree distribution of each layer network nodes and the informa-
tion entropy theory, we can define the mutual information between layers at time t, and
the equation is as follows:

Iα,β(t) = ∑
k[α](t)

∑
k[β](t)

P
[
k[α](t), k[β](t)

]
log

P
[
k[α](t), k[β](t)

]
P
[
k[α](t)

]
P
[
k[β](t)

] , (2)

where, t = 1, 2, . . . , T, α and β respectively represent α layer and β layer in the multi-
layer recurrence network, P

[
k[α](t)

]
represents the degree distribution of α layer net-

work at time t, and P
[
k[α](t), k[β](t)

]
represents the joint degree distribution of network at

α layer and β layer at time t. The equation for calculating the average mutual information
of the whole system is as follows:

I(t) =
2

M(M− 1) ∑
j>i

Ii,j(t). (3)

Therefore, we can measure the dynamic correlation between time series by using the
two indicators defined from the micro and macro levels respectively. As well, compared
with the traditional correlation measurement method between time series, the measurement
indexes based on Equations (1)–(3) reflect the information of original time series through
the network topology, including both linear and nonlinear information.

2.3. The Causality Measurement Based on DTMRN

The relationship between systems is very complex, so in addition to studying the
interaction between systems, sometimes we also need to determine whether there is a
causal relationship or mutual guiding relationship between systems. Therefore, based on
the construction of time-varying multilayer recurrence complex network, we introduce
the time-delay parameter τ, and then give the construction steps of delay time-varying
multilayer recurrence network as follows:

Step1: Determine the time delay τ and build sliding window, and then we can obtain
Tτ = ϕ

[
N−L−τ

s + 1
]

time window.
Step2: Reference time series and contrast time series are selected, and then recurrence

network of reference time series at time t and contrast time series at time t + τ or t− τ are
constructed respectively.

Step3: We take the recurrence network mapped from the reference time series at
time t and the recurrence network mapped from the contrast time series at time t + τ as
one layer of the multi-layer network respectively, and then we build the edge between
layers on the basis of the corresponding time. Thus, the delay time-varying multilayer RN
is constructed.

In this way, we obtained the construction schematic diagram of delay time-varying
recurrence network mapped from multivariate time series, as shown in Figure 1.

To measure the time-delay and time-varying correlation between time series, we take
layer α as the reference layer and layer β as the contrast layer, and calculate the time-delay
and time-varying correlation index between layer α and layer β as follows:

ωα,β(t, τ) =

∑i ∑j>i+1

(
a[α,t]

ij + a[β,t+τ]
ij

)
−∑i ∑j>i+1

(
1− δ

0.(a[α,t]
ij +a[β,t+τ]

ij )

)
∑i ∑j>i+1

(
1− δ

0.(a[α,t]
ij +a[β,t+τ]

ij )

) (4)
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where t = 1, 2, . . . , T; and a[α,t]
ij and a[β,t+τ]

ij are the adjacency matrix elements of the net-
work of layer α at time t and layer β at time t + τ respectively. Obviously ωα,β(t, τ) ∈ [0, 1].
If the network connection structure of layer α at time t and layer β at time t + τ are exactly
the same, then ωα,β(t, τ) = 1; if the network connection structure of layer α at time t is
completely different from that of layer β at time t + τ, then ωα,β(t, τ) = 0. According to
Equation (4),

ωα,β(t, τ) = ωβ,α(t,−τ) (5)

Therefore, the time delay correlation of the whole system can be expressed in the
following matrix form:

W(t, τ) =


ω1,1(t, τ) ω1,2(t, τ) · · · ω1,M(t, τ)

ω1,2(t,−τ) ω2,2(t, τ) · · · ω2,M(t, τ)
...

...
...

...
ω1,M(t,−τ) ω2,M(t,−τ) · · · ωM,M(t, τ)

 (6)

where the main diagonal element represents the time-delay correlation coefficient of each
time series.

Then, to measure the leading relationship among various time series, we define the
following indexes:

Qω(t, τ) =
ωα,β(t, τ) + ωα,β(t,−τ)

2
(7)

qω(t, τ) =
ωα,β(t, τ)−ωα,β(t,−τ)

2
(8)

Apparently, Qω(t, τ) ∈ [0, 1], and qω(t, τ) ∈ [−1/2, 1/2]. If the two series are in
complete synchronization at time t, then Qω(t, τ) = 1; if α time series is ahead of the
β time series, then qω(t, τ) > 0, otherwise, qω(t, τ) < 0. Therefore, using the magnitude of
Qω(t, τ) and the positive value or negative value of qω(t, τ), we can measure the mutual
guiding relationship between the two sets of time series in different time periods.

Similarly, based on the degree distribution of network nodes of each layer and the
information entropy theory, we can define the mutual information between layers with
time-delay τ at time t, and the calculation equation is as follows:

Iα,β(t, τ) = ∑k[α](t) ∑k[β](t+τ)
P
[
k[α](t), k[β](t + τ)

]
log

P
[
k[α](t), k[β](t + τ)

]
P
[
k[α](t)

]
P
[
k[β](t + τ)

] , (9)

where, t = 1, 2, . . . , T, τ ≥ 0, α and β represent layer α and layer β in the multi-layer
recurrence network respectively, and P

[
k[α](t)

]
is the degree distribution of α layer network

at time t, and P
[
k[α](t), k[β](t± τ)

]
is the joint degree distribution of the α layer at time t

and the β layer with delay τ. Using Equation (9), similarly, we can define the measure index
of mutual guiding relationship of multivariate time series based on mutual information
between layers.

QI(t, τ) =
Iα,β(t, τ) + Iα,β(t,−τ)

2
, qI(t, τ) =

Iα,β(t, τ)− Iα,β(t,−τ)

2
(10)

Similarly, if they are in synchronous state, then QI(t, τ) gets the maximum value; If
the α time series is ahead of the β time series, then qI(t, τ) > 0, otherwise, qI(t, τ) < 0.
Therefore, with the help of the value of QI(t, τ) and the positive or negative value of qI(t, τ),
we can also measure the mutual guiding relationship between the two sets of time series in
different time periods.
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To sum up, we can obtain the measurement flow chart of correlation (including
correlation relation and leading relation) between systems based on multi-level recurrence
network, as shown in Figure 2.
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3. Numerical Simulation

In this section, we use a one-dimensional coupled mapping lattice (CML) model with
dissipative nearest neighbor coupling and a coupled R

..
ossler system to verify the validity of the

correlation measure and guiding relation measure proposed in Sections 2.2 and 2.3 respectively.

3.1. Test of Correlation Measures

First, we consider a one-dimensional coupled mapping lattice (CML) model with
dissipative nearest neighbor coupling:

x[α](t + 1) = (1− ε) f
[

x[α](t)
]
+

ε

8

(
f
[

x[α−1](t)
]
+ f

[
x[α+1](t)

])
(11)

Assuming periodic boundary:

x[M+α](t) = x[α](t) (12)

where ε ∈ [0, 1] represents the coupling strength, f (x) = 4x(1− x) is a chaotic mapping.
Based on chaotic dynamics theory, we know that when ε takes different parameters, the cou-
pled system (11) will produce rich dynamic behaviors such as fully developed turbulence
(FDT) state, pattern selection (PS) state or different forms of spatio-temporal intermittency
(STI) state [38]. At first, let M = 5, coupling strength ε ∈ [0, 0.4], Take the initial value for
[0.0066, 0.0004, 0.0085, 0.0093, 0.0068], to reduce the calculation time, each time sequence
length is set as 50, and the evolution image data is shown in Figure 3a. Then we build
a time-varying multilayer RN with embedding parameter τ = 2, m = 6, and obtain the
evolution of the index ω with the coupling strength ε, as shown in Figure 3b. In order to
further check the stability of ω, noise interference is added to the coupling system. A noise
sequence with SNR = 70 dB is added to the first sequence x[1], and the new data evolution
image was obtained as shown in Figure 3c. At this time, Figure 3d show the evolution
result of the corresponding index ω with the coupling strength ε.
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From Figure 3b, we can observe that the state of system jumps with the coupling
parameters. When 0 ≤ ε < 0.1, the correlation number of the system is small, and the
system is in the state of fully developed turbulence (FDT). When 0.1 ≤ ε < 0.194, the
correlation number increases significantly, and the system changes to pattern selection (PS)
state. When 0.194 ≤ ε < 0.224, the correlation number of the system decreases rapidly
and tends to be stable, and the system returns to the fully developed turbulence state
again. When 0.224 ≤ ε ≤ 0.4, the correlation number of the system increases rapidly and
keeps oscillating at a high level, and the system transitions to the state of spatio-temporal
intermittent (STI). After adding the noise signal with a SNR of 70 db, the evolution result of
the noise interference system ω with the coupling parameter ε was calculated (Figure 3d).
We can see that the indicator ω can still reflect the state change characteristics of the
coupling system, indicating that the indicator ω has a good anti-noise ability.

To verify the effectiveness of indicator I, the initial value of CML of the coupling
system was set as [0.00001562, 0.00005104, 0.00009650, 0.00007028, 0.00004737], and the
evolution image of the obtained data is shown in Figure 4a. The calculated evolution image
of indicator I with coupling strength ε is shown in Figure 4b.
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Figure 4. Numerical simulation results: (a) the numerical simulation data of CML model (b) The
evolution image of I with coupling strength ε.

We can see from Figure 4b that the change of index I can reflect the change of the cou-
pling system state. In general, the numerical simulation results show that by constructing
a time-varying multilayer recurrence network to calculate the cross-correlation metric ω
and mutual information index I, we can observe the jump phenomenon of ω and I as the
coupling strength ε increases, and each jump reflects the change of the coupling system
state. It shows that the two indexes defined in this paper are effective in revealing the
interaction relationship of the system. In practical application, we can choose which indexes
to analyze the actual system based on experiments according to the purpose of analysis.

3.2. Test of Leading Relationship Measures

Consider two mutually coupled R
..
ossler system:

.
x1 = −(1 + v)x2 − x3
.
x2 = (1 + v)x1 + ax2 + µ(y2 − x2).
x3 = b + x3(x1 − c)

,


.
y1 = −(1− v)y2 − y3
.
y2 = (1− v)y1 + ay2 + µ(x2 − y2).
y3 = b + y3(y1 − c)

(13)

In this coupling system, variables x2 and y2 are coupled with each other. We take
parameters a = 0.2925, b = 0.1, c = 8.5, ν = 0.02, µ = 0.03, and the simulation step size
∆t = 0.02. The obtained evolution images of variables x2 and y2 is shown in Figure 5a.
To reduce the influence of initial values, we take the data of x2 and y2 in the interval
[4, 13.98] as sample data, as shown in Figure 5b. From the selected time period, the change
of variable x2 lead that of variable y2. Indexes of mutual leading relationship between
systems Qω

τ , qω
τ , QI

τ and qI
τ are calculated as shown in Figure 5c,d respectively.
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Figure 5. Simulation results of measurement index of guidance relationship in the R
..
ossler system:

(a) evolution of variables x2 and y2; (b) Data evolution diagram of variable x2 and y2 of interval
segment [4, 13.98] extracted from (a); (c) evolution image of indexes of mutual leading relationship
Qω

τ , qω
τ with time delay τ; (d) evolution image of indexes of mutual leading relationship QI

τ , qI
τ with

time delay τ.

As shown in Figure 5c, the maximum value of Qω
τ is obtained when the time delay τ

takes a value slightly above 0.6, indicating that the two systems have reached the synchro-
nization state at this time, while the value of qω

τ is greater than 0, that is the first system
(x2) leads the second system (y2). As we can see from Figure 5d, QI

τ reaches the maximum
value when the delay τ is slightly greater than 0.7, indicating that the two systems are in a
synchronous state at this time, and qI

τ is greater than 0, which also indicates that x2 leads
y2. This result is consistent with our previous data selection. Therefore, it shows that the
index defined based on the inter-layer network connection and degree distribution of each
layer can effectively measure the mutual leading relationship between systems.

4. Empirical Analysis

In this section we will choose from 7 July 2008 to 30 November 2021, EU carbon market
price data, brent crude oil prices data in energy market and S&P 500 price data in financial
market as sample data. To make the data comparable, we removed the missing value at
certain time points and finally obtained 3197 data for each market. To study the relationship
among the three markets in different periods, we divided the time into three phases: the
period from 7 July 2008 to 31 December 2012 belongs to the second stage of the EU carbon
market development, which is denoted as Phase-I. The period from 1 January 2013 to
31 December 2020 is the third stage of the EU carbon market construction, denoted as
Phase-II; the period from 1 January 2021 to 30 November 2021 is included in the Fourth
Phase of the EU carbon market construction, referred to as Phase-III.
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4.1. Carbon-Energy-Financial Market Linkage Analysis of Phase-I

In Phase I, price data of EU carbon market, Brent crude oil price data of energy market
and S&P 500 data of financial market are drawn in Figure 6a–c respectively.
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In Phase-I, the descriptive statistical results of sample data of EU carbon market, Brent
crude oil market and S&P 500 market is shown in Table 1. It can be seen that the skewness
of the carbon price is 0.05063, greater than 0, indicating that it follows the right skewness
distribution; while the skewness of the Brent price data and S&P 500 price data are both
less than 0, which are −0.56971 and −0.79530 respectively, indicating that they both follow
the left skewness distribution. The kurtosis of carbon price and Brent crude oil price data
are both less than three, while the kurtosis of the S&P 500 is greater than three, manifesting
that the distribution density curve of the carbon data and Brent data is flatter than that of
normal distribution when it is close to the peak, while the curve of the S&P 500 price data is
steeper than that of normal distribution when it close to the peak. According to Jarque-bera
test results, the null hypothesis is rejected at the significance level of 1%, that is to say, the
selected data does not conform to the normal distribution. According to the results of ADF
test, the t value of carbon price data, Brent price data and S&P 500 price data are all greater
than the critical value under the significance level of 1%. Therefore, the null hypothesis is
accepted, indicating that there are unit roots in these three sets of time series, that is, the
sample data series are non-stationary.

Table 1. The descriptive statistical results of sample data in Phase-I.

Index Carbon Price Brent Price S&P 500 Price

mean 15.10450 95.95317 1214.53100
maximum 27.51000 144.49000 1465.77000
minimum 5.72000 39.55000 676.53000

SD 5.76818 21.37401 154.12470
skewness 0.05063 −0.56971 −0.79530
kurtosis 1.87195 2.60877 3.46982
JB test 51.52350 * 58.29570 * 110.48760 *

ADF test −1.57482
(−3.43694)

−2.22421
(−3.43692)

−1.53197
(−3.43692)

* represents the result at the 1% significance level.
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For the sample data in Phase-I, we used the mutual information method to obtain the
evolution image of the mutual information index I among the three markets at any time lag
τ, as shown in Figure 7a. Thus, in Phase-I, the optimal delay of phase space reconstruction
of EU carbon price data is τ = 5, that of Brent crude oil price data of energy market is τ = 5
and that of S&P 500 data of financial market is τ = 2. On this basis, we used Cao method to
confirm the embedding dimension. The image of E2 changing with embedding dimension
m is plotted in Figure 7b. We can see that E2 values of the three markets tend to be stable
when m ≥ 8, so the embedding dimension is m = 8.
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Figure 7. Time-delay and embedded-dimension evolution of market data in Phase-I: (a) time-delay,
(b) embedded-dimension.

Let the sliding window length L = 200 and the sliding step s = 5 to obtain 153 time
windows, and then calculate the linkage indicator w within each time window to obtain
the dynamic linkage relationship among the three markets, as shown in Figure 8a. Then,
in order to further verify the leading relationship among the three markets, we set the
parameters of the sliding window as L = 50, s = 5 to obtain 171 time windows. The mutual
leading relationship among the three markets is calculated as shown in Figure 8b–d.

Mathematics 2022, 10, x FOR PEER REVIEW 13 of 23 
 

 

For the sample data in Phase-I, we used the mutual information method to obtain the 
evolution image of the mutual information index 𝐼 among the three markets at any time 
lag 𝜏, as shown in Figure 7a. Thus, in Phase-I, the optimal delay of phase space recon-
struction of EU carbon price data is 𝜏 = 5, that of Brent crude oil price data of energy 
market is 𝜏 = 5 and that of S&P 500 data of financial market is 𝜏 = 2. On this basis, we 
used Cao method to confirm the embedding dimension. The image of 𝐸  changing with 
embedding dimension 𝑚 is plotted in Figure 7b. We can see that 𝐸  values of the three 
markets tend to be stable when 𝑚 ≥ 8, so the embedding dimension is 𝑚 = 8. 

  

Figure 7. Time-delay and embedded-dimension evolution of market data in Phase-I: (a) time-delay, 
(b) embedded-dimension. 

Let the sliding window length 𝐿 = 200 and the sliding step 𝑠 = 5 to obtain 153 time 
windows, and then calculate the linkage indicator 𝑤 within each time window to obtain 
the dynamic linkage relationship among the three markets, as shown in Figure 8a. Then, 
in order to further verify the leading relationship among the three markets, we set the 
parameters of the sliding window as 𝐿 = 50, 𝑠 = 5 to obtain 171 time windows. The mu-
tual leading relationship among the three markets is calculated as shown in Figure 8b–d. 

  

  

0 5 10 15 20
1.997

1.9972

1.9974

1.9976

1.9978

1.998

1.9982

1.9984

1.9986

1.9988
(a)

Carbon Market
Energy Market
Financial Market

0 2 4 6 8 10 12 14 16 18
0

0.2

0.4

0.6

0.8

1

1.2
(b)

Carbon Market
Energy Market
Financial Market

2010-01 2011-01 2012-01
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
(a) Carbon-Energy Market

Carbon-Financial Market
Energy-Financial Market

0 2 4 6 8 10 12 14 16 18 20
0.45

0.5

0.55

0.6

(b) Carbon-Energy Market

0 2 4 6 8 10 12 14 16 18 20
-0.06

-0.04

-0.02

0

0.02

0.04

0 2 4 6 8 10 12 14 16 18 20
0.44

0.46

0.48

0.5

0.52

0.54
(c) Carbon-Financial Market

0 2 4 6 8 10 12 14 16 18 20
-0.03

-0.02

-0.01

0

0.01

0.02

0 2 4 6 8 10 12 14 16 18 20
0.4

0.45

0.5

0.55

0.6

0.65
(d) Energy-Financial Market

0 2 4 6 8 10 12 14 16 18 20
-0.02

0

0.02

0.04

Figure 8. Dynamic linkage and mutual leading relationship of three markets in Phase-I: (a) the
evolution of correlation index w over time t between three markets; (b) the evolution of leading
relationship index Qw
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As can be seen from Figure 8a, in phase-I, the evolution trend of the cross-correlation
index w of carbon-energy and carbon-financial was almost the same before 2011, and
their w values reached the lowest point in early 2011. We find that this is caused by the
European debt crisis. From 2010 to 2011, the credit crunch reduced the output of the energy
industry, and the returns spillover from financial assets to the carbon market stopped
previous upward trend, thus reducing the mutual correlation of carbon-energy and carbon-
financial [21,28]. From the perspective of the mean value, before 2011, the mean values of
the carbon-energy and carbon-financial mutual correlation index w were both small, 0.4161
and 0.4330 respectively, while the value of the energy-financial market mutual correlation
index w was relatively large, with an average value of 0.5711, indicating that the energy-
financial market system is more closely related than the carbon-energy market system
and the carbon-financial market system at this stage. Overall, before 2011, the w value
of energy-financial is much higher than that of carbon-energy and carbon-financial, but
2011 years later, there is no significant difference in the strength of the linkage relationship
among the three markets. The interaction between them is relatively small, which may
be due to the immature working mechanism at the beginning of the second phase of the
carbon market operation. Therefore, the carbon market is less relevant to the other two than
the energy market is to the financial market. Later in the second phase, with its continuous
development, the carbon market gradually integrates into the market system composed of
energy and financial markets, and can effectively accept the fluctuation signals from other
markets and change accordingly. We can see from Figure 8b–d that in the second phase of
EU carbon market, the metric index of the mutual guiding relationship of carbon-energy
market Qw

τ reaches its maximum value at τ = 5, while qw
τ = −0.0069 < 0 at this time. This

shows that the trend of Brent crude oil price led the carbon price, that is, the energy market
led the carbon market at this phase. The metric index of the mutual guiding relationship of
carbon-financial market Qw

τ reaches its maximum value at τ = 5, while qw
τ = −0.0078 < 0

at this time. This indicates that the trend of S&P 500 price led the carbon price, that is, the
financial market led the carbon market at this stage. The metric index of the mutual guiding
relationship between energy market and financial market Qw

τ reaches its maximum value
at τ = 5, while qw

τ = −0.0074 < 0 at this time. This indicates that the financial market led
the energy market at this phase, and the trend of S&P 500 price led Brent crude oil price.

4.2. Carbon-Energy-Financial Market Linkage Analysis of Phase-II

The price data of EU carbon market, Brent crude oil of energy market and S&P 500 of
financial market selected in Phase-II are shown in Figure 9a–c respectively.

Mathematics 2022, 10, x FOR PEER REVIEW 15 of 23 
 

 

 
Figure 9. Price data in Phase-II: (a) Carbon price, (b) Brent crude oil price, (c) S&P 500 index. 

In Phase-II, the descriptive statistical results of sample data of EU carbon market, 
Brent crude oil market and S&P 500 market are shown in Table 2. It can be seen that the 
skewness of carbon data, Brent oil data and S&P 500 data are all greater than zero, indi-
cating that they all obey the right skewness distribution, with skewness of 0.80118, 0.64950 
and 0.39965, respectively. We can see that the kurtosis of carbon data, Brent oil data and 
S&P 500 data are all short of three, manifesting that the distribution density curve of them 
are all flatter than normal distribution near its peak. According to Jarque-bera test results, 
the null hypothesis is rejected at the significance level of 1%, that is to say, the selected 
sample data does not conform to the normal distribution. According to the results of ADF 
test, the 𝑡 values of carbon price data, Brent price data and S&P 500 price data are all 
higher than the critical value under the significance level of 1%. Therefore, the null hy-
pothesis is accepted, indicating that there are unit roots in these three sets of time series, 
that is, the sample data series are non-stationary. 

Table 2. The descriptive statistical results of sample data in Phase-II. 

Index Carbon Price Brent Price S&P 500 Price 
mean 12.17745 67.56522 2382.78400 

maximum 33.44000 118.90000 3756.07000 
minimum 2.70000 19.33000 1457.15000 

SD 8.79498 24.32296 528.80480 
skewness 0.80118 0.64950 0.39965 
kurtosis 1.94935 2.25855 2.28218 
JB test 306.56540  186.80310 * 96.37182 * 

ADF test 
−0.01367 

(−3.43342) 
−1.80228 

(−3.43342) 
−0.36450 

(−3.43343) 
* represents the result at the 1% significance level. 

For the sample data in Phase-II, we calculate the evolution image of the mutual in-
formation index 𝐼 of among the three markets at any time lag 𝜏 by the mutual infor-
mation method, as shown in Figure 10a. Thus, in Phase-II, the optimal delay of phase 
space reconstruction of EU carbon price data is 𝜏 = 6, that of Brent crude oil price data is 𝜏 = 3 and that of S&P 500 data is 𝜏 = 5. Based on that, we used Cao method to confirm 
the embedding dimension. The image of 𝐸  changing with embedding dimension 𝑚 is 

Figure 9. Price data in Phase-II: (a) Carbon price, (b) Brent crude oil price, (c) S&P 500 index.



Mathematics 2022, 10, 1829 15 of 23

In Phase-II, the descriptive statistical results of sample data of EU carbon market,
Brent crude oil market and S&P 500 market are shown in Table 2. It can be seen that
the skewness of carbon data, Brent oil data and S&P 500 data are all greater than zero,
indicating that they all obey the right skewness distribution, with skewness of 0.80118,
0.64950 and 0.39965, respectively. We can see that the kurtosis of carbon data, Brent oil
data and S&P 500 data are all short of three, manifesting that the distribution density curve
of them are all flatter than normal distribution near its peak. According to Jarque-bera
test results, the null hypothesis is rejected at the significance level of 1%, that is to say, the
selected sample data does not conform to the normal distribution. According to the results
of ADF test, the t values of carbon price data, Brent price data and S&P 500 price data are
all higher than the critical value under the significance level of 1%. Therefore, the null
hypothesis is accepted, indicating that there are unit roots in these three sets of time series,
that is, the sample data series are non-stationary.

Table 2. The descriptive statistical results of sample data in Phase-II.

Index Carbon Price Brent Price S&P 500 Price

mean 12.17745 67.56522 2382.78400
maximum 33.44000 118.90000 3756.07000
minimum 2.70000 19.33000 1457.15000

SD 8.79498 24.32296 528.80480
skewness 0.80118 0.64950 0.39965
kurtosis 1.94935 2.25855 2.28218
JB test 306.56540 186.80310 * 96.37182 *

ADF test −0.01367
(−3.43342)

−1.80228
(−3.43342)

−0.36450
(−3.43343)

* represents the result at the 1% significance level.

For the sample data in Phase-II, we calculate the evolution image of the mutual
information index I of among the three markets at any time lag τ by the mutual information
method, as shown in Figure 10a. Thus, in Phase-II, the optimal delay of phase space
reconstruction of EU carbon price data is τ = 6, that of Brent crude oil price data is τ = 3
and that of S&P 500 data is τ = 5. Based on that, we used Cao method to confirm the
embedding dimension. The image of E2 changing with embedding dimension m is plotted
in Figure 10b. We can see that E2 values of three markets tend to be stable when m ≥ 8, so
the embedding dimension takes 8.

Mathematics 2022, 10, x FOR PEER REVIEW 16 of 23 
 

 

plotted in Figure 10b. We can see that 𝐸  values of three markets tend to be stable when 𝑚 ≥ 8, so the embedding dimension takes 8. 

  

Figure 10. Time-delay and embedded-dimension evolution of market data in Phase-II: (a) time-de-
lay, (b) embedded-dimension. 

We take the sliding window length 𝐿 = 450 and the sliding step length 𝑠 = 5 to ob-
tain 311 time windows, and then calculate the linkage indicator 𝑤 within each time win-
dow to get the dynamic linkage relationship among the three markets, as shown in Figure 
11a. Then, in order to further test the leading relationship among the three markets, we 
set the parameters of the sliding window as 𝐿 = 55, 𝑠 = 5 to obtain 171 time windows. 
The image of mutual leading relationship among the three markets is plotted in Figure 
11b–d. 

  

  

Figure 11. Dynamic linkage and mutual leading relationship of three markets in Phase-II: (a) the 
evolution of correlation index w over time t between three markets; (b) the evolution of leading 
relationship index 𝑄 , 𝑞  over time delay 𝜏 of Carbon-Energy market; (c) the evolution of leading 
relationship index 𝑄 , 𝑞  over time delay 𝜏 of Carbon-Financial market; (d) the evolution of lead-
ing relationship index 𝑄 , 𝑞  over time delay 𝜏 of Energy-Financial market. 

0 5 10 15 20
1.9982

1.9983

1.9984

1.9985

1.9986

1.9987

1.9988

1.9989

1.999

(a)
Carbon Market
Energy Market
Financial Market

0 2 4 6 8 10 12 14 16 18
0

0.2

0.4

0.6

0.8

1

(b)

Carbon Market
Energy Market
Financial Market

2015-01 2016-01 2017-01 2018-01 2019-01 2020-01
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
(a)

Carbon-Energy Market
Carbon-Financial Market
Energy-Financial Market

0 5 10 15 20 25 30
0.26

0.28

0.3

0.32

0.34
(b) Carbon-Energy Market

0 5 10 15 20 25 30
-0.04

-0.02

0

0.02

0.04

0 5 10 15 20 25 30

0.31

0.32

0.33

0.34

0.35

0.36 (c) Carbon-Financial Market

0 5 10 15 20 25 30
-0.03

-0.02

-0.01

0

0.01

0.02

0 5 10 15 20 25 30
0.4

0.42

0.44

0.46

0.48 (d) Energy-Financial Market

0 5 10 15 20 25 30
-0.04

-0.02

0

0.02

0.04

Figure 10. Time-delay and embedded-dimension evolution of market data in Phase-II: (a) time-delay,
(b) embedded-dimension.
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We take the sliding window length L = 450 and the sliding step length s = 5 to obtain
311 time windows, and then calculate the linkage indicator w within each time window
to get the dynamic linkage relationship among the three markets, as shown in Figure 11a.
Then, in order to further test the leading relationship among the three markets, we set the
parameters of the sliding window as L = 55, s = 5 to obtain 171 time windows. The image
of mutual leading relationship among the three markets is plotted in Figure 11b–d.
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Figure 11. Dynamic linkage and mutual leading relationship of three markets in Phase-II: (a) the
evolution of correlation index w over time t between three markets; (b) the evolution of leading
relationship index Qw

τ , qw
τ over time delay τ of Carbon-Energy market; (c) the evolution of leading

relationship index Qw
τ , qw

τ over time delay τ of Carbon-Financial market; (d) the evolution of leading
relationship index Qw

τ , qw
τ over time delay τ of Energy-Financial market.

From Figure 11a, we can observe that w values of carbon-energy, carbon-financial
and energy-financial all reached their lowest values in 2017, which corresponds to the
Brexit event. Especially for the EU carbon market, Britain plays a considerable role in
its development and construction. Therefore, the Brexit event has affected the vitality
and hardware support of carbon trading in the whole EU, bringing certain risks to the
carbon-energy-financial system. However, their w value reached the highest point in 2018,
which may be due to the fact that the EU Council of Ministers officially approved the
fourth phase of EU ETS reform plan in February 2018. This further reduced total carbon
emissions and linked the carbon market more closely with other markets. At the beginning
of 2020, w values of carbon-energy and carbon-financial both reached the local lowest point.
This may be due to the outbreak of the novel Coronavirus, which puts the whole world
economy in an uncertain risk. The reduction of economic activities leads to a decline in
the demand for emission quotas, and the carbon market suffers serious setbacks, thus
weakening its correlation with other markets. Surprisingly, the w value of energy-financial
suddenly increased at this time, considering that it could be a sudden change caused by
the US stock market circuit breaker and negative oil prices. In general, compared with
Phase-I, the w values of carbon-energy, carbon-financial and energy-financial in Phase-II
all increase, and their evolutionary trends are very similar, with their mean values of
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w being 0.5620, 0.5152 and 0.5801, respectively. In particular, the w values of carbon-energy
and carbon-financial have significantly increased, indicating that in the new phase, carbon
market have become more closely linked to energy and financial markets. We can observe
from Figure 11b–d that in Phase-II, the mutual guiding relationship index of carbon-energy
market Qw

τ reaches its maximum value at τ = 7, while qw
τ = 0.0218 > 0 at this time. This

shows that the trend of carbon price led Brent crude oil price, that is carbon market led
energy market at this phase. The metric index Qw

τ carbon-financial market reaches its
maximum value at τ = 26, while qw

τ = −0.0106 < 0 at this time. This indicates that the
financial market led the carbon market at this phase, that is, the trend of the S&P 500 price
led the carbon price. The metric index Qw

τ of energy-financial market reaches its maximum
value at τ = 27, while qw

τ = −0.0210 < 0 at this time. This indicates that the financial
market led the energy market at this phase, and the trend of S&P 500 price led Brent crude
oil price.

4.3. Carbon-Energy-Financial Market Linkage Analysis of Phase-III

The data of EU carbon price, Brent price, and S&P 500 price selected in Phase-III are
shown in Figure 12a–c respectively.
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The descriptive statistical results of sample data of EU carbon price, Brent price and
S&P 500 price in Phase-III are shown in Table 3. It can be seen that in Phase-III, the skewness
of the carbon price data, the Brent price data and S&P 500 price data are all less than 0,
showing that they all follow the left skewness distribution, with a skewness of −0.17242,
−0.07431 and −0.18273, respectively. The kurtoses of the three sets of data are all less
than three, manifesting that their distribution density curves are all flatter than normal
distribution near its peak. According to Jarque-bera test results, the null hypothesis is
rejected at the significance level of 1%, that is to say, the selected sample data does not
follow the normal distribution. According to ADF test, the t values of carbon price data,
Brent price data and S&P 500 price data are all higher than the critical value under the
significance level of 1%. Therefore, the null hypothesis is accepted, indicating that there are
unit roots in these three sets of time series, that is, the sample data series are non-stationary.
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Table 3. The descriptive statistical results of sample data in Phase-III.

Index Carbon Price Brent Price S&P 500 Price

mean 51.08511 70.62821 4235.71100
maximum 75.26000 86.40000 4706.64000
minimum 31.74000 51.09000 3700.65000

SD 9.92981 8.05240 270.56520
skewness −0.17242 −0.07431 −0.18273
kurtosis 2.27949 2.52669 1.99184
JB test 6.08803 * 2.34831 * 10.97251 *

ADF test −0.14973
(−3.45897)

−2.46715
(−3.45897)

−1.58524
(−3.45897)

* represents the result at the 1% significance level.

In Phase-III, similar to the previous two phases, we used the mutual information
method to obtain an evolution image of the mutual information index I of the three
markets at any time lag τ, as shown in Figure 13a. Thus, the optimal delay of phase space
reconstruction of EU carbon price data is τ = 2, that of Brent crude oil price data is τ = 3
and that of S&P 500 data is τ = 2. On this basis, we used the Cao method to confirm the
embedding dimension. The image of E2 changing with embedding dimension m is plotted
in Figure 13b. We can see that E2 values of three markets tend to be stable when m ≥ 9, so
the embedding dimension is m = 9.
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Figure 13. Time-delay and embedded-dimension evolution of market data in Phase-III: (a) time-delay,
(b) embedded-dimension.

Similarly, we take the sliding window length L = 180 and the sliding step length s = 1
to obtain 50 time windows. The results of dynamic linkage between the three markets
obtained by calculating linkage indicator w in each time window are shown in Figure 14a.
Then, in order to further verify the leading relationship among the three markets, we set
the parameters of the sliding window as L = 35, s = 3 to obtain 65 time windows. The
mutual leading relationship among the three markets is shown in Figure 14b–d.

From Figure 14a, we can observe that w values of carbon-energy, carbon-financial
and energy-financial in phase-III are significantly improved compared with the previous
two phases, and the evolution trend is more stable, with the mean values of w being
0.6265, 0.7455 and 0.5983 respectively. Among them, the w values of carbon-energy and
carbon-financial are both greater than the w values of energy-financial, indicating that after
entering the fourth phase of the EU ETS, the European carbon price has been rising all the
way due to tightening of reform quota, which send a good signal to other markets. Carbon
market has become a relatively mature market system and gradually plays a dominant
role in the world market system. In general, w value of carbon-financial is always the
highest, showing that the carbon-financial link has been even closer since entering the
fourth phase of the EU carbon market. We can see from Figure 14b–d that in Phase-III,
the mutual guiding relationship index of carbon-energy market Qw

τ reaches its maximum
value at τ = 3, while qw

τ = 0.0083 > 0 at this time. This shows that the trend of carbon
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price led Brent crude oil price, that is, carbon market led energy market at this phase. The
metric index Qw

τ carbon-financial market reaches its maximum value at τ = 11, while
qw

τ = 0.0676 > 0 at this time. This shows that the carbon market led the financial market at
this phase, that is, the carbon price led the trend of the S&P 500 price. The metric index Qw

τ

of energy-financial market reaches its maximum value at τ = 28, while qw
τ = −0.0046 < 0

at this time. This shows that the financial market led the energy market at this phase, that
is the trend of S&P 500 price led Brent crude oil price.
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Figure 14. Dynamic linkage and mutual leading relationship of three markets in Phase-III: (a) the
evolution of correlation index w over time t between three markets; (b) the evolution of leading
relationship index Qw

τ , qw
τ over time delay τ of Carbon-Energy market; (c) the evolution of leading

relationship index Qw
τ , qw

τ over time delay τ of Carbon-Financial market; (d) the evolution of leading
relationship index Qw

τ , qw
τ over time delay τ of Energy-Financial market.

5. Discussion and Conclusions

In the above analysis, we constructed the recurrence network of the EU carbon market,
energy market and financial market respectively in different periods. The recurrence
network structure of the three markets showed different topological characteristics in
different periods, and the linkage relationship among the three markets also showed
different characteristics, as shown in Figure 15. We find that the relationship between
carbon, energy and financial markets is getting closer and closer with the construction
of the EU ETS. Specifically, the linkage index of carbon-energy increases from 0.4161 in
Phase-I to 0.6265 in Phase-III, an increase of 51.79 percentage points. The linkage index
of carbon-financial increased from 0.4330 in Phase-I stage to 0.7455 in Phase-III stage, an
increase of 72.17 percentage points. The connection between energy market and financial
market is also getting closer, rising from 0.5711 in Phase-I Phase to 0.5983 in Phase-III Phase,
an increase of 4.76 percentage points. Carbon markets are playing an increasingly important
role in the carbon-energy-financial system. From that energy market and financial market
led the carbon market in Phase I, to that carbon market led energy market in Phase II, and
then to that carbon market led energy market and financial market in Phase III, we can
find that the carbon price can gradually effectively reflect immediate information of carbon
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market and then affect energy market and financial market through the change of the price
with gradual improvement of various working mechanisms of EU carbon market.
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Based on the construction methods of TMRN and DTMRN of multivariate time series
data, the indexes of inter-system correlation measurement and inter-system guidance
measurement are given in our work, and the validity of them is verified by numerical
simulation. In the empirical analysis part, we use the price data of the European carbon
market, brent crude oil in energy market, and S&P 500 in financial market from 7 July 2008
to 30 November 2021 as sample data. In order to facilitate comparison, we divided selected
data into three parts according to different stages of EU carbon market construction, and
constructed a multilayer recurrence network at each stage, and then used the proposed
indicators to study the correlation of the three markets in different periods. We draw the
following conclusions: (1) as for the correlation, the correlation between the three markets
becomes closer with the development of carbon market. (2) For the leading relationship,
energy market and financial market lead carbon market while financial market leads energy
market in Phase I; Carbon market leads energy market while financial market leads carbon
market and energy market in phase-II; The carbon market leads the energy market and the
financial market while the financial market leads the energy market in Phase-III. As time
goes by, the carbon market gradually integrates into the world capital market and plays a
dominant role in the market system.

Here we compare the results with those of other relevant studies. Comparing the
three phases, we find that the correlation between markets obviously increases with the
development of EU carbon market, which is basically consistent with research results under
the market system of “carbon-renewable energy-finance-energy” of literature [24]. Our
research found that there is information spillover between carbon market, energy market
and financial market, and the direction of information spillover changes dynamically with
the development of EU carbon market, which is obviously consistent with the results of
literature [21]. Tan et al. found in the “carbon-energy-finance” system that the correlation
between EUA and energy assets was often higher than that of financial assets. In our
research results, the correlation between carbon market and energy market was greater
than that of carbon market and financial market in the early phase of Phase-I and Phase II,
while it was opposite in the late phase of Phase-I and Phase III. For the former, we consider
that the transition period of the carbon market leads to the instability of the connection,
while for the latter, we consider that the difference in data selection leads to the instability.
But in general, it does not affect the consistency of the core results. Overall, our results are
in good agreement with those in the existing literature. Further, compared with previous
studies [20,25], based on network topology indicators, we quantify the linkage relationship
between the EU carbon market at different phases of development, energy market and
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financial market, quantitatively measure the position of the three markets in different
phases in the whole system, and dynamically evaluate the evolution process of interaction
between the three markets.

Based on the above research results, we give the following suggestions:
First, for market decision-makers, our results can provide some ideas. As a market-

oriented means to promote energy conservation, emission reduction and green develop-
ment, carbon trading aims to maximize the input and output of carbon reduction in the
whole society by using the price discovery function of the market mechanism. Therefore,
government departments should pay attention to information spillover of carbon market
to other markets, and promote other markets to fulfill emission reduction requirements by
utilizing the association between markets. As the core of carbon market, carbon pricing
is also an effective policy tool. Therefore, government departments should consider the
connection between markets when setting carbon prices based on the market, which can
not only stimulate market productivity and innovation, but also achieve low-cost emission
reduction. The gradual maturity of the EU carbon market also provides an important
reference for countries to establish carbon trading market. In the process of national carbon
market construction, government departments need to consider the operation of domestic
carbon market and EU carbon market at the same time, so as to formulate reasonable
business plans and regulatory policies. In addition, in the process of building carbon mar-
kets, the government should also explore whether there is a risk transmission mechanism
between carbon markets and other markets by using the correlation between markets.

Second, we also have some advice for companies and investors. As the price fluctua-
tion of the carbon market is affected by the prices of other markets, enterprises can receive
signals from the carbon market through the connection between markets, and then make
appropriate production plans to ensure that carbon emissions are reduced while production
technology and energy efficiency are improved. In addition to completing the trading of
carbon emission rights, a more important function of carbon market is to guide investment
and control risks through carbon price signals. Our results indicate that there is information
spillover from carbon market to energy market and financial market in the current stage.
Therefore, investors who participate in other markets should also pay attention to the price
fluctuation of carbon market and its signals, and timely adjust their investment strategies
to maximize their interests. In addition, investors should maintain risk awareness, pay
attention to the signals of carbon price fluctuations, and timely avoid risks.

Compared with the traditional indexes that measure the correlation and guiding rela-
tionship between systems, the indexes in this paper do not need to consider the distribution
state and formal representation of data. Different from previous literature that focused on
the relationship between the two markets, this paper systematically studied the relationship
between the carbon market, energy market and financial market, including both correlation
and guiding relationship. Of course, there are some limitations to our work. Although
numerical simulation and empirical analysis have demonstrated the superiority of our
proposed index, we have not strictly proved theoretically that it meets several properties
of big data association metrics, such as equitability, monotonicity, etc., which will be the
work we will focus on later. We also need to further verify whether the leading relationship
measured by our indexes is economic causality. In addition, for the empirical part of study-
ing the connection between carbon market, energy market and financial market, the data
we selected are not sufficient, especially in Phase III, the fourth phase of the construction
of EU carbon market. In the future work, we will further optimize the proposed index to
adapt it to more types of data, and ulteriorly promote and apply the method in this paper
to other fields, thereby enrich and complete the research system of carbon market and other
economic fields based on complex network theory.
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