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Near term quantum hardware promises unprecedented computational advantage. Crucial in its develop-
ment is the characterization and minimization of computational errors. We propose the use of the quantum
fluctuation theorem to benchmark the performance of quantum annealers. This versatile tool provides sim-
ple means to determine whether the quantum dynamics are unital, unitary, and adiabatic, or whether the
system is prone to thermal noise. Our proposal is experimentally tested on two generations of the D-Wave
machine, which illustrates the sensitivity of the fluctuation theorem to the smallest aberrations from ideal
annealing.

Introduction. It is generally expected that for specific
tasks already the first generations of quantum computers
will have the potential to significantly outperform classi-
cal hardware [1]. Loosely speaking this so-called quan-
tum supremacy relies on the fact that the quantum com-
putational space is exponentially larger than the classical
logical state space [2].

In classical computers, Landauer’s principle assigns a
characteristic thermodynamic cost to processed informa-
tion – namely to erase (or write) one bit of information at
least kBT ln (2) of thermodynamic work (or heat) have to
be expended [3–7]. Recent years have seen the rapid ad-
vent of thermodynamics of information [6, 8–11], which is
a generalization of thermodynamics to small, information
processing systems that typically operate far from equilib-
rium. In their description, tools and methods from stochas-
tic thermodynamics have proven to be versatile and pow-
erful. In particular, the fluctuations theorems enabled to
generalize and specify Landauer’s principle to a wide vari-
ety of systems [12–14].

In stochastic thermodynamics work is essentially a con-
cept from classical mechanics, and it is given by a func-
tional along a trajectory of the system [15–17]. For quan-
tum systems the situation is significantly more involved,
since quantum work is not an observable in the usual
sense [18, 19]. Thus, progress in the development of
“quantum thermodynamics of information” has been hin-
dered by the conceptual difficulties arising from identify-
ing the appropriate definition of quantum work [20–26].

The most prominent approach relies on two projective
measurements of the energy, one in the beginning and one
at the end of the process [27, 28]. If the systems is isolated,
i.e., if the dynamics is at least unital, then the difference of
the measurement outcomes can be considered as thermody-
namic work performed during the process [18, 19, 29–32].
This notion of quantum work fulfills a quantum version of
the Jarzynski equality [27, 28], which has been verified in
several experiments [33–35]. However, the question re-
mains whether such a notion of quantum work, and the cor-

responding fluctuation theorem is useful in the sense that
something can be “learned” about the system that one did
not know already – before the experiment was performed.

Since projective measurements are an important tool in
quantum information and quantum computation [2], it was
only natural to generalize the quantum Jarzynski equality
to a more general fluctuation theorem for arbitrary observ-
ables. The resulting theorem, 〈exp (−∆ω)〉 = γ, is for-
mulated for the information production, ∆ω, during arbi-
trary quantum processes [36–38]. Here, γ is the quantum
efficacy that encodes the compatibility of the initial state,
the observable, and the quantum map, and it is closely re-
lated to Holevo’s bound [37]. Remarkably, γ becomes a
constant independent of the details of the process for uni-
tal quantum channels [30, 37]. Physically, unital dynamics
can be understood as systems which are subject to informa-
tion loss due to decoherence, but do not experience thermal
noise [35].

In the following, we propose and exemplify the appli-
cability of the general quantum fluctuation theorem in the
characterization of the performance of quantum simulators.
In particular, we show that the fluctuation theorem [37] can
be utilized to test whether the quantum simulator is prone
to noise induced computational errors. To this end, we will
see that (i) if the quantum simulators is isolated from ther-
mal noise, i.e., its dynamics is unital the fluctuation the-
orem is fulfilled, (ii) if the dynamics are unitary and adia-
batic the probability density function of ∆Ω is a δ-function,
i.e., a unique outcome of the computation is obtained.

Our conceptual proposal was successfully tested on two
generations of the D-Wave machine (2X and 2000Q). Our
findings allow to quantify the resulting error rates from de-
coherence and other noise sources. Thus we show that
the quantum fluctuation theorem and its related methods
provide a powerful tool in the characterization of quantum
computing hardware and their computational accuracy.

General information fluctuation relation. To begin we
briefly review notions of the general quantum fluctuation
theorem [37] and establish notations. Information about
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FIG. 1. A typical annealing protocol for the quantum Ising chain
implemented on the chimera graph (right panel). The red lines are
active couplings between qubits. The annealing time reads τ .

the state of a quantum system, ρ0, can be obtained by per-
forming measurements of observables. At t = 0, i.e., to
initiate the computation, we measure Ωi =

∑
m ω

i
mΠi

m.
Note that the eigenvalues ωi

m can be degenerate, and hence
the projectors Πi

m may have rank greater than one. Typi-
cally ρ0 and Ωi do not commute, and thus ρ0 suffers from
a measurement back action. [2]. Accounting for all possi-
ble measurement outcomes, the statistics after the measure-
ment are given by the weighted average of all projections,

M i[ρ0] =
∑
m

Πi
m ρ0 Πi

m . (1)

After measuring ωi
m, the quantum systems undergoes a

generic time evolution over time τ which we denote by
Eτ . At time t = τ a second measurement of observable
Ωf =

∑
n ω

f
nΠf

n is performed Accordingly, the transition
probability pm→n reads [37]

pm→n = tr
{

Πf
n Eτ

[
Πi
mρ0Πi

m

]}
. (2)

Our main object of interested is the probability distribution
of all possible measurement outcomes, P (∆ω), which we
can write as [37]

P (∆ω) =
∑
m,n

δ (∆ω −∆ωn,m) pm→n , (3)

where ωn,m ≡ ωf
n − ωi

m. It is then easy to see [37]

〈exp (−∆ω)〉 = γ . (4)

The quantum efficacy γ plays a crucial role in the following
discussion and it can be written as

γ = tr
{

exp
(
−Ωf

)
Eτ
[
M i(ρ0) exp

(
Ωi
)]}

. (5)

Note that γ is constant, (i.e. process independent), for uni-
tal quantum dynamics [37], in particular γ becomes inde-
pendent of the process length τ . For such cases, it is always
possible to redefine Ωi and Ωf such that γ = 1. Thus, one
could say that Eq. (4) constitutes a general fluctuation the-
orem for unital dynamics. On the contrary, for non-unital
dynamics the right hand side depends on the details of the
dynamics, and thus Eq. (4) is not fluctuation theorem in the
strict sense of stochastic thermodynamics [39].
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FIG. 2. Test of the quantum fluctuation (4) for the work dis-
tributions from Fig. 3a). Note that 〈exp (−∆ω)〉 = 1 for all τ
(depicted as red dotted line) signifies unital dynamics.

Fluctuation relation for the ideal quantum annealer.
We will now see that, on the one hand, the quantum fluctu-
ation relation (4) provides simple means to benchmark the
performance of the hardware. On the other hand, quantum
annealers such as the D-Wave machine provide optimal
testing grounds to verify fluctuation relations in a quantum
many body setup.

To this end, we will assume for the remainder of the dis-
cussion that the quantum system is described by the quan-
tum Ising model in transverse field [40],

H(t)/(2π~) = −g(t)
L∑
i=1

σxi −∆(t)
L−1∑
i=1

Jiσ
z
i σ

z
i+1 . (6)

Although, the current generation of quantum annealers can
implement more general many body systems [41], we fo-
cus on the simple one dimensional case for the sake of sim-
plicity [42]. An implementation of the latter Hamiltonian
on the D-Wave machine is depicted in Fig. 1a. On this
platform, users can choose couplings Ji and longitudinal
magnetic field hi, which in our case are all zero. In gen-
eral, however, one can not control the annealing process
by manipulating g(t) and ∆(t). In the ideal quantum an-
nealer the quantum Ising chain (6) undergoes unitary and
adiabatic dynamics, while ∆(t) is varied from ∆(0) ≈ 0
to ∆(τ) � 0, and g(t) from g(0) � 0 to g(τ) ≈ 0 (cf.
Fig. 1a).

The obvious choice for the observables is the (customary
renormalized) Hamiltonian in the beginning and the end of
the computation, Ωi = H(0)/[2π~g(0)] − I and Ωf =
H(τ)/[2π~J∆(τ)]. Consequently, we have

Ωi =
L∑
i=n

σxn − I and Ωf =
L−1∑
n=1

σznσ
z
n+1 , (7)

where we included I in the definition of Ωi to guarantee
γ = 1 for unital dynamics.

For the ideal computation, the initial state, ρ0, is cho-
sen to be given by ρ0 = |→〉 〈→|, where |→〉 :=
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a) J = −1 b) J = 1
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FIG. 3. Distribution P(∆ω) – (3) for the quantum Ising chain (6) implemented on a D-Wave 2X annealer. Plot a) and b) shows the
final results for J = −1 (antiferromagnetic) and J = 1 (ferromagnetic) cases, respectively. To obtain each distribution P(∆ω) the
experiment was repeated N = 106. Error bars are negligible and thus not shown in the plots. The renormalized energy is given by
ωL = ω/(L− 1), where L is the length of a randomly chosen Ising chain.

|· · · →→→ · · · 〉 is a non-degenerate, paramagnetic state
– the ground state ofH(0) (and thus of Ωi), where all spins
are aligned along the x-direction. As a result,

Mi[ρ0] = ρ0 and ωi = L− 1, (8)

as Ωi and H(0) commute by construction [43].
Moreover, if the quantum annealer is ideal, then the dy-

namics is not only unitary, but also adiabatic. In this case,
we can write Eτ [ρ] = UτρU

†
τ , where

Uτ = T> exp

(
− i
~

∫ τ

0

H(s) ds

)
(9)

and as a result Eτ [ρ0] = |f〉 〈f |, where |f〉 is the final
state, a defect-free state where all spins are aligned along
the z-direction, i.e. |↑〉 or |↓〉. Therefore, ωf = ωi.

In general, however, due to decoherence [44], dissipa-
tion [45] or other (hardware) issues that may occur [46],
the evolution may be neither unitary nor adiabatic. Never-
theless, for the annealer to perform robust computation its
evolution, Eτ , has to map |→〉 onto |f〉. Therefore, the
quantum efficacy (5) simply becomes

γ = e−∆ω 〈f |f〉 = 1, (10)

that is, a process independent quantity.
Since the system starts from its ground state, |→〉, we

can further write

pm→n = δ0,m pn|m = δ0,m pn|0, (11)

where pn|0 is the probability of measuring ωf
n, conditioned

on having first measured the ground state. Since we assume
the latter event to be certain, pn|0 ≡ pn is just the proba-
bility of measuring the final outcome ωn (we dropped the
superscript). Therefore,

〈e−∆ω〉 = e−∆ω p0 +
∑
n6=0

e−∆ωn pn. (12)

Comparing this equation with Eq. (10) we finally obtain a
condition that is verifiable experimentally:

pn = P(|ωn|) =

{
1 if |ωn| = L− 1,

0 otherwise.
(13)

The probability density function P(|ωn|) is characteris-
tic for every process that transforms one ground state of
the Ising Hamiltonian (6) into another. It is important to
note that the quantum fluctuation theorem (4) is valid for
arbitrary duration τ – any slow and fast processes. There-
fore, even if a particular hardware does not anneal the ini-
tial state adiabatically, but only unitally (which is not easy
to verify experimentally) Eq. (13) still holds – given that
the computation starts and finishes in a ground state, as
outlined above.

As an immediate consequences, every τ -dependence of
P must come from dissipation or decoherence. This is a
clear indication that the hardware interacts with its envi-
ronment in a way that cannot be neglected.
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a) J = −1 b) J = 1
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FIG. 4. The same results as in Fig. 3 but obtained from the newest generation of D-Wave quantum annealers (2000Q).

Experimental test on the D-Wave machine. We gener-
ated several work distributions P(|ωn|) – (3) through “an-
nealing” on two generations of the D-Wave machine (2X
and 2000Q), which implemented an Ising chain as encoded
in Hamiltonian (6). All connections on the chimera graph
have been chosen randomly. A typical example is shown
in Fig. 1b, where red lines indicate nonzero zz-interactions
between qubits. The experiment was conducted N = 106

times. Figure 3 shows our final results obtained for dif-
ferent chain lengths L, couplings between qubits Ji and
annealing times τ on 2X, and Fig. 4 for 2000Q . The cur-
rent D-Wave solver reports the final state energy which is
computed classically from the measured eigenstates of the
individual qubits. In Fig. 2 we show the resulting exponen-
tial averages, 〈exp (−∆ω)〉.

Discussion of the experimental findings. We observe,
that there are cases for which the agreement is almost ideal.
In particular, this is the case on 2X for J = −1 and slow
anneal times τ , see Fig. 3. In this case the P(|ωn|) is close
to a Kronecker-delta, and the dynamics is unital, see Fig. 2.
Note that the validity of the fluctuation theorem (4) is a
very sensitive test to aberrations, since rare events and large
fluctuations are exponentially weighted.

However, in the vast majority of cases P(|ωn|) is far
from our theoretical prediction (13) and the dynamics is
clearly not even unital, compare Fig. 2. Importantly, P
clearly depends on τ indicating a large amount of compu-
tational errors are generated during the annealing.

Interestingly, the D-Wave 2X we tested [47] produces

asymmetric results. The work distributions for ferro-
magnetic (J > 0) and antiferromagnetic (J < 0) cou-
plings should be identical. On the other hand, the newest
2000Q D-Wave machine exhibits less asymmetrical behav-
ior, however, its overall performances is not as good as its
predecessor’s (see Fig 4).

Complicated optimization problems involve both nega-
tive and positive values of the coupling matrix Jij . That
makes debugging “asymmetric” quantum annealers a much
harder task. Our proposal for benchmarking the hardware
with the help of the quantum fluctuation theorem allows
users to asses to what extent a particular hardware exhibits
this unwanted behavior. Moreover, our test is capable of
detecting any exponentially small departure from “normal
operation” that may potentially result in a hard failure. We
believe this to be the very first step to create fault tolerant
quantum hardware [48].

As a final note, we emphasize that any departure from
the ideal distribution P (13) for the Ising model indicates
that the final state carries “kinks” (topological defects).
Counting the exact number of such imperfections allows
one to determine by how much the annealer misses the true
ground state [49]. In a perfect quantum simulator this num-
ber should approach zero.

The Ising model (6) undergoes a quantum phase transi-
tion [40]. Near the critical point, i.e., at tc where ∆(tc) =
g(tc), the gap – energy difference between the ground and
a first accessible state – scales like 1/L. Thus, one could
argue that the extra excitations come from a Kibble-Zurek
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like mechanism [50, 51]. However, even the fastest quench
(τ ∼ 20µs) exceeds the adiabatic threshold [52],

τad ∼
L2

∆(tc)
∼ 10µs , (14)

for the system sizes of order L ∼ 102.
Concluding remarks. In the present analysis we have

obtained several important results: (i) We have proposed a
practical use and applicability of quantum fluctuation the-
orems. Namely, we have argued that the quantum fluctua-
tion theorem can be used to benchmark the performance
of quantum annealers. Our proposal was tested on two
generations of the D-Wave machine. Thus, (ii) our results
indicate the varying performance of distinct machines of
the D-Wave hardware. Thus, our method can be used to
identify underperforming machines, which are in need of
re-calibration. Finally, (iii) almost as a byproduct we have
performed the first experiments and verification of quan-
tum fluctuation theorems in a many particle system.
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