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Abstract

Imaging based on the photoacoustic effect is primarily performed with optical excitation,
employing ultrashort nanosecond laser pulses of high energy to excite acoustic pressure
waves. Optoacoustic imaging provides high resolution with optical contrast and offers
versatile applications like the ability to perform structural imaging, functional diagnosis
and molecular monitoring of biological processes.
Changing excitation to a different energy level, photoacoustics can also be implemented
by employing low frequent radiowaves or microwaves, giving rise to thermoacoustic imag-
ing. Wavelength alteration comes along with different contrast which is based on the
conductive, dielectric and magnetic properties of tissue but also with higher penetration
depth. Thus, thermoacoustic imaging is potentially capable of whole human body imag-
ing at ultrasound resolution. Despite its overall potential, thermoacoustic imaging has
not yet become a widespread biomedical diagnosis tool since thermoacoustic approaches
are facing relatively low spatial resolution. Additionally, until now thermoacoustics as a
diagnosis tool can only provide anatomical imaging of soft tissue with respect to the lack
of appropriate RF or microwave contrast agents.
This thesis aimed at developing alternative technologies and implementations in the field
of photoacoustic imaging. A novel RF excitation model is proposed which overcomes the
resolution limitations of thermoacoustic tomography, enabling small animal imaging. The
main focus of this research directed at the thermoacoustic implementation of molecular
and functional methods. Starting with an initial design which operated in the time do-
main employing ultrashort RF pulses, the effort further developed into frequency domain
implementations with respect to the deficiencies the time domain has over the frequency
domain.
Thus, dedicated experimental setups evolved which show the steady transition from pulsed
sources, employed in time domain thermoacoustics (TD-TAT), to modulated CW sources
implemented in frequency domain thermoacoustics (FD-TAT). This gave rise to a prelim-
inary frequency domain optoacoustic tomography system, the first of its kind while also
advancing thermoacoustics to the implementation in the frequency domain.
In particular the FD-TAT system is believed to open new applications in the field of RF
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based photoacoustic tomography, thus providing a powerful biomedical diagnosis tool
which could also be used as a theranostic system for cancer treatment and monitoring.
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1 Introduction

1.1 Opto- and thermoacoustics in the context of imaging

Imaging is essential in biological discovery and medical diagnosis. Looking back to
an eventful history which goes back more than 100 years with the discovery of X-rays,
imaging passed through decisive and radical changes in particular in the last decades.
Ongoing research is geared towards exploiting new contrast mechanisms and pushing
sensitivity and resolution boundaries. Especially optical methods are of particular interest
since they proved to be ”a powerful modality in biological discovery” [88].

Photoacoustic imaging in particular represents a relatively new imaging method
which covers the entirety of imaging applications: It can be employed on a microscopic
level, furthermore it is highly applicable for mesoscopic imaging and finally it can also
be used as a macroscopic imaging tool. Technically speaking, photoacoustic imaging can
not be regarded as a classical multi-modality imaging instrument. Instead, photoacoustics
uses one kind of energy for excitation (electromagnetic energy, e.g. optical light or
radiofrequencies) and measures the tissue response as an acoustic wave (ultrasonic
detection) or in more simple words, we ”listen to light” [88]. The underlying physical
phenomenon, i.e. the photoacoustic effect, was discovered by Alexander Graham Bell [5]
in the year 1880. Bell investigated in simple experiments the correlation between
absorption of transient electromagnetic energy and the following induction of mechanical
waves. Although the effect was well known, it was not until the development of lasers
which finally gave rise to optoacoustic imaging in 1981 [92], [106].

The availability of lasers determined the fate of optoacoustic imaging. Ultrashort
optical pulses with wavelengths in the Near Infrared (NIR) marked the gold standard
for optoacoustic imaging implementations. Applications are not only versatile but
seemed to be unlimited since optoacoustics offers high resolution, good (both intrin-
sic and extrinsic) imaging contrast, fair penetration depth, low artifacts and safe diagnosis.
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Besides optoacoustic imaging, it was also in the same time period that the photoa-
coustic effect was proved using electric pulse stimulation [10] instead of optical pulses.
Thermoacoustics arose, which basically terms the thermoelastic expansion in the
photoacoustic effect, but more specifically relates to stimulation with Radiofrequency
(RF)/microwave electromagnetic energy.
Although thermoacoustics is similar to optoacoustics, simply due to the broader applica-
tion range and easiness of implementation, optoacoustics has become the workhorse in
imaging based on the photoacoustic effect.

During the same time period a third implementation type was discovered. In
Rosencwaig’s patent [106] a thermoacoustic imaging system was reported which
employed a CW modulated electromagnetic source instead of a pulsed generator. Again,
this gave rise to novel imaging systems which operated in the frequency domain instead
of the pulsed source time domain approach.

Not only these milestones in thermoacoustic imaging but also major applications
in biomedical diagnosis demonstrate that thermoacoustic imaging is a methodology
which has not yet found its evolutionary dead end. Alternative time domain thermoa-
coustic implementations in the near-field can potentially overcome resolution limitations
while maintaining signal to noise ratio. The near-field thermoacoustic imaging approach
which is an important focus of this work describes ultrashort excitation of biological
tissue in the close vicinity of radiofrequency or microwave sources where energy
coupling is significantly high. Thus, the near-field method is able to provide superior
spatial resolution without compromising signal to noise ratio.
Moreover, frequency domain implementations using both optical light and RF for
stimulation of tissue demonstrate that thermoacoustic imaging is still at its beginning.
Especially with respect to the latter implementation, this work directs the reader towards
further possible applications and technological trends of thermoacoustic imaging.

1.1.1 Gaps in imaging modalities

Chart 1.1 depicts current biomedical imaging modalities as a function of penetration
depth and resolution. Apparently, there is no optimal imaging technology that can
provide ultrahigh resolution while at the same time penetrate soft tissue up to tens of cm.
Optical Coherence Tomography (OCT), for instance, provides high resolution with
reasonable penetration depth as compared to confocal microscopy [98] which is limited
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to few hundreds of microns depending on the tissue [26]. Preferred applications of OCT
lie in the field of ophthalmology [118] and coronary artery disease imaging [75].
X-ray Computed Tomography (CT) and MRI (Magnetic Resonance Imaging) offer both
high resolution at ∼ 50 µm [87] with high penetration depth, suitable for visualizing
anatomical structures. MRI particularly yields good contrast from soft tissue. Both
technologies are ideal for whole body imaging at high resolution.
Ultrasound (US) imaging is another category which offers high resolution and fairly good
penetration depending on the US frequency.
Referring to nuclear imaging techniques, PET (Positron Emission Tomography) and
SPECT (Single Photon Emission Tomography) provide functional and molecular imaging
like molecular breast cancer imaging [97] or cardiovascular imaging [24].
Microwave imaging (MI) is mainly employed for breast cancer imaging due to the
contrast which is based on permittivity and conductivity of soft tissue. MI illuminates
objects with microwaves and detects the scattered field after propagation through soft
tissue. Although whole body imaging with safe nonionizing radiation is feasible, the
main drawback in MI imaging is to be found in diffraction effects which result in
limited resolution [64]. The overall spatial resolution was previously limited to ∼ 5 mm
equivalent to half the wavelength [73], but recent developments improved the resolution
in current implementations to 1−2 mm [9].

Taking a look at the second chart 1.2 which shows the implementation type (fac-
tors like cost, complexity) versus the imaging application reveals several gaps in the
application range. PET and SPECT are highly sensitive imaging modalities (typically
in the order of fmol [87]), but are limited to functional and molecular imaging. Thus,
PET is often combined with X-ray CT which provides anatomical contrast. However,
PET/SPECT and X-ray CT especially in a combined system are associated with greater
cost and moreover use ionizing radiation.
Thermoacoustic Tomography (TAT) and Optoacoustic Tomography (OAT) can close
this gap, thus providing anatomical, functional and molecular imaging (the latter ones
in particular covered by optoacoustics). Numerous advantages are associated with the
photoacoustic method: Being a combination of basically two different technologies,
thermoacoustics overcomes limitations of pure optical imaging and unifies the benefits
of ultrasound and optical imaging in one modality. This is in particular useful in
optoacoustics where specific intrinsic optical contrast is coupled with high ultrasound
resolution, thus creating an imaging system which is able to perform anatomical imaging
with optical contrast [76], functional imaging, e.g. monitoring ICG perfusion [16] and
molecular imaging [87], [22]. Moreover, costs and complexity of the optoacoustic
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method is fairly low since it uses ultrasound detection and optical excitation. The full
capabilities of optoacoustics will be explained later in this chapter.
Thermoacoustics, on the other hand, offers anatomical permittivity and conductivity
contrast similar to the one from microwave imaging, but is limited in terms of functional
and molecular imaging (only one group reported on molecular imaging with the ther-
moacoustic method [82]). Typical problems of conventional thermoacoustics represent a
main focus of this work and are extensively discussed later.
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Figure 1.1: Current biomedical imaging modalities: OCT - Optical Coherence Tomog-
raphy; X-ray CT - X-ray Computed Tomography; US - Ultrasound; OAT -
Optoacoustic Tomography; TAT - Thermoacoustic Tomography; MRI - Mag-
net Resonance Imaging; PET - Positron Emission Tomography; SPECT -
Single Photon Emission Computed Tomography; MI - Microwave Imaging
(according to [26], [87])

1.1.2 Importance of hybrid imaging

A popular approach to cover the gaps in current imaging modalities is the combination
of different technologies. Advantages are obvious: Not only that the drawbacks coming
along with one system are overcome but also the benefits that are distinct to each system
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Figure 1.2: Biomedical imaging modalities as a function of imaging applications and
implementation (abbreviations see figure 1.1) (according to [85])

are added up. In other words, two systems can be in a way combined complementary so
that the resulting imaging system unifies the advantages of both methodologies in one
method.

Referring back to figure 1.2, a combination of X-ray CT with PET results in a new
imaging method which can provide structural images with molecular and functional
imaging applications.
Similarly, MRI and PET can be unified in one system offering soft tissue contrast coupled
with molecular and functional applications [55].

In the same line, photoacoustics is a so called hybrid imaging modality since it
combines ultrasound and optical/RF/microwave imaging in one modality. Thus, thermoa-
coustic imaging yields high resolution images of electrical, dielectric or magnetic contrast
whereas optoacoustics generates high resolution images providing optical contrast.
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1.2 Basics on thermoacoustic imaging

1.2.1 Introduction - the photoacoustic effect

The photoacoustic effect describes the local absorption of electromagnetic energy in tissue
followed by mechanical stress waves. When exposed to electromagnetic radiation, tissue
is heated up and generates an acoustic pressure wave due to thermoelastic expansion. The
mechanical pressure wave can be captured by appropriate pressure detectors which are
coupled to the tissue using e.g. water as a coupling medium.
The amplitude of the generated acoustic pressure wave is dependent on the amount of
energy absorbed and the time scale at which the energy is deposited in the tissue.
A profound explanation to the photoacoustic effect is introduced in chapter 2.

1.2.2 Thermoacoustics vs. optoacoustics

Two imaging modalities emerged over the past years using different energy regions in the
electromagnetic spectrum (see 1.3). However, the generation of acoustic waves following
electromagnetic absorption is not limited to the optical and RF/microwave region. In [38],
the photoacoustic effect was also investigated using X-rays to excite acoustic waves.
In compliance with the photoacoustic scientific community, this thesis employs the
terminology depicted on figure 1.4 where thermoacoustics is employed to determine
generally any form of energy absorption by tissue while optoacoustics more specifically
reflect optical energy absorption. Photoacoustics moreover refers to the general term
when the photoacoustic effect is involved. Therefore, methods including the photoa-
coustic effect can be clustered into Optoacoustic imaging (OAI) and tomography (OAT)
which describe the induction of pressure waves following light absorption whereas
thermoacoustic imaging (TAI) and tomography (TAT) commonly relate to all bands of the
electromagnetic spectrum, including but not limited to the radiofrequency and microwave
bands.

However, there are several aspects that favor the optical and RF/microwave region
of the electromagnetic spectrum as illustrated on figure 1.4. First of all, both energies
are nonionizing and therefore safe for human and animal imaging applications. Second,
both energy regions offer soft tissue contrast. The contrast mechanism for optical and RF
excitation will be explained in chapter 2. Third, the RF region and to a lesser extent the
optical band provide relatively high penetration depth into biological tissue.
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Figure 1.3: Electromagnetic spectrum showing the wavelength with the corresponding
frequency and energy from radiofrequencies (RF) to Gamma-rays

Referring in particular to the last point, the absorption coefficient of water over wave-
length is plotted on figure 1.5. An optical window covering a wavelength band from
∼ 400 nm - 700 nm is clearly visible. Leaving the window either towards higher
wavelength (NIR) or lower wavelength (UV) changes the absorption characteristics
decisively. Moving to very high wavelength, the absorption coefficient of water decreases
gradually. In the microwave region, water still exhibits high absorption whereas in the RF
region the absorption further decreases. The absorption mechanisms are further explained
in chapter 2.
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Figure 1.4: Photoacoustic (PA) imaging clustered into its derivatives optoacoustic (OA)
imaging when light is used for stimulation of tissue and thermoacoustic (TA)
imaging when RF/microwaves are employed to excite acoustic waves from
tissue
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Figure 1.5: Absorption spectrum of water (according to [113])

1.2.3 From time domain to frequency domain

Basically, almost the entirety of important imaging modalities started in time domain
before crucial research outcomes paved the way for frequency domain applications.
Optical Coherence Tomography, for example, has its origin in the time domain before ”a
major revolution [brought] Fourier domain techniques [...] to OCT” [26]. This fourier
domain revolution gave rise to two imaging methodologies in addition to the time domain
OCT (TD-OCT), namely spectral domain OCT (SD-OCT) and swept source OCT
(SS-OCT) [26]. Both the swept source system and the spectral domain system drop the
translation stage which is a characteristic feature of time domain OCT. SS-OCT instead
employs a tunable light source with narrow spectrum. The sweeping of the wavenumber
is equivalent to translating the reference mirror. In SD-OCT, the reflected beam from a
broadband light source is dispersed, simultaneously detecting all spectral components of
the reflected light.
Benefits that come along with the fourier domain approach include signal to noise ratio
improvement by several hundreds [21] by using a spectral domain system and drastic
measurement speed improvement since moving elements (i.e. the translation stages) are
removed in FD approaches [132].

Similar to OCT, diffuse optical tomography (DOT) can also be implemented in the
time domain and frequency domain. Referring to time domain systems, one implemen-
tation was described by Ntziachristos et al. [86] in which ultrashort pulses of light were
used to illuminate tissue. After propagating through tissue, the temporal point spread
functions (TPSF) are broadened because of scattering effects and captured with photon
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1.2 Basics on thermoacoustic imaging

detectors.
Contrary, frequency domain diffuse optical imaging employs continuous wave light
sources which are intensity modulated at a few hundred MHz (see Chance et al. [17]).
Reemitted light from the object is reduced in modulation depth and captured with a
photon multiplier tube (PMT) using e.g. homodyne or heterodyne detection of the
modulated light.
In DOT, the advantages and disadvantages between the TD and FD implementation
are much more versatile since each methodology provides distinct benefits. The time
domain system offers high sensitivity with higher information content in the measured
data, however it also comes along with an expensive setup and long acquisition times.
The frequency domain methodology is faster, less expensive but also provides less
information because of the single modulation frequency of the light source. Practically,
since time domain and frequency domain are linked through the fourier transform, both
domains are similar if the frequency domain is measured over a large enough bandwidth
to cover the information that is gathered from the short time duration.

Photoacoustics also provides this dual domain implementation, i.e. photoacoustics
can be performed in time domain and accordingly in frequency domain. In what follows,
both methodologies will briefly be introduced, itemizing the characteristics of each
technology as depicted on figure 1.6 and pointing out the benefits that are connected to
imaging either in the time domain or frequency domain.

opto- and

thermoaccoustic

imaging

Frequency Domain

(FD)

Time Domain

(TD)

- pulsed sources

OA: <10ns

TA: ~500ns-1ms

- broadband response

- time of flight measurement

- expensive

- high SNR

- high energy pulses 

(10-100mJ/pulse)

- (modulated) CW sources

modulation frequency

matched to detector

- narrowband response

- coherent detection

- cost efficient setup

- high SNR with coherent SP

- low laser fluence

- technically simpler

  sources

Figure 1.6: Comparison time domain and frequency domain
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Time domain photoacoustics

In time domain photoacoustics, the entire pulse period is used for acoustic (either
optically or RF/microwave induced) signal generation. Therefore, the time domain
approach employs pulsed sources of light in the case of optoacoustics and short RF/mi-
crowave pulses for thermoacoustic imaging. The optical pulses are generally below 10 ns
(see [100]) which allow for high resolution imaging whereas thermoacoustic pulses are
confined to a lower threshold of τpulse ≈ 500 ns due to technical restrictions [64]. Pulsed
excitation is followed by a broadband acoustic response from absorbing tissue, thus
the acoustic signals inherently contain information on the absorber’s dimensions in the
spectral components of the measured acoustic waveforms. Furthermore, time domain
photoacoustics features time of flight measurements, referring locally induced acoustic
pressure signals to distance from the detector with the acoustic wave speed - propagation
time dependence. High signal to noise ratio is usually achieved by illuminating the sam-
ple with high energy pulses, reaching energy levels of 10−100 mJ. Operation in pulsed
mode is typically associated with a complex technical setup and expensive sources. As an
example, ultrashort high energy light pulses are usually generated with a tunable optical
parametric oscillator laser which is pumped by a Q-switched Nd:YAG laser. Those
sources are generally expensive in purchasing and maintaining. Short RF/microwave
pulses are most commonly created with a pulsed high frequency generator followed by a
high power amplification stage. Similar, those systems need to provide sufficient energy
to induce detectable thermoacoustic signals.

Frequency domain photoacoustics

In frequency domain photoacoustics, acoustic signals are generated during the time
interval that the source is on, i.e. signals are even detected if the stimulation signal
is extended over long time intervals. Whereas in time domain one pulse defines one
imaging acquisition window during which signals are captured, frequency domain drops
the distinct time space relationship which is a typical feature of time domain systems.
In frequency domain, preferably CW sources or sources which generate extremely long
pulses are used. The narrowband stimulation profile due to monofrequent CW stimulation
induces narrowband photoacoustic signals continuously for the time interval that the
source is on. Spatial distribution of absorbers can be retrieved with correlation methods
such as pulse compression. Whereas time domain systems usually employ expensive and
bulky sources (e.g. OPO-Lasers, RF/microwave amplifiers), frequency domain setups
rely on cost efficient sources like diode lasers or narrowband LEDs. Those diode modules
are very compact and technically simple due to the high duty cycle. While pulsed lasers
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1.3 Objectives and motivation

have duty cycles in the order of 0.1%− 10−5% where the average power is delivered
within nanoseconds to achieve high energy pulses, CW lasers exhibit duty cycles of
100% spreading the energy over a longer time. This also results in a lower laser fluence,
thus ensuring safe operation conditions for patients.

1.3 Objectives and motivation

From the very beginning, the goal of this research was to push thermoacoustics to small
animal imaging in particular covering structural, functional and also molecular imaging.
This approach required decisive improvements in image quality, especially in terms
of resolution and easiness of implementation and furthermore a comprehensive study
on the application of contrast agents or RF/microwave markers which are to be used
for functional and molecular imaging purposes. In order to achieve this, the following
questions have to be answered:
� With respect to established thermoacoustic imaging systems, how can we improve on
image quality?
� Relating to thermoacoustic tomography, what are the steps to perform structural,
functional and molecular imaging?

Both questions imply numerous more profound subcategories like:
� What is the optimal RF excitation waveform (both for high spatial resolution and
molecular imaging)?
� How can this RF excitation be implemented in terms of hardware and technology?
� What are the sources of contrast in RF thermoacoustics?
� In particular referring to extrinsic contrast agents, what kind of probe material can be
used in order to enhance contrast in thermoacoustic imaging?

These questions are only covering the overall objectives and aims of this research.

1.4 A short introduction to technical implementations

During this research, four different thermoacoustic and optoacoustic systems were built,
starting in time domain thermoacoustics with the near-field radiofrequency thermoacous-
tic (NRT) tomography setup (see chapter 5), moving to frequency domain optoacoustics
(chapter 6), then discussing a novel method in chapter 7 while completing the overview
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of the experimental systems with the frequency domain thermoacoustic instrumentation
(8). Therefore, this research focuses both on theoretical considerations on the photoacous-
tic phenomenon, in particular on novel excitation modes while at the same time covering
experimental implementations of dedicated imaging systems.

1.5 A brief synopsis

This work directs the reader in nine chapters from an introductory section, dealing with
fundamental theoretical considerations on the photoacoustic phenomenon, to experimen-
tal results based on theoretical findings.
The subsequent chapter 2 starts with theoretical aspects and physical explanations of the
photoacoustic effect. It aims at giving a conceptual background for the following chapters
which deal with optoacoustic and thermoacoustic signal generation and imaging.
Chapter 3 discusses the photoacoustic effect in frequency and time domain, using a CW
modulated source for the former or a pulsed electromagnetic energy source for the latter.
In chapter 4, the basic image reconstruction formulas in time domain and frequency do-
main are presented.
Proceeding to chapter 5, a novel time domain thermoacoustic imaging system is discussed.
First high resolution images of dissipative media, phantoms and an ex-vivo mouse are
shown which are obtained with the developed system.
The thesis focuses on time and frequency domain imaging, thus an original approach to-
wards optoacoustic imaging using a CW modulated laser is presented in chapter 6. Here,
first frequency domain in-vivo cross-sectional images of a mouse using a dedicated tomo-
graphic imaging system are presented.
Chapter 7 discusses a novel concept of generating thermoacoustic signals employing an
intermediate state between pulsed and CW excitation, namely quasi CW thermoacoustics.
Chapter 8 completes the process from theory and physics of photoacoustics to experimen-
tal results. Particular effort was devoted to the development and set-up of a high power
amplifier which enables magnetic excitation with an adjustable frequency. As a highlight,
this chapter presents for the first time a detected thermoacoustic signal following CW ex-
citation at low frequencies in the MHz range.
Finally, chapter 9 is dedicated to conclusions and reconsiders the findings from this work.
Particularly, it shows future directions of the thermoacoustic method using CW modulated
sources.
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2 Theory and physics on
thermoacoustics

2.1 Introduction

This chapter directs the reader towards the theory and physics of thermoacoustic signal
generation and should be considered as the basic reference for the following chapters. It
starts with fundamental considerations on the electromagnetic wave - matter interaction.
The basic governing equations of the photoacoustic effect are explained both for optical
and RF/microwave excitation. A key point is covered by contrast mechanisms, review-
ing optical contrast but also explaining the contrast which can be attained from RF and
magnetic excitation.

2.2 Interaction of radiation with matter

This section describes the processes involved in radiation - matter interaction that are
related to opto- and thermoacoustic imaging. It starts with a framework of interaction
types before explaining in greater detail the corresponding mechanisms.
Consider a photon which is hitting a medium (e.g. a mouse) as depicted in figure 2.1.
Basically, three different events can occur depending on properties like e.g. energy of the
photon, type of medium, size of medium etc. Figure 2.1 depicts in a simplified way the
different types of interaction. According to a first mechanism, photons can be absorbed
partially or fully by the medium, thus transferring a part or all of its energy. The process
of energy transfer will be explained later. The second mechanism refers to scattering of
the photon upon propagating through the medium. Biological tissue represents a turbid
medium and therefore exhibits strong optical scattering of photons. Finally, interaction
of radiation with matter can also occur in the form of transmission. In this case, the
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2 Theory and physics on thermoacoustics

direction and energy of the photon is not affected and the photon is propagating through
the medium. The medium can be regarded as transparent to the photon.

T

A

S

Figure 2.1: Photon interaction with matter: A (green) - Absorption; T (red) - Transmis-
sion; S (orange) - Scattering; (dashed lines represent photon propagation
within tissue)

2.2.1 Absorption of radiation

Absorption of radiation by matter is of considerable interest for opto- and thermoacoustic
imaging since acoustic waves are induced at spots of local electromagnetic energy absorp-
tion. This section aims at giving a fundamental understanding of the different absorption
mechanisms. With regard to the implementation of both thermo- and optoacoustics,
absorption is discussed for the whole electromagnetic spectrum as shown in figure 1.3,
starting from low energy levels (RF), reaching the optical spectrum and finally discussing
gamma rays at higher energies.

Figure 2.2 reviews again different energy levels on a logarithmic scale. The differ-
ent absorption mechanisms are given above the energy bar relating to the corresponding
energy band.

2.2.1.1 Absorption mechanisms across the EM spectrum

[a] Molecular rotation

Starting from low energy levels, absorption of radiation is taking place in the form of
molecular rotation. Corresponding energy levels are in the order of 5 µeV - 1meV which
is equivalent to the microwave region of the electromagnetic spectrum. The low frequent
radiation is dissipating energy in form of frictional movement of molecules due to a
rotational and torsional momentum which is exerted on the axis of the molecules (see
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Figure 2.2: Interaction of radiation with matter, starting at low energy levels correspond-
ing to RF while moving towards higher energy levels in the visible spectrum
(marked as [c]) and finally reaching ultrahigh energies where Compton scat-
tering [e] and Pair Production is taking place [f] (adapted from [50])

figure 2.2).
In biological tissue, microwave energy is converted into heat because of molecular mo-
tion; however, absorption of electromagnetic energy is comparably low since biological
tissue is mostly transparent in the microwave band.
Metallic matter like conductors, on the other hand, exhibits significant absorption of
microwaves and radiowaves in general. This is due to electric currents which are induced
in conductive materials and which result in significant heat release when exposed to
radiowaves and microwaves.

[b] Molecular vibration

A second form of molecular motion is occurring at higher energies in the infrared region
(IR). When soft tissue is exposed to infrared radiation, energy is taken up in the form
of vibrational motion of molecules, resulting again in heat release due to frictional
movement (see inset [b] in figure 2.2). Whereas biological tissue exhibits relatively low
absorption of RF (depending on the frequency), infrared offers higher absorption but is
still less absorbing than optical light.

[c] Electron excitation

In the visible region of the electromagnetic spectrum, absorption of radiation is typically
high. Photons elevate electrons from stable energy states to higher excited states,
changing the orbital levels of electrons in the individual molecule. Inset [c] in figure 2.2
schematically depicts a photon of energy Eph = hν which excites an electron to a higher
discrete energy level. It has to be noted that the electron excitation is a nonionizing effect,
meaning that the electron of a molecule is not removed after absorption.
The holistic approach towards electron excitation will be explained later in this section.
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2 Theory and physics on thermoacoustics

[d] Ionization

Moving to the Ultraviolet (UV) spectrum, biological tissue becomes more absorbing,
thus limiting the penetration depth of photons in tissue. Whereas photon interaction in the
optical spectrum is of nonionizing nature, UV light (and X-rays) cause photoionization.
As depicted in inset [d] on figure 2.2, photoionization describes the physical effect of
expelling an electron from a molecule or atom in response to absorption of ionizing
radiation, producing free radicals.

[e] Compton scattering

Advancing to even higher energy levels beyond the UV spectrum, other physical phenom-
ena like Compton scattering take place. The effect is schematically illustrated in inset
[e] in figure 2.2. Similar to the photoionization process, a photon with sufficient enough
quantum energy (in the order of hundreds of keV) expels an electron from a molecule
or atom since the energy exceeds the discrete energy levels of electron excitation. But
in addition to the ionization, a second process takes place which results in a scattered
photon balancing the energy of the incoming photon and the energy that is absorbed by
knocking out the electron.

[f] Pair Production

Finally, although not of importance for the photoacoustic effect but for the sake of
completeness, pair production occurs at high energies exceeding 1MeV. Here, interaction
of a photon of sufficient energy with a nucleus ends up in a pair of positron and electron.
The corresponding illustration is depicted in inset [f] in figure 2.2.

2.2.1.2 Absorption in the visible spectrum

The preceding paragraph presented a generic view over different absorption mechanisms
depending on the energy of radiation.
In what follows, the absorption of light by biological tissue, also with respect to the
emission effects, is explained.

Basically, absorption of photons in biological tissue can be described by an energy
transfer from the photon to the atom or molecule. If photons hit a molecule, energy from
the photon can elevate the electron to a higher energy level or raise the molecule to a
higher rotational or vibrational state. There are various scenarios in which the absorbed
energy can be released. The interested reader is referred to a profound description of light
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matter interaction which can be found in the book ’Biomedical Optics’ from Wang [125]
which also served as the reference for the following explanation.

The Jablonski diagram on figure 2.3 serves as the framework for the following sec-
tion, illustrating the main processes which are occurring on a photon matter interaction
stage.

One process which is of particular interest for the photoacoustic effect considers
movement and collision with other molecules. Energy is released by motion of molecules,
giving at the same time rise to heating of tissue. In this case, the energy of the photon is
converted into kinetic energy, thus removing the photon’s contribution to electromagnetic
radiation. Since no photon is released, relaxation of molecules is taking place in a non

radiative nature. In optoacoustics, local temperature gradients within tissue are detected;
therefore, non radiative relaxation makes up the main contrast in optoacoustic imaging.

Another scenario assumes energy relaxation in form of luminescence, in particular
photoluminescence for the case of photon absorption. Luminescence describes the
relaxation of electrons from the excited state to the ground state, generating a photon
matching the quantum energy. Luminescence can further be classified into fluorescence

and phosphorescence according to the life time of stimulated electrons. Life time covers
the time period from excitation of molecules or atoms by photon absorption to the time
point of energy release.
Consider fluorescence with a life time of∼ 1 ns: After absorption, electrons are shifted to
higher energy levels within a time scale of 1 fs and subsequently within ps, the electrons
drop to the lowest vibrational energy level. The so called internal conversion (see figure
2.3) is not connected to photon emission but vibrational energy conversion. From the
excited vibrational energy level, fluorescence in terms of spontaneous photon emission

takes place with the wavelength of the photon being longer and the frequency and energy,
respectively, being lower.
For a longer life time in the order of ms to s, phosphorescence is occurring. Instead of a
direct photon release from the excited state S1, phosphorescence additionally performs an
intersystem crossing of electrons which shifts the electrons to a metastable excited triplet
state T1. In this state, energy is conserved because of the forbidden relaxation to the
ground state and released under certain conditions. Since spontaneous photon emission

is forbidden and unfavored in this particular quantum energy state, the time scale for
phosphorescence is relatively high as opposed to fluorescence [125].
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2 Theory and physics on thermoacoustics

For the purpose of completeness, Raman scattering as a form of inelastic scatter-

ing is shortly described. Figure 2.3 briefly illustrates the energy diagram for the Raman

scattering process. As opposed to elastic scattering, Raman scattering involves energy
conversion between photons and interacting molecules. In Raman scattering, the photon
excites molecules to a virtual state with relaxation to the ground state in form of photon
emission.
On the other hand, elastic scattering does not consider energy exchange between photon
and molecule. The matter-interacting photons remain part of the radiation field, changing
only the propagation direction.
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Figure 2.3: Various energy transfer mechanisms following absorption of a photon on the
basis of a Jablonski diagram (adapted from [125])

2.3 The photoacoustic effect

The photoacoustic effect is defined by several subsequent processes as depicted in illustra-
tion 2.4. Electromagnetic radiation of time varying nature illuminates a region of interest
in biological tissue. The target absorbs the energy and heats up because of non radiative
relaxation of the tissue. Due to thermoelastic expansion, the temperature gradient is con-
verted into mechanical stress. Induced stress waves are propagating as acoustic pressure
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waves in the biological tissue and can be detected with a pressure detector which is cou-
pled to the target by means of an ultrasonic coupling medium like water. Note that the

(1)

(2)

(3)

(a) (b)

Figure 2.4: Illustration of the photoacoustic effect: (a) Illumination of a region of interest
(dashed circle) within biological tissue (e.g. a mouse); (b) ROI from (a):
(1) illumination with a time varying electromagnetic source; (2) absorption
of electromagnetic energy; (3) induction of mechanical (acoustic) pressure
waves following thermoelastic expansion of tissue (dashed lines)

source of electromagnetic radiation has to be of time varying origin since the amplitude of
acoustic pressure is dependent on the gradient of the heat source term as will be explained
later. Also, the excitation pattern determines the shape of the generated acoustic waves.
Therefore, the following sections give a review on the photoacoustic wave equation in
its general form before proceeding more specifically to the physics of optoacoustics and
thermoacoustics.

2.3.1 General photoacoustic wave equation

2.3.1.1 Photoacoustic wave equation - time domain approach

This section reviews the photoacoustic wave equation in its general form in the time do-
main.
Generally speaking, the photoacoustic effect can be described by the thermal expansion
equation which is a derivative of the generalized Hooke’s law and the equation of motion
which is deduced from Netwon’s second law [125]

∇ ·~w(~r, t) =−κ p(~r, t)+βT (~r, t) (2.1)

ρ
∂ 2

∂ t2~w(~r, t) =−∇p(~r, t) (2.2)

with the thermal coefficient of cubic expansion β , the pressure p induced at position~r and
time t, the spatial displacement vector ~w, the temperature rise T , the mass density ρ and
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the isothermal compressibility

κ =
CP

ρv2
sCV

. (2.3)

Herein, vs indicate the speed of sound in water and CV and Cp the specific heat capacity
for constant volume and pressure, respectively.
The first derivative of the particle displacement vector, equivalent to the particle velocity

vp =
∂~w(~r, t)

∂ t
, (2.4)

rearranges basic equations 2.1 and 2.2 to

ρ
∂vp

∂ t
=−∇p, (2.5)

yielding the general form of the photoacoustic wave equation [125](
∇

2− 1
v2

s

∂ 2

∂ t2

)
p(~r, t) =− β

κv2
s

∂ 2T (~r, t)
∂ t2 . (2.6)

The general form relates the acoustic wave propagation to EM stimulation and specific
tissue properties. The right side of equation 2.6 can be furthermore described by the heat
diffusion equation

1
α

∂T (~r, t)
∂ t

−∇
2T (~r, t) =

1
k

H(~r, t) (2.7)

which delineates the spatial distribution of heat H over time t; herein, α = k (ρCV )
−1

represents the thermal diffusivity with the thermal conductivity k. Furthermore, the
heating function H(~r, t) characterizes an external spatially dependent temperature input,
varying in time.

The time derivative of equation 2.7 with simultaneous solution for the temperature
yields

∂ 2T (~r, t)
∂ t2 =

∂

∂ t

[
α∇

2T (~r, t)+
1

ρCV
H(~r, t)

]
. (2.8)

The hyperbolic partial differential equation 2.6 can be solved with the Green function,
resulting in equation

p(~r, t) =
β

4πκv2
s

∫
V

δ

(
t ′−

(
t− |~r−~r

′|
vs

))
|~r−~r′|

∂ 2T (~r′, t ′)
∂ t ′2

d3~r′

=
β

4πκv2
s

∫
V

1
|~r−~r′|

∂ 2T
(
~r′, t ′ = (t− |~r−~r

′|
vs

)
)

∂ t ′2
d3~r′.

(2.9)
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Substituting equation 2.8 in 2.9 results in

p(~r, t) =
β

4πCp

∫
V

1
|~r−~r′|

∂

∂ t

[
k∇

2T (~r′, t)+H(~r′, t)
]

d3~r′. (2.10)

The forward solution to the general wave equation describes the pressure at location ~r
and time t, dependent on the first time derivative of the spatial heat diffusion and the
heating function. This is the basic equation to determine the pressure distribution within
a certain range, determined by time t and position~r and independent of thermal and stress
confinement.

2.3.1.2 Photoacoustic wave equation - frequency domain approach

In frequency domain (TD: p(~r, t)→ FD: p̂(~r,ω)), the wave equation 2.6 becomes the
Helmholtz equation [123](

∇
2 +

ω2

v2
s

)
p̂(~r,ω) =− jω

β

CP
(û(~r,ω)) (2.11)

with the source function

û(~r,ω) = k∇
2T̂ (~r,ω)+ Ĥ(~r,ω). (2.12)

Similar to the time domain, the forward solution in frequency domain results in

p̂(~r,ω) =− jωβ

4πCp

∫
V

1
|~r−~r′|

û(~r,ω)exp
(

jk
∣∣~r−~r′∣∣)d3~r′. (2.13)

2.3.2 Physics of optoacoustics

Optoacoustics relates to the generation of acoustic pressure waves in response to optical
absorption. Two important aspects will be addressed in what follows. First, the propaga-
tion of photons in a turbid medium like soft tissue will be explained based on the diffusion
equation. Second, the absorption of light which defines the contrast in optoacoustics will
be described. Therefore, the spectral behavior of intrinsical absorbers in biological tissue
as well as one extrinsical agent is presented at the end of this paragraph.
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2.3.2.1 Photon propagation in biological tissue

Propagation of photons in biological tissue is diffusive due to its strong scattering nature.
In the optical window, a photon can travel an average length of 100 µm without particle
interaction. This is referred to as the mean free path [84]. In the diffusive regime which
describes the condition of many photon scattering events with highly diffusive photon
distribution, the reduced scattering coefficient can be expressed as

µ
′
s = µs(1−g) (2.14)

with the dimensionless anisotropy g and the scattering coefficient µs. The photon transport
in turbid media can be approximated by the diffusion equation according to Haskell et
al. [46] (

∂

c∂ t
+µa−∇ · [D∇]

)
Φ(~r, t) = S(~r, t) (2.15)

with the fluence rate Φ, the source term S, the spatially dependent diffusion coefficient

D =
1

3(µa +µ ′s)
(2.16)

and the effective optical absorption coefficient

µe f f =

√
µa

D
=
√

3µa(µa +µ ′s). (2.17)

In the condition of uniform illumination of the region of interest, the fluence in de-
pendence of the distance from the surface can be calculated according to Beer’s law
with [124]

Φ(r) =
Φ(r0)

4πDr
exp(−µe f f r). (2.18)

We observe that the fluence is depending on both the reduced scattering coefficient µ ′s and
the absorption coefficient µa of the tissue.

2.3.2.2 Optoacoustics - sources of optical contrast

Contrast in optoacoustics is originating from optical absorbers in biological tissue. Typ-
ical intrinsic absorbers are comprised of e.g. hemoglobin in its oxy- and deoxygenated
states and melanin. Referring to the absorption spectrum of water across a broad range of
the electromagnetic spectrum as shown in figure 2.5, an optical window which is located
at ∼ 700 - 900 nm [129] allows for low absorption of water with simultaneous deep
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tissue penetration of light. Moreover, Hb and HbO2 exhibit high absorption of light, thus
providing excellent intrinsic contrast agents. The absorption spectrum of the latter two is
plotted as a function of the molar extinction coefficient over the wavelength in the visible
region in figure 2.6. The region starting from 600 nm to 900 nm is of particular interest
since hemoglobin provides maximum difference between its oxy and deoxy state at the
wavelength 650 nm and a minimum at the isosbestic point which is located at 800 nm.
A multispectral approach which implies imaging at several wavelengths can be used to
spectrally differentiate between oxygenated and deoxygenated hemoglobin after spectral
unmixing. This idea was developed and implemented at the IBMI and is especially useful
for molecular [87] and functional imaging [16].

Additionally, figure 2.7 plots the molar extinction coefficient of Indocyanine Green
(ICG) along with oxy and deoxygenated hemoglobin. The exogenous contrast agent
provides higher optical absorption within the shown spectrum and exhibits an absorption
peak at λ ≈ 800 nm.
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Figure 2.5: Absorption spectrum of water, oxygenated and deoxygenated hemoglobin
(data from [94] and [113])

2.3.3 Physics of thermoacoustics

Contrast in thermoacoustics can be attributed to the RF properties of biological tissue.
Contrary to optical imaging where scattering in tissue is very strong, scattering plays a
minor role in RF imaging [129]. The following section is based on the Maxwell equations
as described in ’Microwave Engineering’ by Pozar [93], ’Principles of Optics’ by Max
Born [8] and ’Electromagnetic Waves and Antennas’ by Orfanidis [91]. It aims at present-
ing the basics of electromagnetic wave propagation both in free space and lossy media
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Figure 2.6: Oxygenated and deoxygenated hemoglobin with their molar extinction coef-
ficients [M−1cm−1] over wavelength [nm] (data from [94])
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Figure 2.7: ICG, oxygenated and deoxygenated hemoglobin with their molar extinction
coefficient [M−1cm−1] over wavelength [nm] (data from [72] and [94])

which should be regarded as a reference for the following chapters. At the end, contrast
mechanisms along with the sources of RF-contrast for the electric and magnetic case are
discussed.

2.3.3.1 Electromagnetic waves in free space

Electromagnetic wave propagation can be modeled by finding a solution to the Maxwell
equations. These powerful equations describe in 4 formulas the interaction of time varying
electric fields with magnetic fields. The differential form of Maxwell equations is given
by

∇×~E(t) =−∂~B(t)
∂ t
− ~M(t) (2.19)

∇× ~H(t) =
∂~D(t)

∂ t
+ ~J(t) (2.20)
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2.3 The photoacoustic effect

∇ ·~D(t) = ρ(t) (2.21)

∇ ·~B(t) = 0 (2.22)

with the following quantities [93]:

~E(t) electric field intensity [V m−1],

~H(t) magnetic field intensity [A m−1],

~D(t) electric flux density [A s m−2],

~B(t) magnetic flux density [V s m−2],

~M(t) (fictitious) magnetic current density [V m−2],

~J(t) electric current density [A m−2],

ρ(t) electric charge density [A s m−3].

Maxwell’s equations represent a summary of the Maxwell-Faraday law 2.19, Ampere’s
Circuit law 2.20 and Gauss law both for the electric flux theorem 2.21 and the magnetic
case 2.22 [91].
The time dependent terms can be simplified with the relationship

~E(~r, t) = Re
[
~E(~r,ω)e jωt

]
, (2.23)

resulting in the frequency domain representation or phasor form of the Maxwell equa-
tions

∇×~E(ω) =− jω~B(ω)− ~M(ω) (2.24)

∇× ~H(ω) = jω~D(ω)+ ~J(ω) (2.25)

∇ ·~D(ω) = ρ(ω) (2.26)

∇ ·~B(ω) = 0. (2.27)

It has to be noted that the sources of the electromagnetic field are defined by the current
~J and the charge density ρ . The magnetic current ~M is only fictitious since existence
of magnetic charges have never been proven [93]. However, for the completeness the
magnetic source term is mentioned.
The field intensities are connected with the flux density with the simple relationship

~D = ε0~E (2.28)
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~B = ε0~H. (2.29)

Equations 2.28 and 2.29 are valid for free-space conditions with the vac-
uum permeability µ0 = 4π×10−7 V s A−1 m−1 and the vacuum permittivity
ε0 = 8.854×10−12 A s V−1 m−1.

2.3.3.2 Electromagnetic waves in material media

So far, electromagnetic wave propagation has been confined to free space conditions.
Propagation of electromagnetic waves in matter, e.g. biological tissue, requires the so
called material equations which have to be added to the free field form of the Maxwell
equations.
With regard to the magnetic and electric flux density, two types of materials have to be
distinguished, the first one representing dielectric materials and the second one magnetic
materials. Note that the material equations are only discussed for the isotropic case. For
the more complex version of anisotropic materials where the polarization and the electric
field are direction dependent, a special tensor matrix has to be taken into account.

Considering electromagnetic wave propagation in dielectric material, atoms or molecules
undergo a polarization process due to an applied electric field ~E. This causes increased
electric dipole moments which accordingly result in an additional term to the electric flux
~D represented by the time dependent polarization vector ~Pel

~Pel = ε0χel~E (2.30)

~D = ε0~E +~Pel. (2.31)

Herein, χel represents the electric susceptibility. Substituting equation 2.31 with 2.30
yields

~D = ε0~E +~Pel = ε0 (1+χel)~E = ε~E (2.32)

with the complex permittivity ε as a product of the vacuum permittivity ε0 and the relative
permittivity εr

ε = ε0 (1+χel) = ε0εr = ε
′− jε ′′ (2.33)

which are assigned to the medium’s properties. ε consists of a real part ε ′ and imaginary
part ε ′′. The electromagnetic losses can be attributed to the imaginary component,
resulting in heat release because of vibrational motion of atom or molecule dipoles [93].
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2.3 The photoacoustic effect

Other than the damping losses, another form of dielectric losses can be attributed
to conductivity losses due to free charges which cause a conduction current. The ohmic
law

~J = σ~E (2.34)

describes a current density in tissue with conductivity σ .

In the other similar case of materials which exhibit magnetic properties, magnetic
polarization is occurring due to aligning of magnetic moments to the applied magnetic
field. Accordingly, the magnetic flux density is affected by the polarization of the
magnetic material

~Pmag = χmag~Hmag (2.35)

~B = µ0

(
~Hmag +~Pmag

)
(2.36)

with the complex magnetic susceptibility χmag.
Equation 2.35 with equation 2.36 yields

~B = µ0 (1+χmag) ~Hmag = µ~Hmag (2.37)

with the complex permeability

µ = µ0(1+χmag) = µ0µr = µ
′− jµ ′′, (2.38)

where µr denotes the relative permeability, µ ′ the real part and µ ′′ the imaginary part
which is responsible for magnetic losses.

2.3.3.3 Propagation of waves in lossy media

The derived Maxwell equations from the preceding section provide the necessary tools to
calculate the electromagnetic losses that appear in matter. Again, the holistic approach
is discussed in Pozar [93]. In conductive material with the conductivity σ , the Maxwell-
Faraday equation in addition to Ampère’s law can be rewritten in the form

∇×~E =− jωµ~H (2.39)

∇× ~H = jωε~E +σ~E. (2.40)
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Substituting equation 2.40 into 2.39 yields

∇
2~E +ω

2
µε

(
1− j

σ

ωε

)
~E = 0, (2.41)

which is equivalent to the wave equation or Helmholtz equation in lossy tissue. The
wavenumber in the lossless case is given by

k = ω
√

µε, (2.42)

however, in our case where losses have to be taken into account, the propagation constant
k is modified to

k = ω

√
µε

(
1− j

σ

ωε

)
. (2.43)

Furthermore, the attenuation coefficient α and the phase velocity β can be summarized in
the complex propagation constant γ

γ = α + jβ = jω
√

µε

√
1− j

σ

ωε
. (2.44)

Solving the equation for α and β yields the decay rate and the phase of the attenuated
traveling wave

α = ω

√√√√µε

2

(√
1+
(

σ

ωε

)2
−1

)
(2.45)

β = ω

√√√√µε

2

(√
1+
(

σ

ωε

)2
+1

)
. (2.46)

One possible solution to the wave equation 2.41 with one field component in x-direction
and propagation in z-direction reduces the Helmholtz equation to

Ex(z) = E+
0xe− jkz +E−0xe+ jkz. (2.47)

In time domain, the propagating electric field can be rewritten in the form

Ex(t) = Re
{(

E+
0xe−γz +E+

0xe+γz)e jωt}
= |E+

0x|e
−αzcos(ωt−β z)+ |E−0x|e

+αzcos(ωt +β z).
(2.48)

Taking only the positive traveling wave (E+
0x) with the propagation factor

e−γz = e−αze− jβ z = e−αz cos(ωt−β z) (2.49)
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into account, we see the exponential decay of the wave with the damping or attenuation
factor α , given in [dB] or [Np]. Thus, the penetration depth DP is the inverse of the
attenuation factor according to

E(z) = E0e−αz (2.50)

αz =− ln
E(z)
E0

(2.51)

DP =
1
α

(2.52)

with the electric field at the surface E0.

The holistic derivation of power and energy equations for electromagnetic waves
can be consulted in the book ’Microwave Engineering’ [93], however, the basic equations
for power transfer and losses through dissipation will be presented briefly for complete-
ness. The underlying doctrine is Poynting’s theorem for the non-static case where the
electric field and the magnetic field are coupled. Without any further derivation, the
Poynting theorem can be expressed as

PS =−
1
2

∫
V

(
~E ·~Js

∗
+ ~H∗ · ~Ms

)
dv

=
1
2

∮
S
~E× ~H∗ ·d~s+ σ

2

∫
V
|~E|2dv+

ω

2

∫
V

(
ε
′′|~E|2 +µ

′′|~H|2
)

dv

+ j
ω

2

∫
V

(
µ
′|~H|2− ε

′|~E|2
)

dv

(2.53)

with the electric source current ~Js and the magnetic source current ~Ms. The last integral in
equation 2.53 represents the real part of the permeability and permittivity, thus accounting
for the stored energy in the field.
Poynting’s theorem describes a power balance with the source terms defined by the first
integral in equation 2.53. The second integral accounts for the outgoing power of a system
(e.g. matter) defined by the surface area S.
We are interested in the conductive, dielectric and magnetic losses which can be compiled
to the form

Ploss(ω) =
σ

2

∫
V

∣∣∣~E(ω)
∣∣∣2 d3r+

ω

2

∫
V

ε
′′
∣∣∣~E(ω)

∣∣∣2 d3r+
ω

2

∫
V

µ
′′
∣∣∣~Hmag(ω)

∣∣∣2 d3r. (2.54)

Summarizing the first term as the conductivity losses Pcond , the second term as the di-
electric losses Pdiel and the last term as the magnetic losses Pmag, equation 2.54 can be
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rewritten in the general form

Ploss(ω) = Pcond(ω)+Pdiel(ω)+Pmag(ω). (2.55)

Equation 2.55 is referred to as Joule’s law which will be used to determine the sources of
RF contrast in thermoacoustic imaging.

2.3.3.4 Thermoacoustics - Sources of dielectric contrast

Contrast in thermoacoustics with RF excitation is defined by the electric properties of
tissue, more precisely by the complex permittivity ε ′′ and conductivity σ . Considering a
dominating electric field component and furthermore taking into account that the magnetic
permeability of free space and biological tissue are almost equal [112], the overall losses
in a time varying electromagnetic field as given in equation 2.54 can be reduced to

Ploss(ω) =
σ

2

∫
V

∣∣∣~E(ω)
∣∣∣2 dr3 +

ω

2

∫
V

ε
′′
∣∣∣~E(ω)

∣∣∣2 dr3. (2.56)

Detailed data on the spectrum of the frequency dependent dielectric properties of various
soft tissues can be found in Gabriel et al. [35], [36] and Foster et al. [34].
Additionally, the experimental data can also be approximated with a parametric model
based on the Debye equation [112], [33]. This has the advantage of generating a
prediction model for different dielectric matters. In what follows, two models will shortly
be presented. The second model was then used to calculate the approximate frequency
dependent dielectric properties of assorted tissues.

Referring to the first method, Hurt [49] developed a parametric fit to experimental
data employing the Debye equation

ε(ω) = ε∞ +
σ0

jωε0
+

n

∑
i=1

∆εi

1+ j(ωτi)
(2.57)

with the static ionic conductivity σ0, the permittivity ε∞ for frequencies ωτ � 1, the
dispersion magnitude ∆ε = εs− ε∞ with the static permittivity εs for frequencies ωτ� 1.
In [49], the spectrum of muscle tissue was modeled according to the above equation
using 5 Debye dispersions, being as accurate as 20% to the experimental data.

To overcome the discrepancy with the objective of a more accurate data fit, Gabriel
et al. [37] proposed a modified approach to the Debye equation by taking a so called
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distribution parameter αpar into account. The additional parameter introduces a quantity
for the dispersion broadening, thus resulting in equation

ε(ω) = ε∞ +
σ0

jωε0
+

∆ε

1+ j(ωτ)1−αpar
. (2.58)

The correlating spectrum can then be modeled with the multiple Cole-Cole approach

ε(ω) = ε∞ +
σ0

jωε0
+

n

∑
i=1

∆εi

1+ j(ωτi)
(1−αpar,i)

(2.59)

by selecting tissue-specific parameters in the expected frequency range.

Figure 2.8 plots the parametric result for the conductivity and permittivity for vari-
ous tissues in the frequency range from 10 Hz to 100 GHz calculated with the parametric
model from equation 2.59. Values are taken from Gabriel et al. [37] and are shown in
table A.1 in the appendix A.

To get an idea of different dielectric tissue properties, muscle tissue has a conduc-
tivity of σ = 0.7 S m−1 at 100 MHz whereas fatty tissue exhibits a conductivity of
σ = 0.05 S m−1. In terms of contrast this example proves a 14 times higher absorption
from muscle tissue compared to fat tissue. Note that both conductivity and permittivity
are changing with frequency.

2.3.3.5 Thermoacoustics - Sources of magnetic contrast

The previous case considered a simplified RF excitation scheme with dominating electric
field components, neglecting magnetic losses. Conversely, a dominating magnetic field
results in a different contrast which is attributed mainly to magnetic energy losses. The
following section reviews the main mechanisms of magnetic heating for the particular
application within thermoacoustic signal generation and imaging. A profound overview
which served as the framework for this section is given in the books ’Hysteresis in
Magnetism’ by Giorgio Bertotti [6], ’Magnetism in Medicine’ by Wilfried Andrä and
Hannes Nowak [2] but also in publications by Hergt et al. [47] and Fannin et al. [31].

Magnetic losses are versatile, however only the losses that are associated with magnetic
fluids in addition with induced current in solid materials will be discussed. According
to [47], [43], the magnetic losses can be structured into
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Figure 2.8: Frequency dependent dielectric properties (dashed lines: permittivity ε , solid
lines: conductivity σ ) of assorted biological tissue calculated with the para-
metric model from [37]

• Eddy current losses

• Hysteresis (domain wall motion losses - intrinsic losses)

• Rotational losses in magnetic fluids

• Relaxation losses (e.g. Néel or Brown relaxation losses).

Although eddy currents play a minor role in medical treatments such as invasive hyper-
thermia [2], the induction of eddy currents in conductive media is shortly discussed with
respect to experimental results obtained in chapter 8. However, the majority of biomedical
applications, whether based on therapy (e.g. thermal ablation and hyperthermia) or imag-
ing (e.g. magnetic particle imaging [41] or magnetic resonance imaging), is focused on
the latter three mechanisms amounting either to relaxation of magnetization of particles
or mechanical rotation of particles in a magnetic fluid.

2.3.3.5.1 Eddy current losses
Consider Poynting’s theorem given in equation 2.53. Neglecting electric losses, the equa-
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tion reduces to the time domain representation

− 1
2

∮
S
~E× ~H∗d~s =

∫
V

~J2

σ
d3r+

∫
V

∂~B
∂ t

~Hd3r (2.60)

with the electric current density ~J = σ~E.
The equation describes a power balance equation with the input (e.g. into the region
of interest) on the left side and the stored energy on the right side. The second term
on the right hand side represents the hysteresis effects which will be explained in the
next paragraph, the first term ~J2σ−1 relates to eddy currents. These currents occur in
electrically conducting materials as a result from the induction law 2.19. Rewriting the
differential form of Faraday’s law (induction law) into the integral form yields

∮
S
~Ed~l =−

∫ ∫
∂~B
∂ t
·d~A. (2.61)

Equation 2.61 can be interpreted as circulating electrons in response to a time varying
magnetic field. Induced current loops, or simply eddy currents, are dependent on the fre-
quency of the alternating magnetic field and the amplitude of the magnetic field. Eddy
currents can be induced both in magnetic and non magnetic materials; the efficiency, how-
ever, is depending on the conductivity of the matter. Furthermore, eddy current effects are
only present in materials of macroscopic size.
Basically, according to [6], the losses per frequency due to eddy currents can finally be
summarized in equation

P
f
=
∫

V

∫ f−1

0

∣∣∣~J(~r, t)∣∣∣2
σ

dt

V−1d3r. (2.62)

In biomedical applications, this phenomenon gave rise to eddy current based hyper-
thermia. However, there are drawbacks to this hyperthermic method. First, eddy current
hyperthermia is an invasive therapy method because heat sources, so called thermal seeds,
have to be implemented near the tumor for efficient thermal ablation. Second, eddy
currents are restricted to materials at macroscopic scale and can not be induced in small
particles. This is attributed to the inverse proportionality of heat dissipation efficiency in
relation to the size of conducting materials [2]. Thus, the smaller the conducting matter
the less-efficient heat dissipation originates from eddy current losses.
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2.3.3.5.2 Hysteresis losses
Referring to yet another loss mechanism, hysteresis describes a phenomenon where a
quantity X lags behind a quantity Y , or in other words where the output is temporally
delayed behind the input [6]. In magnetism, hysteresis more specifically defines the
magnetization of materials due to an externally applied magnetic field. The magnetic
material is magnetized in one specific direction and will not relax to its equilibrium state
when the applied field is removed; hence, it is permanently magnetized.
In alternating magnetic fields, magnetic materials change their magnetization according
to the direction of the externally applied magnetic field which results in a hysteresis
cycle as shown in figure 2.9. Hysteresis loops can be plotted where either the magnetic
flux ~B or the magnetization ~Pmag is plotted over the magnetic field strength ~H (~B(~H) or
~Pmag(~H)).
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IIII
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Figure 2.9: Hysteresis loop of a magnetic material exhibiting multiple domains with cor-
responding domain wall displacements; index c: coercivity, index r: rema-
nence, index s: saturation (adapted from [79])

The phenomenon of hysteresis is related to materials with multiple magnetic subdomains
with each of these domains having a magnetization direction. The holistic explanation of
multi domain existence is rather complex and not within the scope of the thesis, therefore
only the basics which help in understanding the mechanism are explained.
Magnetic domains are separated by so called domain walls (Bloch Walls) as depicted
in the insets in figure 2.9. Each domain is characterized by a specific magnetization as
illustrated in inset I. In the presence of an external magnetic field, magnetic domains with
magnetization in the direction of the applied field are energetically favored over other
domains (see inset II and III in figure 2.9). This causes a spatial expansion of the domains
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which are equal to the external field vector. Domains which are not aligned to the external
field decrease in size. With increasing field strength the size of the energetically favored
domains increase until the saturation point results in one single domain dominating the
whole material as highlighted in inset IV.

Losses associated with hysteresis are based on domain wall displacements being
dissipated as thermal energy. The energy loss can be quantified by the area of the loop
described by Pmag(H) employing equation [107]

Ehys =−µ0

∮
PmagdHmag. (2.63)

Consider an alternating magnetic field

Hmag(t) = Hmag,0 cos(ωt) = Re
{

Hmag,0exp( jωt)
}

(2.64)

and the magnetization M

Pmag(t) = χHmag = Hmag,0
(
χ
′
mag cos(ωt)+χ

′′
mag sin(ωt)

)
. (2.65)

Thus, equation 2.63 can be calculated as the energy loss per cycle

E = 2µ0H2
mag,0χ

′′
mag

∮ 2πω−1

0
sin2

ωtdt. (2.66)

Solving the integral in equation 2.66 yields the power loss

P = f E = µ0πχ
′′
mag f H2

mag,0 (2.67)

which accounts for dissipation losses due to hysteresis per unit time. Note that the losses
are dependent on the material parameters, i.e. imaginary part of the complex magnetic
susceptibility χ ′′mag, magnetic field Hmag and the rate of change f .

2.3.3.5.3 Rotational losses
Viscous losses generally refer to heat generation due to frictional motion. As opposed
to the previous cases where the material is solid with fixed magnetic domains (hysteresis)
and induced loop currents (eddy currents), rotational losses are confined to particles which
are suspended in fluids. Exposed to an alternating magnetic field, particles act as small
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permanent magnets and are rotated due to a torque moment exerted on the particle

TM = µ0MRHmagV (2.68)

with the remanent magnetization Pmag,R [47]. In order to surpass the viscous torque of the
fluid, the magnetic field needs to exceed a minimum of

Hmag,min = 12πη f µ
−1
0 P−1

mag,R (2.69)

where η is the viscosity.
To get an idea for the required field strength for Fe3O4 magnetite particles with
Pmag,R = 2.3×105 A m−1 suspended in water with a viscosity of η = 1× 10−3 Pa s
at frequency f= 100 kHz, the minimum magnetic field for magnetite is calculated to
Hmag,min ≈ 13 kHz [2].

Finally, the specific magnetic loss energy can be calculated as

Wmag,rot = 24π
2
η f ρ

−1 (2.70)

with the density ρ .

2.3.3.5.4 Relaxation losses
Eddy current losses as well as hysteresis losses are occurring in magnetic materials with
dimensions dmag > 1 mm [54]. Moving to materials with smaller size on a submillimiter
scale, e.g. magnetic micro- or nanoparticles, a fourth type of loss appears which is
characterized by relaxation of magnetic particles. Depending on the size of the particle,
either Néel or Brown relaxation is the dominating effect. The following paragraph
will shortly explain both phenomenons with an outlook why relaxation processes are
important for application in thermoacoustic imaging.

A fundamental theorem on the relationship between magnetic particle dimension
and magnetic domain was initially postulated by Brown [14] and revisited in 2001 by
Aharoni [1]. Briefly, the theorem considers a size dependent single domain particle state
which is energetically favorable over the multidomain state. Two spatial thresholds are
introduced, one referring to the lower bound which favors one singular magnetic domain
and an upper bound which accounts for a non-uniform magnetization with multiple
domains within the particle. Therefore, if a particle is small enough so that it exceeds
the lower threshold it will behave like a single domain particle. The size of the particle
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is of importance for the dominating relaxation mechanism as will be explained in the
following.
The considerations are confined to homogeneous particles with an ellipsoidal shape (e.g.
spheres) with respect to the unpredictable complexity of irregular shaped particles.

In general, two relaxation mechanisms for the magnetic moment of particles exist.
The Brownian relaxation [15] is defined by equation

τB =
3ηVH

kBT
(2.71)

with the hydrodynamic volume VH [107] and the Boltzmann constant kB. Brownian relax-
ation describes the motion of entire particles due to an external AC field as depicted in
figure 2.10.

Figure 2.10: Brown relaxation: rotation of the magnetic particle in response to an exter-
nally applied magnetic field

The second mechanism was investigated by Néel in 1949 [81]. In contrast to a frictional
motion of particles, Néel relaxation accounts for rotation of the magnetic moment within
the particle in response to an AC magnetic field. The particle itself is not moving as illus-
trated in figure 2.11.

Figure 2.11: Néel relaxation: rotation of the magnetic moment of a magnetic particle in
response to an externally applied magnetic field; note the immobility of the
particle

According to [107], Néel relaxation is determined by equation

τN =

√
π

2
τ0 exp(KVm(kBT )−1)(KV (kBT )−1)−1/2 (2.72)

with the anisotropy constant K, the magnetic volume Vm = 4πR3
p/3, the particle radius

Rp, the thermal energy kBT and the time constant τ0 which is in the order of 10−9 [79].

37



2 Theory and physics on thermoacoustics

Consider now a suspension of magnetic particles at different sizes. Depending on
different parameters (e.g. particle size, temperature), one of the above mentioned
mechanisms is dominating, resulting in an effective relaxation time

τ =
τBτN

τB + τN
. (2.73)

In other words, the faster relaxation time is dominating the relaxation mechanism [47].

In order to estimate the power dissipation losses (equation 2.67) of a magnetic
fluid with a distribution of particles at different dimensions, material parameters which
are associated with the complex magnetic susceptibility

χmag(ω) = χ
′
mag(ω)− jχ ′′mag(ω) (2.74)

have to be determined. The complex susceptibility is composed of the in-phase compo-
nent

χ
′
mag(ω) =

χmag,0

1+(ωτ)2 (2.75)

and the out of phase component

χ
′′
mag(ω) =

ωτχmag,0

1+(ωτ)2 (2.76)

which accounts for magnetic losses. Herein, χ0 represents the equilibrium susceptibility
which is defined as

χmag,0 =
npm2

p

3kBT µ0
(2.77)

where np denotes the number density of the magnetic material, mp = Pmag,sVm is the
magnetic moment given by the product of the saturation magnetization Pmag,s and the
particle volume Vm.

Finally, the power dissipation due to relaxation mechanisms can be calculated with
equation

P = f E = µ0πχ
′′
mag f H2

mag = µ0πχmag,0 f H2
mag

2π f τ

1+(2π f τ)2 . (2.78)

It has to be noted that the relaxation mechanism is highly dependent on particle dimen-
sions. Néel relaxation, for instance, is strongly connected to the size of the particle which
causes a narrow peak of maximum power losses.
In the case of Brownian relaxation referring to equation 2.71, the magnetic losses increase
with particle size reaching an upper saturation state occurring in high frequent magnetic
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fields.
The power losses for low frequent magnetic fields ωτ � 1 are reduced to the frequency
independent equation [47]

P = µ0πχmag,0 H2
magτ

−1. (2.79)

Figure 2.12a plots the theoretical complex magnetic susceptibility for a spherical particle,
exhibiting a size of 8 nm. Clearly, a maximum of magnetic losses is visible at the point
where the imaginary and the real part are crossing. In 2.12b, the effective relaxation time
as a function of particle radius is plotted. The curve for time τN is dominating for a
particle radius < 7 nm and exhibits a steep pitch, corresponding to the narrow peak of
maximum power dissipation. On the other hand, Brown relaxation is dominating for a
particle radius > 7 nm, characterized by a moderate pitch which relates to the increasing
power dissipation occurring in particles of bigger size.
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Figure 2.12: Simulation results for the complex magnetic susceptibility and the effective
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3 The photoacoustic effect in time and
frequency domain

3.1 Introduction

This chapter serves as the introduction towards photoacoustic signal generation in time
and frequency domain. Basic properties of the time domain and frequency domain ap-
proach were already presented in chapter Introduction 1, therefore the following sections
aim at giving an overview based on theoretical considerations.
The chapter starts with a dedicated FDTD simulation tool which is used to solve the
photoacoustic wave equation for different excitation patterns. Then, photoacoustics is
clustered in several parts. In section 3.3, the time domain method with ideal delta excita-
tion is presented. Following up in section 3.4, a novel thermoacoustic wave stimulation
concept is introduced which is settled between time and frequency domain, namely quasi
CW thermoacoustics. Advancing to frequency domain, section 3.5 discusses first the ex-
citation with continuous light before completing the chapter with the frequency domain
thermoacoustic method, employing frequency modulated low frequent electromagnetic
energy to induce acoustic waves.

3.2 Numerical simulation of the photoacoustic wave
equation

This section aims at giving a simulation tool for the general photoacoustic wave equation
given in equation 2.6. Let us reconsider the formula(

∇
2− 1

v2
s

∂ 2

∂ t2

)
p(~r, t) =− β

κv2
s

∂ 2

∂ t2 T (~r, t) (3.1)
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3 The photoacoustic effect in time and frequency domain

with the heat diffusion equation

∂

∂ t
T (~r, t) =

(
α∇

2T (~r, t)+
1

ρCV
H(~r, t)

)
. (3.2)

Eq. 3.2 represents an inhomogeneous wave equation with the heating term H(~r, t). In two
dimensions, equation 3.2 can be rewritten as

∂T (~r, t)
∂ t

= α

(
∂ 2T (~r, t)

∂x2 +
∂ 2T (~r, t)

∂y2

)
+(ρCV )

−1H(~r, t). (3.3)

This problem can be approached with diverse solution approaches, e.g. with the finite
element method; however, with respect to the easiness of implementation, the two dimen-
sional heat equation is solved numerically with the finite difference method. Based on
finite differencing as proposed in the book ’Numerical Techniques in Electromagnetics’
from Sadiku [111], the partial differential equation is solved using the implicit approach
with the Crank Nicolson Method.

After spatial discretization over the xy space, the heat distribution from equation 3.2 can
be rewritten in the implicit form

T i+1(m,n)−T i(m,n)
∆t

=
α

2

[
T i(m+1,n)−2T i(m,n)+T i(m−1,n)

(∆x)2

+
T i+1(m+1,n)−2T i+1(m,n)+T i+1(m−1,n)

(∆x)2

]

+
α

2

[
T i(m,n+1)−2T i(m,n)+T i(m,n−1)

(∆y)2

+
T i+1(m,n+1)−2T i+1(m,n)+T i+1(m,n−1)

(∆y)2

]
+(ρCV )

−1 H i(m,n)

(3.4)

where m and n represent the discretization steps in the xy space and furthermore T i(m,n)

and T i+1(m,n) define the temperature at time point i and time point i+1 at discretization
point (m,n), respectively. Rearranging equation 3.4 according to the time points leads
to

(1+2u)T i+1(m,n)− u
2
(
Θ

i+1)= (1−2u)T i(m,n)+
u
2
(
Θ

i)
+ kcH i(m,n)

(3.5)
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3.3 The photoacoustic effect in time domain

with the substitutions

Θ
i+1 = T i+1(m+1,n)+T i+1(m−1,n)+T i+1(m,n+1)+T i+1(m,n−1) (3.6)

Θ
i = T i(m+1,n)+T i(m−1,n)+T i(m,n+1)+T i(m,n−1), (3.7)

setting ∆x = ∆y with u = α∆t(∆x)−2 and kc = ∆t (ρCV )
−1. Equation 3.5 represents a

system of linear equations, thus it can be rewritten in an equivalent Matrix form

A ·Ti+1 = B ·Ti +b+ kcHi (3.8)

with the discretization matrix A at time point i + 1, the discretization matrix B at
time point i and the boundary vector b defining the boundary conditions for the FDTD
simulation. Through matrix inversion, equation 3.8 can be rewritten to

Ti+1 = A−1 · (B ·Ti +b+ kcHi). (3.9)

The latter equation 3.9 describes the temperature distribution in an object depending on
a-priori boundary conditions b and the heating function H(~r, t) at time steps ∆t.
Substituting the heat term with different heating functions (e.g. a pulsed, CW or quasi
CW function) yields the temperature distribution which finally is substituted for each
time step into equation 3.1. Thus, the acoustic wave propagation depending on different
heating functions can be accurately calculated.

3.3 The photoacoustic effect in time domain

Based on the fundamental principles of time domain photoacoustics given in the introduc-
tion 1.2.3, this section starts with a short overview followed by implementation considera-
tions. Additionally, simulation results with the simulation tool presented in the preceding
section are presented.

3.3.1 Ideal delta excitation of photoacoustic signals

In a first scenario, the ideal case of delta like excitation is discussed. Fundamentally, two
timing factors are decisive for efficient signal generation in time domain photoacoustics
( [125], [129]).
The first timing scale, usually referred to as thermal confinement [129], describes the
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3 The photoacoustic effect in time and frequency domain

thermal diffusion of converted EM energy over the heating length Ls depending on the
thermal diffusivity α

τth =
L2

s
α
. (3.10)

Accordingly, the second condition, commonly termed stress confinement, characterizes
the time interval of pressure relaxation over the heating length, given by equation

τs =
Ls

vs
. (3.11)

To get an idea of expected time factors let us first consider a heating length of Ls = 100 µm
similar to a calculation which was performed in a publication by Xu and Wang [128].
According to Blumm et al [7], the thermal diffusivity of water at T = 35◦C can be
approximated to α ≈ 0.145×10−6 m2 s−1. This results in a thermal propagation time of
τth ≈ 70 ms and a stress propagation time of τs ≈ 70 ns.
In order to fulfill both the thermal and the stress confinement, the pulse duration of the
excitation pulse τp has to be shorter than both timing factors for decent acoustic signal
generation.

Let us reconsider the heat equation 3.2. In thermal and stress confinement condi-
tions, the heat equation 3.2 can be approximated by

1
α

∂T (~r, t)
∂ t

=
1
k

H(~r, t) (3.12)

where the spatial diffusion of temperature becomes now negligible. Accordingly, the
photoacoustic wave equation 3.1 simplifies to(

∇
2− 1

v2
s

∂ 2

∂ t2

)
p(~r, t) =− β

Cp

∂H(~r, t)
∂ t

(3.13)

with the time derivative of the heating function expressing the source term.

Since we are dealing with delta like excitation pulses, the heating function can be
separated into its spatial and temporal components [102]

∂H(~r, t)
∂ t

= Hs(~r)Ht(t)≈ Hs(~r)δ (t), (3.14)

approximating the forward solution to the wave equation 2.10 to the following form

p(~r, t) =
β

4πCP

∂

∂ t

∫ Hs(~r′)
|~r−~r′|

δ

(
t− |~r−~r

′|
vs

)
d3~r′. (3.15)
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3.3 The photoacoustic effect in time domain

Equation 3.15 represents the general forward solution to the wave equation that takes into
account thermal and stress confinement and delta excitation. The approximation of zero
heat conduction is equivalent to an inelastic and therefore irreversible volume expansion
due to thermal dissipation (for β > 0).

3.3.2 Time domain thermoacoustics - a schematic implementation

Figure 3.1 gives a schematic illustration of thermoacoustic signal generation and detection
implemented in the time domain. Results from a simple simulation under the assumption
of delta like excitation are shown. The acoustic wave detector is at distances d1 and d2
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Figure 3.1: Simulation results in time domain thermoacoustics: (i) excitation with delta
like pulses; (ii) object 1 (�0.4mm) and object 2 (�2mm) absorb electromag-
netic energy; (iii) transducer detects acoustic pressure waves at time points
t1 = d1/vs and t2 = d2/vs; (iv) time profile as detected by the ultrasound
transducer; (v) FFT of time profile showing the frequency response of the
absorbers

from the absorbers which consist of two circular shaped objects (absorber 1: � 0.4 mm;
absorber 2: � 2 mm) with paraboloid absorption profile. The electromagnetic source
emits delta-like ultrashort pulses which cause instantaneous heating with subsequent ther-
moelastic expansion, generating acoustic pressure waves from both absorbers. Data acqui-
sition is triggered at the time point of pulse excitation. The acoustic signals from the first
absorber covers a time span of 25.86 µs < t1 < 26.14 µs whereas signal duration from the
second absorber lasts from 26.73 µs < t2 < 28.07 µs. With the acoustic speed of sound
in water, the measured time tab can be converted into distance from the detector using
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3 The photoacoustic effect in time and frequency domain

equation
r = vs · tab. (3.16)

Thus, the signal duration can be correlated to the size of absorbers. It has to be noted
that the acoustic pressure waves in time domain feature bipolar nature with the size of the
object defining the spectral components of the acoustic pressure waves. Considering for
example small objects, the acoustic response is confined to shorter time, thus resulting
in higher frequency components. Vice versa, if large objects are imaged, the acoustic
response tends to low frequent components. This has to be taken into account in thermoa-
coustic experiments when bandwidth limited transducers are used, whereby the detector’s
frequency response has to be matched to the size of the imaged object.
In a tomographic imaging implementation, either the detector is rotated around the object
or the sample is moved in order to collect acoustic signals at multiple projections. The
detection system is furthermore synchronized to the trigger event, i.e. the electromagnetic
impulse.

3.4 Quasi CW thermoacoustics

3.4.1 Introduction

This section describes an excitation scheme that exhibits features of both pulsed and con-
tinuous wave mode. Whereas time domain photoacoustics can be implemented with light
and RF/microwave excitation, the so called quasi CW method is confined to thermoacous-
tic signal generation with a dominating electric field component. In quasi CW operation,
a harmonic oscillation which abates after several µs is employed to induce thermoacoustic
signals.
The resonance frequency of the excitation is settled within the detection bandwidth of the
ultrasonic detector, usually in the low MHz range. Quasi CW can be considered as an
intermediate state between pulsed and CW since it offers narrowband excitation but still
maintains features of pulsed mode with time confined stimulation and a duty cycle below
0.1%.
Characteristic properties of quasi CW can be summarized as

• narrowband excitation with an exponentially decaying heating function

• thermoacoustic signal stimulation over µs

• low duty cycle 0.1%
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3.4 Quasi CW thermoacoustics

• narrowband thermoacoustic response at double excitation frequency

• time of flight measurement

The following section highlights the properties of quasi CW thermoacoustic signal gen-
eration and renders simulation results obtained with the simulation tool from section 3.2.
Additionally, the double frequency dependency is explained which is a typical character-
istic of quasi CW and CW thermoacoustic signal generation.

3.4.2 Quasi CW thermoacoustic signal generation

The quasi CW mode can be defined as an underdamped harmonic oscillation that
exponentially decreases over time. A typical implementation with explanations on the
acquisition scenario is illustrated in figure 3.2 which presents schematically the operation
principle of the quasi CW method. The dimensions and absorption characteristics are
alike the ones mentioned in section 3.3.2. A dedicated EM source emits a harmonic
oscillation at fquasi CW = 3.5 MHz which is decaying exponentially and lasting over
∼ 10 µs. Two objects are exposed to the electromagnetic field and uptake a portion of
the energy, thus resulting in instantaneous heating and subsequent thermal expansion
followed by induction of acoustic pressure waves. The generated waves are similar to
the excitation profile except that they exhibit a narrowband response at double frequency.
An ultrasonic detector which is triggered by the rising edge of the quasi CW oscillation
detects the monofrequent sound waves originating from the two absorbers.
The double frequency behavior is highlighted in the fourier transform of the excitation
signal shown in inset (ii-b) in figure 3.2 as compared to the thermoacoustic response
illustrated in inset (v-b). Whereas the objects are exposed to a resonance at fquasi CW , the
acoustic signal is induced at ftas,quasi CW = 2 · fquasi CW .

To obtain a better understanding of the double frequency behavior let us scrutinize
the heating function.
Since we confine the excitation to the RF region of the electromagnetic spectrum, the
heating function 2.56 from chapter 2, section 2.3.3.4 has to be taken into account.
Although the quasi CW method can also be applied to magnetic fields, thermoacoustics
here is restricted to the case of conductive and dielectric contrast. Thus, the heating
function can be rewritten as

H(~r, t) =
σ

2

∫
V

∣∣∣~E(~r, t)∣∣∣2 dv+
∂

∂ t

∫
V

1
2

ε
′′
∣∣∣~E(~r, t)∣∣∣2 dv. (3.17)
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Figure 3.2: Quasi CW thermoacoustic simulation: (i) electromagnetic source with ex-
ponentially decaying oscillation profile; (ii-a) excitation signal in time do-
main; (ii-b) corresponding FFT of (ii-a) with a resonance frequency at
fquasi CW = 3.5 MHz; (iii) absorber 1 (� 0.4 mm) and absorber 2 (� 2 mm);
(iv) transducer detecting narrowband thermoacoustic signals; (v-a) thermoa-
coustic response in time domain; (v-b) corresponding FFT of (v-a) with a
pronounced peak at ftas,quasi CW = 2 · fquasi CW

The electric field appears as a cosine function with exponential decay. Therefore, the
electric field can be approximated by

~E(t) = E0~er exp(−αDt−αr)cos(ωt−φph), (3.18)

with the damping coefficient αD and the phase term φph. The square of the field can be
calculated with the relationship∣∣∣~E(t)∣∣∣2 =~E(t) ·~E(t)

=~erE2
0 exp(−2(αDt +αr))

1
2
(1+ cos(2(ωt−φph))).

(3.19)
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Substituting equation 3.19 into 3.17 yields the proportionality

H(~r, t)∼Cg exp(−2αDt)cos(1+2(ωt−φph)) (3.20)

with a constant factor Cg. Referring back to equation 2.10, the pressure for quasi CW
stimulation can be approximated according to equation

p(~r, t)∼C
∫

V

1
|~r−~r′|

∂

∂ t

[
k∇

2T (~r′, t)+H(~r, t)
]

d3~r′. (3.21)

The latter equation proves the double frequency dependency of the induced pressure
p(~r, t)) from the heating function H(~r, t). Note that this relationship is a characteristic fea-
ture of thermoacoustic signal generation with electromagnetic field excitation in the low
MHz region where the detection elements can be matched to the excitation resonance.
Optoacoustics with CW stimulation does not feature a double frequency dependency but
instead a single frequency relationship as will be shown in the next sections where pure
CW excitation is discussed, both for the optoacoustic and thermoacoustic case.

3.5 The photoacoustic effect in frequency domain

3.5.1 Introduction

Continuing the transition from time domain to frequency domain photoacoustics, this
section aims at giving an overview on pressure signals generated with CW light and RF
sources. Simulation results based on the general photoacoustic wave equation from sec-
tion 3.2 verify an optoacoustic signal which resembles the input modulation, i.e. the
modulation frequency of the heating function. Following optical stimulation, CW ther-
moacoustic signal induction is discussed. Building upon the results from the quasi CW
mode, theoretical considerations are completed for CW excitation, showing additionally
simulated thermoacoustic signals in response to RF excitation.

3.5.2 Frequency domain optoacoustics

Let us consider an optoacoustic signal generation and detection scenario as depicted in
simulation figure 3.3 with two objects of different size (sample 1: �0.4 mm, sample 2:
�2 mm). A laser emits an intensity modulated CW beam with a modulation frequency of
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3 The photoacoustic effect in time and frequency domain

3.5 MHz (see inset (ii-a) and (ii-b) on figure 3.3). Light is absorbed by the objects which
gives rise to acoustic pressure waves at distances d1 = 38 mm and d2 = 41 mm from the
detector. The absorbers illustrate the temperature profile at one distinct time point of the
simulation. An ultrasonic detector (iv) measures acoustic wave signals originating from
the absorbers as shown in inset (v-a) and (v-b). Note that the CW acoustic signals start
at the position of the first object and are not confined in time. Furthermore, the acoustic
response exhibits the same frequency as the modulation signal, thus it resembles a copy
of the CW laser beam.

The reason for the single frequency dependence is apparent when we investigate
the heating function. In frequency domain optoacoustics, the heating function can be
described by equation

H(~r, t) = ηth
µa(~r)
4πD~r

exp(−µe f f ~r)F(r0) fmod(t) (3.22)

with the conversion factor ηth defining the heat conversion efficiency, the diffusion con-
stant D, the effective attenuation coefficient µe f f , the irradiance F(r0) at the surface of
the target and the modulation frequency fmod(t). Assuming cosine like modulation of the
CW laser beam, the modulation signal can be represented by

fmod(t) = 1+ cos(2π f t). (3.23)

Whereas in thermoacoustics the frequency of the electromagnetic field itself is modulated,
optoacoustics is characterized by a modulation of the intensity of the laser beam. Thus, in
frequency domain optoacoustic imaging the pressure is proportional to the time derivative
of the spatial temperature diffusion and the heating function according to equation

p(~r, t) =
β

4πCp

∫
V

1
|~r−~r′|

∂

∂ t

[
k∇

2T (~r′, t)

+ηth
µa

4πD~r
exp(−µe f f~r)F(r0) fmod(t)

]
d3~r′.

(3.24)

Apparently, the induced optoacoustic pressure is directly dependent on the modulation
signal and not on the square. Hence, the optoacoustic signal represents a copy of the
intensity coded laser beam.
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Figure 3.3: Frequency domain optoacoustic simulation scenario: (i) CW laser source
emitting a modulated light beam at 3.5 MHz; (ii-a) time domain stimulation
profile; (ii-b) corresponding FFT of (ii-a); (iii) optical absorber 1 (�0.4 mm)
and absorber 2 (�2 mm) in the detection plane; (iv) ultrasound detection
unit; (v-a) acoustic response over time; (v-b) corresponding FFT of (v-b)
showing foat = fmod = 3.5 MHz

3.5.3 Frequency domain thermoacoustics

Finally, thermoacoustic signals in response to CW excitation at radiowaves are considered
in the following section. Recalling the general form of the heating function with the
magnetic term results in the time domain expression

H(~r, t) =
σ

2

∫
V

∣∣∣~E(~r, t)∣∣∣2 dv+
∂

∂ t

∫
V

1
2

ε
′′
∣∣∣~E(~r, t)∣∣∣2 dv

+
∂

∂ t

∫
V

1
2

µ
′′ |H(~r, t)|2 dv.

(3.25)

Basically, the modulation term can be approximated according to expression

A(~r, t) = A0~er exp(−αr)cos(ωt−φph) (3.26)
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where A(~r, t) can be substituted by the electric field quantity E(~r, t) or the magnetic
field quantity H(~r, t). The derivation of the double frequency is similar to the quasi CW
excitation mode except that the damping term exp(−αDt) from equation 3.19 is omitted
in formula 3.26.

Simulation results are showcased schematically in illustration 3.4. An electromag-
netic source with CW output, exhibiting a modulation frequency of 3.5 MHz, illuminates
two objects with sizes similar to the preceding sections. The modulation frequency
is shown in inset (ii-a) with the fourier spectrum in inset (ii-b) on figure 3.4. Upon
absorption of CW modulated electromagnetic energy, acoustic waves are induced in both
absorbers, yielding the thermoacoustic signal shown in inset (v-a) with the corresponding
FFT in (v-b). Clearly, the thermoacoustic response to an electric field resonating at
3.5 MHz starts at the position of the first object and resonates at double the frequency
ftas,CW = 2 · fCW . At the point of intersection (i.e. t ≈ 23.5 µs), interference of acoustic
waves originating from both absorbers can be observed.
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Figure 3.4: Illustration of the thermoacoustic simulation: (i) CW electromagnetic source;
(ii-a) CW modulation signal at fCW = 3.5 MHz; (ii-b) corresponding FFT
of (ii-a); (iii) object 1 (� 0.4 mm) and object 2 (� 2 mm); (iv) ultrasound
transducer; (v-a) thermoacoustic response; (v-b) corresponding FFT of (v-a),
exhibiting a narrowband response at ftas,CW = 2 · fCW = 7 MHz
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4 Image reconstruction

4.1 Introduction

This chapter describes two different techniques to reconstruct opto- and thermoacoustic
images from a set of measured acoustic signals. The first method in section 4.2 explains
the well-known backprojection reconstruction algorithm which is used for time domain
thermoacoustic tomography. Section 4.3 points out the frequency domain approach to
convert optoacoustic data into tomographic images. Pulse compression with coherent pro-
cessing which is implemented in radar imaging is adapted for application in frequency
domain optoacoustic imaging. The cross correlation method is furthermore discussed
which enables spatial tracking of optical absorbers in the region of interest. Cross sec-
tional images are finally attained with the above mentioned backprojection algorithm.

4.2 Time domain thermoacoustic image reconstruction

This section discusses first a typical implementation of a time domain thermoacoustic to-
mography system. Characteristic TD-features like synchronization of the RF source with
the data acquisition, time of flight measurements and scanning geometry are presented.
Subsequently, the reconstruction algorithm which is based on the universal backprojec-
tion by Xu et al. [128] is explained with respect to fundamental equations and a schematic
layout of the image discretization.

4.2.1 Tomographic implementation in time domain
thermoacoustics

Figure 4.1 illustrates schematically a time domain tomographic measurement scenario
with a pulsed RF source. On the input side, an electromagnetic source emits high energy
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RF pulses which are guided onto the object. Upon absorption, the object subsequently
discharges the energy by thermal expansion in a broadband acoustic pressure wave
(circular dashed line). An ultrasonic transducer which is usually based on PZT or PVDF
converts pressure waves into voltage signal equivalents. Rotation of the transducer
around the object results in multi-projection data collection at several angular positions.
Thus, a tomographic data set can be acquired which is used for signal processing and
reconstruction in order to obtain a cross sectional view of the sample. Finally, the
reconstructed data set can be displayed on a screen.

DAQ

EM source

Trigger

PC+SP

[B]

[A]

im
aging

w
indow

EM

energy

Figure 4.1: Schematic of the tomographic implementation for time domain thermoacous-
tics - DAQ: Data Acquisition; PC: Personal Computer; SP: Signal Process-
ing; [A] object with emanating acoustic waves; [B] ultrasonic detection unit

The consecutive steps of a time of flight measurement scenario with acoustic wave
detection - trigger event synchronization are illustrated in figure 4.2. An ultrashort
EM pulse [A], marked as pulse #1, travels at speed c = (µ0µrε0εr)

−0.5 to the absorber
and simultaneously initiates the data acquisition DAQ 1. An acoustic wave pas #1 is
induced subsequently to absorption of EM energy and propagates in a coupling medium
at travel speed vs. Water is commonly used as a coupling fluid with an acoustic speed of
vs ≈ 1500 m s−1. A second impulse pulse #2 is launched at time point [D], restarting a
new data acquisition DAQ 2 to record the acoustic signal pas #2. Note that the distance is
proportional to the acquisition time which allows for tracing of the spatial distribution of
absorbers.
The launch of the second pulse is defined by the pulse repetition frequency PRF which
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4.2 Time domain thermoacoustic image reconstruction

is in the order of 10− 100 Hz in time domain macroscopic and mesoscopic opto- and
thermoacoustic imaging.
Accordingly, the duty cycle can be obtained from equation

DC =
τpulse

Tp
(4.1)

as the ratio of the pulse duration event τpulse and the period Tp. For example, a pulse repe-
tition rate of 10 Hz with a pulse duration of 10 ns results in a duty cycle of DC = 1×10−5

in time domain thermoacoustics.
Furthermore, the imaging window (see figures 4.1 and 4.2) is defined by the time and
accordingly space interval between two trigger events. Therefore, following the initial
trigger event, the subsequent trigger has to be initiated after the signal acquisition DAQ 1
has been finished.
According to a sample calculation which assumes an imaging window of 50 mm, mean-
ing that all absorbers within the region of measurement are at a distance of r = 50 mm
from the detector, yields an imaging time frame of timage = 75 µs. The time lag between
two pulses tp−p has to be longer than the imaging time frame tp−p > timage to assure cor-
rect resolution of signals. Initiating stimulation pulses before completing data acquisition
results in overlapping acoustic waves and accordingly in erroneous signal detection.

time ~ distance

pulse #1 pulse #2

pas #1 pas #2

[A]

[B]

[C]

[D]

[E]

[F]

start:

DAQ 1

start:

DAQ 2

imaging window

Figure 4.2: Pulse sequence in time domain thermoacoustic imaging; top row: excitation
pulses; bottom row: acoustic response; [A] launch of pulse #1; [B] start of
Data Acquisition DAQ 1; [C] thermoacoustic response pas #1 from pulse #1;
[D] initiation of pulse #2; [E] restart of Data Acquisition DAQ 2; [F] photoa-
coustic response pas #2 from pulse #2
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4 Image reconstruction

4.2.2 The backprojection algorithm

The final experimental implementation of the time domain thermoacoustic imaging
system which will be described in chapter 5 allowed for thermoacoustic wave detection
with cylindrically focused ultrasonic transducers; therefore, thermoacoustic signals
were detected from a transversal view. This confines the reconstruction model to a 2
dimensional topology. Similar to time domain image reconstruction in optoacoustic
tomography [76], [103], thermoacoustic images presented in this work are reconstructed
with a modified universal backprojection algorithm for photoacoustic tomography. The
holistic approach to the universal backprojection algorithm can be found in [128],
therefore only the basic equations of the universal backprojection formula are described
in this section.

Tomographic signal acquisition and image reconstruction implied several steps.

0
Detector

S (S)
0

r

|r-r |0

0

r‘

r

|r -́r | = ct0

Figure 4.3: Schematic of the spatial discretization: transducer located at position~r0 de-
tects acoustic signals at arcs covering distances ct with the center of rotation
at x = y = 0

Figure 4.3 depicts the measurement geometry and image discretization space. In a first
step, a thermoacoustic signal, containing the superimposed acoustic waves at the radial
distance r = c · t is detected at a specific predefined angle around the object, called
projection. The time of flight measurement is then projected onto a predefined mesh
which correlates the time dependent thermoacoustic signal to radial distance from the
detection element. Moving the detection element to the next projection angle relatively to
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4.3 Image formation with CW excitation

the imaging center of rotation (tagged as 0 in figure 4.3), further thermoacoustic signals
are detected, projecting the signals in a similar manner onto the grid. Summing up the
thermoacoustic data set ends up in a tomographic cross-sectional view of the object
where the time-dependent thermoacoustic signals are converted to a spatial dependence
with the relationship from equation 3.16

r = vst (4.2)

where t defines the imaging window or equivalently acquisition time frame.

Mathematically, the backprojection algorithm represents an inversion formula to
the forward solution of the photoacoustic wave equation 3.15 under assumption of delta
excitation. With the Grüneisen parameter Γ = v2

s βC−1
p , equation 3.15 can be rewritten in

the form
p(~r′, t) =

Γ

4πv2
s

∂

∂ t

∫ H(~r′)
|~r−~r′|

dA′. (4.3)

Xu et al. [128] proposed a first order approximation to the inversion formula, resulting in
the universal backprojection formula given as

H(~r) =− 1
2πv2

s Γ

∫
S

t

[
∂ p(~r0, t =

∣∣~r−~r0
′∣∣v−1

s )

∂ t
−

p(~r0, t =
∣∣~r−~r0

′∣∣v−1
s )

t

]
dS. (4.4)

The integral in the backprojection term contains a direct component of measured acoustic
pressure p(~r, t) referred to as ’delay and sum’ term whereas the time derivative part is
called modified backprojection reconstruction. Cross sectional images from a set of tomo-
graphic data can finally be reconstructed separately or as a combination of both direct and
time derivative components.

4.3 Image formation with CW excitation

This section discusses the frequency domain approach towards optoacoustic image recon-
struction. FD optoacoustics does not provide time of flight measurements with a direct
time - space relationship of absorbers relatively to the detector. Therefore, a different
method is presented which is based on the cross correlation to trace back the phase de-
lay of absorbers. Two cases are compared: Section 4.3.1 first discusses a monofrequent
excitation scheme unfolding problems like low spatial resolution before section 4.3.2 de-
scribes the pulse compression method. Here, frequency modulation of stimulation signals
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4 Image reconstruction

significantly improves resolution allowing for exact spatial tracking of absorbers.
The section is completed with a schematic implementation of optoacoustic signal excita-
tion and detection within a tomographic imaging system.

4.3.1 Spatial tracking of absorbers employing CW sources

As described in the preceding section, time domain thermo- and optoacoustic tomography
employ time of flight measurements to define radial distances of absorbers from the
detector. In contrast, FD thermo- and optoacoustics are continuously exciting acoustic
waves not confined by distinct trigger pulses. Therefore, acoustic signals can not be
directly matched to one trigger event.

Instead of time of flight measurements, the spatial distribution of absorbers can be
traced back with the application of distinct processing algorithms, e.g. the cross corre-
lation method. The cross correlation approach allows for calculation of the phase delay
between signals which can further be converted into an equivalent time delay.
Equations

cc(t) =
∫

∞

−∞

l∗re f (t) · p(t + τ)dt (4.5)

ĉc(ω) = l̂∗re f (ω) · p̂(ω) (4.6)

describe the relationship between two time signals lre f (t) and p(t) under assumption of a
time shift between both signals. Note that equation 4.5 relates to the time domain while
expression 4.6 corresponds to the frequency domain. The modified convolution term 4.5
is simplified to a multiplication with the complex conjugate in the fourier domain 4.6.
The result of the cross correlation gives an estimation of the degree to which two signals
are correlated. In other words, the cross correlation yields a function which is dependent
on the input functions with the time point t denoting maximum coherence.
Applying the method to optoacoustic signal tracking, the cross correlation of the known
laser modulation signal lre f (t) with the measured optoacoustic response p(t + τ) results
in a maximum at the time shift τ , equivalent to the distance of the absorber from the
detector.
The following simulations present results for signal tracking with monofrequent CW
excitation. Simulations were carried out with the approximation of homogeneous illumi-
nation and ideal optoacoustic signals neglecting attenuation, noise, energy conversion
and detection bandwidth. Simulation parameters with 2 point absorbers are depicted in
figure 4.4. Absorber 1 has a distance of d1 = 15 mm from the detector, absorber 2 is
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(1)

(2)
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Figure 4.4: Simulation layout for monofrequent CW excitation of two absorbers: D
- acoustic detector; p1 - acoustic pressure wave 1 induced at distance
d1 = 15 mm from the detector; p2 acoustic pressure wave 2 induced at po-
sition d2 = 21 mm from the detector

located at d2 = 21 mm from the detector. Relating distance to time with the acoustic
speed of sound, the point absorbers are located at time points td1 = 10 µs and td2 = 14 µs.
Following CW stimulation (marked as (1) in figure 4.4), two acoustic pressure waves p1

and p2 are induced which are emanating isotropically from object 1 and 2. Note that for
the purpose of illustration only the acoustic waves pointing to the detector are portrayed.

The next step implies the calculation of the phase and accordingly time delay of
the two absorbers with the cross correlation. Therefore, we have to compare the
excitation signal and the simulated optoacoustic response from two absorbers.
Figure 4.5 plots the excitation signal which exhibits a monofrequent oscillation at
fcw = 3.5 MHz (see FFT in figure 4.5c). In this simulation, the signal lasts for 1 ms with
respect to the easiness of illustration, however, in a realistic measurement scenario the
illumination would be continuously on. Figure 4.5b shows a zoom shot of figure 4.5a,
allowing for a better observation of the oscillation.
The ideal optoacoustic response from both absorbers is shown in figure 4.6a, again with a
zoom shot depicted in figure 4.6b. At distance d1 = 15 mm, corresponding to td1 = 10 µs,
the first absorber generates a CW optoacoustic signal followed by a second response,
corresponding to the second absorber at distance d1 = 21 mm or td1 = 14 µs. It has to
be remarked that the optoacoustic signals are interfering constructively at time point
t = 14 µs. However, changing frequency, varying the distance between the absorbers or
assuming multiple absorbers result in a more complex interference pattern.
Finally, figure 4.7a showcases the cross correlation result calculated from equation 4.5.
For the purpose of understanding, the envelope function of the cross correlation in a time
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Figure 4.5: Frequency domain optoacoustic simulation: Excitation signal (1) as depicted
in figure 4.4 in time domain and frequency domain; fCW = 3.5 MHz

confined window is plotted in figure 4.7b. The envelope function clearly exhibits a flat
maximum (and minimum which is not shown) at the time duration 10 µs < t < 14 µs,
corresponding to the location of the two absorbers.

Obviously, a correct resolution of two or more absorbers is not feasible with a
monofrequent approach since the result of the cross correlation function yields a flat
maximum, representing the distribution of all absorbers.

4.3.2 Pulse compression

Accurate tracking of absorbers at high spatial resolution can be achieved with the pulse
compression method. According to Farnett and Stevens [115], ”pulse compression
involves the transmission of a long coded pulse and the processing of the received echo
to obtain a relatively narrow pulse”. In the first place, this statement is valid for Radar
applications where Radar can be defined as ”an electromagnetic sensor for the detection
and location of reflecting objects” [116]. But, at the same time, this holds true for a
CW optoacoustic (and thermoacoustic) measurement scenario where the RF source

62



4.3 Image formation with CW excitation
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Figure 4.6: Frequency domain optoacoustic simulation: Optoacoustic response (2) as
depicted in figure 4.4 in time and frequency domain; fOAS = fCW = 3.5 MHz
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Figure 4.7: Monofrequent cross correlation result of two absorbers with the envelope
function revealing the approximate position/time delay

is substituted by a laser and instead of reflection the absorption of objects in form of
acoustic waves is measured.

Implementation of pulse compression in frequency domain optoacoustic imaging
has been published by Telenkov et al. [123], [121], [122] for a specific lateral illumi-
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nation and detection geometry. There are several advantages associated with the pulse
compression approach, especially for CW optoacoustic tomography. Since the acoustic
response in a CW excitation scenario represents a replica of the modulation signal
(see section 3.5), the modulation bandwidth can be chosen according to the detection
bandwidth of the transducer. Furthermore, pulse compression involves the application of
matched filters for enhancing SNR. Another important point is that pulse compression
allows for accurate spatial tracing of absorbers within the detection plane, enabling image
reconstruction with continuous wave lasers.

The following simulation presents one specific pulse compression example, demon-
strating the waveform signals of excitation and acoustic response along with the cross
correlation result.
The modulation waveform can be defined as

x(t) = Acos(2π f0t +πbt2) (4.7)

with the initial frequency f0, the amplitude A and the sweep rate b for the case of linear
waveform modulation.
Simulation parameters, illustrated in figure 4.8, are similar to the previous section 4.3.1.
Two point absorbers are homogeneously illuminated with a frequency chirp (portrayed as
(1) in figure 4.8). Optoacoustic signals are induced in both absorbers which are located
at position d1 = 15 mm and d2 = 21 mm. Although ultrasonic waves (marked as (2)
in figure 4.8) are propagating isotropically, only acoustic waves facing the detector are
illustrated.
The reference signal lre f (t), equivalent to the excitation signal in optoacoustic tomog-
raphy, represents a linear frequency modulated waveform according to equation 4.7,
covering a bandwidth of 4 MHz and starting from fstart = 1 MHz. Figure 4.9a shows
the time domain signal with a chirp duration of 1 ms, exhibiting a frequency of 1 MHz
at time point t = 0 s and reaching 5 MHz at the end of the chirp (t = 1 ms). A small
sector from the chirp signal is shown in figure 4.9b. In frequency domain, the chirp
signal covers a bandwidth of 4 MHz as depicted in the FFT of the chirp signal in figure
4.9c. It has to be noted that in a realistic measurement scenario the object is exposed to
continuous wave excitation and not only one time confined chirp as depicted in figure 4.9.
However, for the easiness of illustration, only one time-limited chirp is shown here.

Assuming 2 point absorbers as depicted in figure 4.8, the detected ideal pressure
signal p(t), neglecting attenuation, noise, energy conversion efficiency and detection
bandwidth, resembles the waveform plotted in figure 4.10a, with a small section depicted
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Figure 4.8: Simulation layout for 2 absorbers at distances d1 = 15 mm and d2 = 21 mm
from the detector D
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Figure 4.9: Pulse compression simulation: Chirp signal lre f (t) (1) as depicted in figure
4.8 in time domain and frequency domain using a chirp bandwidth of 4 MHz

in figure 4.10b. The corresponding frequency domain signal is shown in figure 4.10c. The
time domain signal exhibits an interference pattern due to the superposition of acoustic
signals originating from different absorbers. Furthermore, the time domain signal is
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phase shifted by t1 = 10 µs, corresponding to the distance d1 = 15 mm from the absorber
1 to the detector.

The phase delay of both absorbers can be reconstructed using equation 4.5, yield-
ing the result plotted in figure 4.11. The cross correlation result of the interference pattern
4.10a with the reference pattern 4.9a highlights 2 peaks, corresponding to the two point
absorbers at distances 15 mm and 21 mm. Clearly, it exhibits the shape of a sinc function
which is a result of the cross correlation between two frequency modulated chirps. Thus,
the cross correlation in combination with the pulse compression method is able to recover
accurately the position of optical absorbers.
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Figure 4.10: Optoacoustic response p(t) from two absorbers in time and frequency do-
main; fstart = 1 MHz; fstop = 5 MHz

4.3.3 Schematic implementation of the tomographic FD-Scanner

Pulse compression in combination with coherent processing methods like the cross
correlation allows for spatial resolution of absorbers. The implementation of the signal
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Figure 4.11: Cross correlation of the laser reference l∗re f (t) with the optoacoustic signal
p(t) according to equation 4.5, recovering the time delay and correspond-
ingly the position of the two absorbers

processing method in the FD tomographic scanner is briefly explained here to underline
the operation mode of acoustic wave excitation and detection. However, the holistic
approach with an experimental setup is described in chapter 6.
In the previous section, optoacoustic signals were simulated with one excitation chirp.
In a practical optoacoustic experiment, a set of several consecutive chirps is launched
onto the object. Figure 4.12 illustrates the frequency domain equivalent to the pulsed
thermoacoustic approach from figure 4.2. In this example, three chirps are shown with
the data acquisition starting at the launch of chirp #1 (equivalent to marker (A)). The
optoacoustic response is time-delayed (marked as (B)) and repeating with the stimulation
chirps.
Implementing the concept into a tomographic setup yields the schematic shown in
figure 4.13. The sketch demonstrates briefly the design which can be used to acquire
optoacoustic data originating from CW optical excitation over several projections. An
optical fiber [A] guides modulated light to the sample [C]. Optoacoustic signals are
excited due to CW stimulation and captured by an ultrasonic transducer [B]. As an
example, two projections are portrayed, the first projection {p = 1} in solid lines at
φ = 0◦ and another projection at φ = 180◦, illustrated in dashed lines. The number of
projections is only limited by time, a fact which will be observed in chapter 6.
Comparing the schematic system to the time domain (Fig. 4.1), an important FD feature
is the simultaneous data acquisition (DAQ) of both the modulation signal which is gener-
ated by a function generator (FG) and the optoacoustic signal. This is due to the coherent
processing concept which cross correlates the a-priori known reference, i.e. the laser
modulation signal with the measured acoustic signal. Another important difference is the
trigger generator which synchronizes the data acquisition and the function generator. The
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trigger event defines the start of the reference as well as the optoacoustic measurement
since both are coupled. The trigger event is important for correct coherent processing
since it defines the launch of the chirp at time point t = 0. The PC with the signal
processing unit performs the cross correlation and forms images from the measured data.
Therefore, cross sectional images of objects can be reconstructed by cross correlating
the reference signals lre f (t) with the optoacoustic signals p(t) at each projection and
employing the backprojection formula given in section 4.2.2.

time ~ distance

chirp #1 chirp #2 chirp #3

pas #1 pas #2 pas #3

[B]

[A]

start:

DAQ

Figure 4.12: Chirp sequence in frequency domain optoacoustic imaging; top: excita-
tion chirps; bottom: acoustic response; [A] launch of frequency modulated
chirps (chirpx); [B] photoacoustic responses pasx due to excitation chirps
(chirpx)

Finally, 4.14 schematically depicts the topology of a typical frequency domain to-
mographic measurement. At projection p j, a trigger event is occurring, launching an
electrical chirp which is driving the laser and triggering the data acquisition. The optical
chirp is then guided onto the object, inducing acoustic pressure waves. An acoustic
detector captures the mechanical waves and a data acquisition system acquires both
the acoustic signal and the modulation signal. After a complete data set is acquired,
the PC sends a command for a new projection, moving the motion controller to the
next measurement angle, restarting the whole procedure. Repeating the routine over
pre-defined projections yields in a tomographic data set which is used for frequency
domain reconstruction using the backprojection formula.
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Figure 4.13: Schematic of the tomographic implementation for frequency domain optoa-
coustics; solid line: projection at 0°; dashed line: sample projection at 180°;
[A] laser source; [B] acoustic detector; [C] object; FG: Function Generator;
DAQ: Data Acquisition; PC+SP: Personal Computer and Signal Processing
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Figure 4.14: Schematic topology of tomographic data acquisition
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4.4 Summary and conclusive remarks

This chapter discussed image reconstruction in time and frequency domain employing a
modified version of the backprojection algorithm. Whereas time domain thermoacoustic
images can be reconstructed directly from measured acoustic signals, frequency domain
optoacoustic signals require further signal processing in order to retrieve the spatial dis-
tribution of absorbers. The pulse compression method in combination with the cross cor-
relation was presented which allows for calculation of the time delay of absorbers within
the imaging plane. After coherent processing, image reconstruction is facilitated in a sim-
ilar way as the time domain approach, combining the time delay of absorbers with the
backprojection algorithm.
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5 Time domain thermoacoustic
tomography

5.1 Introduction

This chapter discusses thermoacoustic tomography in the time domain. Considering var-
ious approaches towards thermoacoustic signal generation, section 5.2 clusters TAT into
its contemporary derivatives and reviews furthermore four different types of conventional
thermoacoustic imaging systems. Deficiencies coupled to conventional TAT approaches
are pointed out which served as a motivation towards a novel design for a RF-based ther-
moacoustic imaging system operating in the near-field. In particular with respect to the
scheme of excitation, section 5.3 discusses the new approach towards thermoacoustic sig-
nal generation, also taking into account design considerations for the new imaging system;
here, benefits of the new design compared to other thermoacoustic imaging modalities
are presented. Furthermore, the physical basics of the near-field approach are briefly ex-
plained, giving a definition of the radiation fields of an electromagnetic energy emitting
element. One key point includes the experimental near-field radiofrequency thermoacous-
tic (NRT) tomography setup that has been built at the Institute for Biological and Medical
Imaging (IBMI). The schematic of the pulse generator is presented along with the exper-
imental tomography setup, used for both phantom and small animal imaging. Dedicated
simulations prove the energy absorption in the near-field of EM energy dissipators. Pro-
ceeding to the results, the performance of the system is tested on various phantoms and
copper wires to determine the spatial resolution of the system before going towards bio-
logical imaging and finally ex-vivo small animal imaging.
Section 5.4 continues the evaluation of the developed tomography scanner, unfolding the
limitations that come along with the design. Finally, section 5.5 discusses the results and
gives a further outlook.
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5 Time domain thermoacoustic tomography

5.2 Existing thermoacoustic tomography systems

Diagram 5.1 showcases various implementations of thermoacoustic imaging systems.
Whether based on a pulse modulated high power microwave source [130], [83], [67] or
on electric current pulses [10], the physical phenomenon of electromagnetic energy dissi-
pation within the target is common to all thermoacoustic implementations. Referring to
the former method, the microwave source usually exhibits frequencies in the hundreds of
MHz [63] or goes up to several GHz [52] and is typically pulse modulated with durations
of 500 ns to 1 ms. Regarding the latter methodology, electric current pulses are used for
thermal stimulation of tissue. However, another approach is operating the target within
the cavity of a propagating electromagnetic field [29].
Referring to signal acquisition, acoustic wave capturing is either implemented in a sin-
gle detection geometry [10] where either the transducer or the object is rotated to ac-
quire acoustic data from different projections [71] or with multiple detectors as suggested
in [66]. In what follows, a brief overview on different thermoacoustic signal generation
and imaging methodologies is given.

Thermoacoustics

pulse modulated

CW excitation

impulse

excitation

>1GHz<1GHz
electric current

excitation
NRT

TL FF FF

Figure 5.1: Overview of thermoacoustic imaging modalities in time domain; TL - trans-
mission line based systems; FF - far field operating implementations; NRT -
near-field based thermoacoustic imaging system

5.2.1 Thermoacoustic signal generation with electric current pulses

More than 40 years ago, Bowen et al. [10], [11] introduced an original way of induc-
ing acoustic pressure waves following short pulse excitation. The key component in this
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system is a custom made impulse generator that delivers electric current pulses onto the
object under test. Impulses with durations of 0.4 µs were generated through discharg-
ing an energy storing capacitor by means of a thyratron. Voltage levels were limited to
∼ 1.2 kV, resulting in an energy per pulse of ∼ 3 mJ.
The apparatus allowed for ex-vivo experiments on muscle phantoms. Therefore, the phan-
tom was placed in between electrodes, acting as the dielectric medium similar to a capaci-
tor layout. The acoustic detection element was immersed in vegetable oil which was filled
on top of the phantom to ensure acoustic coupling.
Thermoacoustic signals were also induced in-vivo on the human upper arm with simple
application of contact gel between the electrodes and the transducer being attached to the
arm.
Despite the low costs and manageable complexity of the approach, the obtained results
were limited to signal generation only and did not yield images representing a map of elec-
tric current absorption. Furthermore, signal to noise ratio was low due to the low energy
per pulse.

5.2.2 Thermoacoustic tomography at 434 MHz

The first thermoacoustic tomography system which aimed for in-vivo breast cancer
imaging was reported over a decade ago in a publication by Kruger et al. [64]. Operating
at 434 MHz, the thermoacoustic CT imaging system can be regarded as a pioneer
towards clinical dissemination. The developed scanner consisted of a high power RF
generator with 25 kW output power, delivering electromagnetic pulses either through an
antenna [67] or a waveguide [68] within a duration of 500 ns. The generator could be
triggered at a repetition rate of 4 kHz, resulting in a total average power of 50 W. This
thermoacoustic pioneer system yielded high quality images of excised pork kidneys [64]
along with breast cancer images [66] and overcame the limitations of pure microwave
imaging which is restricted in resolution due to the long wavelength of microwaves [9].

However, the described scanner showcases the fundamental problem basically all
thermoacoustic imaging systems are confronted with. This deficiency is associated with
the duality between signal to noise ratio and spatial resolution. The described system
stimulates tissue with long electromagnetic pulses in the order of 500 ns resulting in
a spatial resolution of ∼ 1 mm. Shortening the pulse durations to enhance resolution
compromises signal to noise ratio since less energy per pulse is stored in the sample. It
is therefore a common practice to mitigate resolution demands by prolonging impulse
durations to favor signal to noise ratio. Thus, this approach allowed for imaging of
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bigger structures but also prevented thermoacoustics from small animal imaging at high
resolution.

5.2.3 Thermoacoustic tomography employing GHz sources

Another similar approach moved to higher excitation frequencies, employing high power
GHz sources. Stimulation frequencies are set to 3 GHz [69] with a peak power of 2 kW,
recently also reaching power levels of 20 kW [95]: The pulse duration is typically in the
range of 500 ns.
In a publication by Nie et al. [83], microwave sources at f = 1.2 GHz and f = 6 GHz
with peak powers of 300 kW and pulse durations ranging from 300 ns up to 1.2 µs were
employed. In both cases, oil was used as acoustic coupling medium.
Since the frequency is one order of magnitude higher compared to the method from sec-
tion 5.2.2, absorption of electromagnetic energy is increased and tissue penetration is low-
ered. Whereas the previous system aimed mainly towards in-vivo breast cancer imaging,
the above mentioned scanner also validated the possible application of contrast enhancers.
In [96], contrast agents consisting of single-walled carbon nanotubes were applied to in-
crease thermoacoustic signals, the first step towards molecular imaging.
Although the presented image quality is high and the potential role of TAT in molecular
imaging was proven, the described systems do not benefit from the superior spatial resolu-
tion that the ultrasound detection theoretically offers; hence, these conventional thermoa-
coustic systems were still restrained from imaging small structures and performing small
animal imaging.

5.2.4 Thermoacoustic imaging using a transmission line

Preceding systems placed objects in the far field of the EM energy emitting element, e.g.
a microwave antenna or a waveguide. In the paper [29], Fallon et al. proposed a dedi-
cated RF testbed to induce acoustic pressure waves. Instead of a microwave source where
the load is ideally defined by the object, this approach consists of a RF generator that is
connected to a metallic imaging tank which is terminated by coaxial cables. The imag-
ing tank with defined geometrical dimensions operates as a cavity for the propagating
EM-field. The object is placed within the cavity, damping the EM-field according to its
absorption characteristics.
The methodology has several advantages:
The excitation frequency f = 108 MHz of the RF source is relatively low compared to
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other systems, allowing for deep tissue penetration. The RF testbed uses deionized wa-
ter as an acoustic coupling medium in contrast to mineral oil from other thermoacoustic
imaging systems and it offers a well defined E-field with dominating TE10 wave. Es-
pecially the excitation concept, with the cavity providing input and output of the applied
electromagnetic field, allows for monitoring of power absorption within the testbed which
contains the object.
However, drawbacks are associated with the geometrical limitations since the cavity di-
mensions are defined by the resonance frequency, allowing only for imaging of objects
which are within the cavity size. Furthermore, a dedicated shielding of electromagnetic
interferences in order to protect the ultrasonic transducer has to be considered. Addition-
ally, the pulse duration is > 240 ns, limiting the system from resolving small structures.

5.2.5 Summary of conventional thermoacoustic signal generation

The preceding sections should be regarded as a referential overview on state of the art
thermoacoustic scanners. Certainly, developments in thermoacoustic imaging are not re-
stricted in terms of applications but still derivatives of one of the above mentioned meth-
ods. As an example, Mashal et al. [77] operated a thermoacoustic scanner at 3 GHz as
suggested in section 5.2.3, investigating the effect of microbubbles on thermoacoustic sig-
nals.
However, fundamental problems associated with conventional approaches can be boiled
down to limitations connected to low power RF/microwave sources, focusing shortcom-
ings and resolution deficiencies which are ultimately resulting in deficient signal genera-
tion.
As demonstrated above, the drawbacks in signal to noise ratio were overcome with a pro-
longation of the electromagnetic pulse duration. By increasing the excitation pulse to
τ ≈ 500 ns, more energy could be stored in one pulse, thus increasing power deposition in
the object. Although longer pulses yield higher SNR, at the same time resolution require-
ments are mitigated.
In order to image objects at high resolution, the electromagnetic pulses have to be ultra-
short. Spatial resolution is inversely proportional to the excitation pulse duration, thus the
shorter the pulse the better the resolution but at the same time the shorter the pulse the
less energy it carries.
All these factors were taken into account when a new design was considered and devel-
oped which should ultimately overcome the limitations of thermoacoustic imaging.
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5.3 Thermoacoustic tomography with impulse
excitation

Summarizing the drawbacks associated with thermoacoustic imaging systems from the
preceding sections, thermoacoustics operating in its conventional method offers low spa-
tial resolution in the order of mm, needs complex and costly hardware and is struggling
to achieve sufficient signal to noise ratio. Based upon these constraints, a novel excitation
model was elaborated which will be presented in the following sections.

5.3.1 A sample calculation

Prior to motivation and design considerations for the thermoacoustic imaging system, a
brief reference to the Introduction chapter 1 is given where optoacoustics and thermoa-
coustics were compared to each other. This is in particular important with respect to the
design considerations for the novel thermoacoustic imaging system since the optoacoustic
approach can be regarded as the gold standard. To recall, thermoacoustics is inherently
struggling with a lower signal to noise ratio as compared to optoacoustics. Whereas
optical light is highly scattered and absorbed within the first mm in biological tissue [125],
radiowaves can easily penetrate the whole body with low scattering [129]. Moreover,
optoacoustics takes advantage of the short wavelength of optical light, enabling focusing
of optical beams onto confined areas. Thus, the laser energy per pulse which is usually
∼ 10−100 mJ can be concentrated on small illumination spots, ending up in sufficient
signal to noise ratio and high resolution with pulse durations τ < 10 ns. This means
that thermoacoustics with RF excitation has to cope with comparably low absorption,
large wavelength of λRF > 0.6 m and less powerful sources. Especially the fact that
RF radiation can not be focused to the same extent as optical light has to be taken into
account into the design considerations.

In order to gain insight into the differences between optoacoustics and thermoa-
coustics, the following sample calculation compares radiant exposure, employing typical
values from an optoacoustic system to ones from a thermoacoustic implementation.
Figure 5.2 depicts a chart of a laser beam with a diameter �10 mm hitting tissue
surface. The laser pulses (λ = 800 nm) have energies E = 10 mJ with a duration of
τ = 10 ns. The assumed illumination spot of 10 mm would result in a radiant exposure
of Hlaser ≈ 13 mJ cm−2. This value is still within the maximum permissible exposure
(MPE) level which is set to MPE = 20CA mJ cm−2 [3] where CA = 102(λ−0.7) for
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λ = 700−1050 nm (λ in micrometer).

tissue surface

radiant exposure

E    = 10 mJ
laser

τ     = 10 ns

A    ≈ 0.8 cm

laser

laser

2

Ø    = 10 mmlaser

optical beam

Figure 5.2: Schematic showing the optical radiant exposure on the tissue surface with
calculation parameters

A similar calculation is performed for the RF case as shown in figure 5.3. Instead
of a laser, this calculation assumes a microwave source with a carrier frequency of
f = 434 MHz, a peak power of 25 kW and a pulse duration of τRF = 500 ns. These
values are taken from [66]. Although focusing of radiowaves is not feasible to the same
extent as in the optical case, this calculation adopts a waveguide which is coupled closely
to the tissue surface. Other radiating elements like a helical antenna can also be used,
but with respect to the focusing capabilities of a waveguide over the helical antenna,
the waveguide with its more directive field is chosen for the calculation. For the sake
of easiness, the waveguide has a cylindrical shape and a diameter �8 cm, resulting in
an aperture of ARF ≈ 50 cm2. With these values, the radiant exposure is determined to
HRF ≈ 0.25 mJ cm−2.

tissue surface

radiant exposure

A   ≈ 50 cmRF

2

Ø   = 40 mmRF

waveguide

P   = 25 kW
RF

τ   = 500 nsRF

E   = 12.5 mJ
RF

Figure 5.3: Schematic demonstrating the RF radiant exposure on the selected tissue sur-
face along with calculation parameters

This coarse calculation sample assumes optimal radiant exposure under ideal conditions.
Of course, in a realistic scenario only a portion of the energy within the waveguide
is actually dissipated within the medium. Nevertheless, the radiant exposure for RF
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excitation is > 50 times smaller than the optical counterpart due to the limited focusing
capability and low power RF source.

5.3.2 Design considerations for a novel thermoacoustic method

This section discusses important design aspects and critical requirements to the thermoa-
coustic tomography system. Based on the results from previous sections and limitations
of conventional thermoacoustic approaches, an ’ideal’ thermoacoustic imaging system
should be able to provide:

• high spatial resolution

• high signal to noise ratio

• cost efficient setup with manageable complexity

• high penetration depth

Referring to the first aspect, the resolution should be in the order of < 100 µm to allow
for small animal imaging. With this resolution requirement, the electromagnetic pulse
duration has to be τRF < 50 ns, taking into account the inverse proportionality of spatial
resolution and electromagnetic pulse duration.
Furthermore, the thermoacoustic method should achieve high signal to noise ratio without
compromising high spatial resolution requirements. Performing a cross reference to
optoacoustics which uses optical pulses with energies of 10−100 mJ resulting in laser
fluence Φ = 40 mJ cm−2 [129], the thermoacoustic system should provide RF pulses
with similar energies to ensure sufficient signal to noise ratio.
A third point involves a compact and inexpensive system which should provide the
possibility of flexible transport. Therefore, low cost hardware components and compact
technologies are needed.
A last point deals with the desirable feature of deep tissue imaging up to tens of cm as
opposed to optoacoustics which is limited to few centimeters [87]. High tissue penetra-
tion requires RF excitation frequencies fRF < 100 MHz [57] since water absorption of
microwaves significantly restricts deep tissue penetration.

To summarize the demand profile, the novel thermoacoustic method needs to pro-
vide ultrashort RF pulses at τRF < 50 ns with stimulation frequencies fRF < 100 MHz
and energies exceeding ERF = 100 mJ/pulse.
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5.3.3 NRT - a novel approach towards thermoacoustic signal
generation

The majority of thermoacoustic imaging systems is based on pulse modulated CW excita-
tion with its known deficiencies. However, in order to meet the requirements from section
5.3.2, an innovative thermoacoustic signal generation method is demanded.
Therefore, a similar model to the one described in 5.2.1 is considered. It basically relies
on a source that emits ultrashort electromagnetic impulses which result in a broadband
excitation. The short pulses carry energies of hundreds of mJoule to ensure decent ther-
moacoustic signal generation. To overcome focusing constraints, the biological object is
closely coupled to an energy dissipating element since biological tissue has notable elec-
tromagnetic energy absorption in the near-field of RF sources [104], [19]. Since the novel
thermoacoustic method is operating in the near-field, the term NRT - near-field radiofre-
quency thermoacoustic tomography - was adapted for the new technology. Especially
the near-field energy coupling delineates the NRT method from the approach discussed
in section 5.2.1. Whereas the latter induced an acoustic response by passing electric cur-
rent directly through the tissue, the former relies on non-contact energy coupling in the
reactive non-radiating zone of an energy dissipating element.

5.3.4 Near and far field definitions

Prior to the description of the schematic and experimental setup, this section reviews field
radiation types of propagating electromagnetic fields.
The Hertzian dipole is used to define the radiation pattern of an antenna. This imaginary
elementary antenna is an appropriate model to calculate the near and far field of a radi-
ating element. The holistic approach towards the field equations is summarized in [133];
however, here only the basic equations are given.
The radiation pattern of a Hertzian dipole with the radial electric field component Er, the
inclination field component Eθ and the azimuth magnetic field component Hφ can be de-
rived from Maxwell’s equations to the following form:

Hφ = j
I∆l
2λ

exp(− jkr)
r

sinθ

(
1+

1
jkr

)
(5.1)

Eθ = jZ0
I∆l
2λ

exp(− jkr)
r

sinθ

(
1+

1
jkr

+
1

( jkr)2

)
(5.2)
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Er = jZ0
I∆l
2λ

exp(− jkr)
r

2cosθ

(
1

jkr
+

1
( jkr)2

)
(5.3)

Here, Z0 denotes the free space wave impedance and ∆l the characteristic length of the
radiating element with the current I. Equations 5.1 to 5.3 contain expressions for both the
far field and near field components. Depending on the distance r from the antenna, the
radiation pattern can be separated into two field regions.

Near-field

Assuming the near-field condition r � λ , distance dependent phase rotations do not
occur (exp(− jkr) ≈ 1) and only the components with highest power ( jkr)−p are valid.
Thus, equations 5.1 to 5.3 can be rewritten in the form

Hφ ≈ j
I∆l
2λ

sinθ

r

(
1

jkr

)
=

I∆l
4π

sinθ

r2 (5.4)

Eθ ≈ jZ0
I∆l
2λ

sinθ

r

(
1

( jkr)2

)
=− jZ0

I∆lλ
8π2

sinθ

r3 (5.5)

Er ≈ jZ0
I∆l
λ

cos(θ)
r

(
1

( jkr)2

)
=− jZ0

I∆lλ
4π2

cosθ

r3 . (5.6)

In near-field condition, the electric and magnetic field components ~E and ~H are phase
shifted by

π

2
. Additionally, the magnetic field is decreasing proportional to r−2 whereas

the electric field is reduced by r−3.

Far-field

In the far-field of the elementary dipole, equations 5.1 to 5.3 can be described by

Hφ ≈ j
I∆l
2λ

exp(− jkr)
r

sinθ (5.7)

Eθ ≈ jZ0
I∆l
2λ

exp(− jkr)
r

sinθ (5.8)

Er ≈ jZ0
I∆l
λ

exp(− jkr)
r

cosθ
1

jkr
. (5.9)

In far-field conditions, only the components with lowest power ( jkr)−p are valid. The
magnetic and electric field components are of equal phase and decreasing proportional to
r−1 (Hφ and Eθ ) and r−2 (Er) for equivalent energy. At far distances from the antenna,
the term Er becomes negligible and therefore the radial field component disappears.
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Figure 5.4 depicts schematically the wavelength dependent radiation region of an
electromagnetic energy transmitter (e.g. an antenna). The near-field can further be sepa-
rated into a radiating near-field, also known as Fresnel region, and the reactive near-field.
The transition from reactive to radiating near-field is defined by the wavelength dependent
distance

RNF = 0.62

√
D3

λ
(5.10)

where D relates to the aperture of the antenna. In the reactive region, the imaginary part
of the electromagnetic field components is dominant over the real part. Reaching the radi-
ating near-field, the real part of the field starts to dominate; however, the field distribution
is highly dependent on the distance from the transmitting element (see equations 5.4 to
5.6 where E ∼ r−3 and H ∼ r−2).
The far field, also called Fraunhofer region, begins at a distance

RFF = 2
D2

λ
. (5.11)

Here, the field consists of transversal electromagnetic field components with radial parts
Er = Hr = 0.

λ

transmitter

radiating

near-field

(Fresnel region)

reactive

near-field

far-field

(Fraunhofer

region)

0
22D

λ

NEAR-FIELD FAR-FIELD}

Figure 5.4: Wavelength dependent field zones originating from an electromagnetic en-
ergy transmitter; near-field is furthermore separated into reactive near-field
and radiating near-field
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5.3.5 NRT system components

The following sections are dedicated to the NRT setup . First of all, the custom made
impulse generator is explained, showcasing its specifications and electric circuit. In the
next step, the hardware components of the NRT setup are described.

5.3.5.1 Nanosecond impulse generator

The NRT method requires a dedicated impulse generator for efficient induction of
thermoacoustic signals. As mentioned in sections 5.3.2 and 5.3.3, the pulser should
provide ultrashort nanosecond impulses τ < 50 ns, containing energies up to hundreds
of mJoule per pulse. To match these requirements, a custom-built high voltage impulse
generator which employs cost effective and common electronic components has been set
up.
Figure 5.5 depicts the schematic of the nanosecond pulser. The transformer unit (External
Trigger Transformer, Model: TR-1700, Perkin Elmer Optoelectronics, Fremont, CA,
USA) splits the impulse generator into a low voltage (LV) and a high voltage (HV) part.
The low voltage side is comprised of an input for the trigger signal and a dedicated circuit
which transforms the low voltage trigger waveform into a 400 V signal. This is achieved
by an adjustable DC power supply (Model: 1AA24-P20-M, Ultravolt, Inc., Ronkonkoma,
NY, USA) which is controlled by a thyristor (BTW69− 1200), triggered by the input
pulse. Since the spark gap (Triggered Spark Gaps - Ceramic Metal, Model: GP-41B,
Perkin Elmer Optoelectronics, Fremont, CA, USA) on the high voltage part expects a
28 kV signal for triggering, the 400 V signal on the LV-side has to be converted into a
28 kV signal using the 70 : 1 transformer.
On the high voltage side, an adjustable high voltage power supply (Model: 30C24-N125,
Ultravolt, Inc., Ronkonkoma, NY, USA) charges a RC circuit. The spark gap short
circuits the RC circuit upon receiving a trigger signal from the transformer, thus creating
a high voltage pulse in the nanosecond range. A part of the impulse energy is coupled
into the object by means of the energy coupling element [A] (see figure 5.5) while a
portion of the energy is also dissipated in the resistor Rvar.

For a better understanding, figure 5.6 shows a simplified version of the electric circuit
from figure 5.5 in form of a block diagram which should serve as the reference for follow-
ing sections. Low voltage trigger signals are converted into high voltage counterparts to
close the switch. The energy storage unit which is charged to −30 kV is short circuited
in nanoseconds, resulting in high energy ultrashort impulses at the output. Lastly, the
induced energy is transmitted into the object and partially dissipated in the resistor.
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Figure 5.5: Schematic of the nanosecond impulse generator used for NRT measurements:
[A] - energy coupler
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Figure 5.6: Block diagram describing the conversion from low voltage (LV) trigger sig-
nals to high voltage (HV) equivalents, resulting in nanosecond pulses

In NRT, the energy per pulse is determined by the capacitor value and the voltage of the
power supply according to equation

E =
1
2

CU2. (5.12)

For the measurements presented in this chapter, a 500 nF capacitor was used, limiting
the energy per pulse to ENRT ≈ 250 mJ. However, more energy can be stored by using
bigger capacitors or increasing the voltage. Accordingly, bigger capacitors also result in
longer pulses and shorter rise times, thus limiting the performance of the NRT method.
Therefore, appropriate capacitor values have to be determined prior to measurements.

Taken from publication [57], figure 5.7 depicts the normalized output voltage of
the nanosecond impulse generator using above described settings. The voltage is detected
with a high voltage divider at the location of the energy coupling element. The full width
half maximum (FWHM) of the impulse is shorter than τpulse ≤ 22 ns with a 10% to 90%
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rise time τrise ≤ 10 ns. The corresponding fourier transform of the signal is shown in
figure 5.7b, revealing a broadband frequency response with frequencies up to > 20 MHz,
exhibiting a pronounced peak at fRF,peak ≈ 10 MHz.
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Figure 5.7: Output of the impulse generator in time and fourier domain, measured at the
output of the impulse generator with a high voltage divider (taken from [57])

5.3.5.2 NRT instrumentation

Figure 5.8 depicts the experimental NRT setup which was used to perform thermoacoustic
tomography with impulse excitation. A similar schematic was described in 2011 in
the publications [57], [58] while a modified version of the NRT setup with focus on
phantom imaging was published by Razansky et al. [101]. Main components include the
NRT source, the energy coupling element, the sample and the ultrasonic wave detection
element.

The NRT source was driven by a function generator (Model 33210A Function/Ar-
bitrary Waveform Generator, Agilent Technologies, Santa Clara, CA, USA) which
created +10 V trigger pulses.
Referring to the energy coupling element, a helical shaped transmitter as depicted in the
setup exhibited the best performance in terms of signal to noise ratio and stability of the
system. This is attributed to the better impedance matching of the helical transmitter
to the capacitive output of the nanosecond pulser. The sample was located in the close
vicinity of the energy coupler to ensure maximum energy coupling. Depending on the
size of the sample, two different ultrasound transducers were used for imaging. Table
5.1 lists a low frequent 3.5 MHz transducer that was mainly used for small animal and
phantom NRT-imaging whereas the high frequent 7.5 MHz transducer was employed for
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copper wire imaging to determine the resolution performance of the system. The water
tank was comprised of two concentric cylinders which were filled with different mediums.
The outer cylinder was filled with an RF absorbing saline solution at a concentration
level of 0.2%, acting as a terminating layer which prevented the formation of standing
waves in the imaging tank. The inner layer was filled with deionized water containing the
sample, the transducer and the energy transmission element.

Model center frequency focal distance bandwidth focus type
#1 V382 3.5 MHz 38.1 mm 76.3% cylindrical
#2 V320 7.5 MHz 25.4 mm 77.5% cylindrical

Table 5.1: Ultrasound detectors used for NRT imaging

A tomographic data set over 360◦ was acquired by either rotating the object or moving
the transducer around the object with a rotational stage (Model PR50PP, Newport,
Corporation, Irvine, CA, USA). Additionally, volumetric data acquisition from multiple
planes was accomplished by vertical translation of the detector with a linear translation
stage (LTA-HS,Newport Corporation, Irvine, CA, USA). A high speed 4-channel
oscilloscope (Model DPO7254, Tektronix Inc., Beaverton, OR, USA) digitized data
from the transducer at a sampling rate of 200 MS/s at 8 bit. Signal to noise ratio (SNR)
could be increased by multiple acquisitions per projection and an optional broadband
amplifier (Model AU-1332, Miteq, Hauppage, NY, USA). Data acquisition, positioning
and triggering were controlled with a personal computer (PC) employing either a custom-
built LabVIEW interface (LabVIEW2009, National Instruments, Austin, TX, USA) or
a custom-developed Matlab code (Mathworks, Natick, MA, USA). To compensate for
saturation effects of the transducer especially in combination with the amplifier, the
thermoacoustic signals were high pass filtered with a custom made frequency filter at a
cut-off frequency fHP = 300 kHz.

5.3.6 NRT results

The following sections present numerical simulations and experimental results obtained
with the developed near-field thermoacoustic scanner.
First, simulations showcase the near-field energy coupling capabilities. Two different soft-
ware tools were used: COMSOL (COMSOL AB, Stockholm, Sweden) operating with
the finite-element method and CST studio (CST AG, Darmstadt, Germany) employing
the FITD method. Upon conforming near-field energy coupling efficiency, a series of
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Figure 5.8: Schematic diagram of the experimental near-field radiofrequency thermoa-
coustic (NRT) tomography setup; [R1] - rotation of the object; [R2] - rotation
of the transducer

different phantom measurements were conducted in order to evaluate the performance of
the NRT approach. The first NRT experiments were performed on high-absorbing cop-
per wires which exhibit significant RF-absorption. The copper wires had a diameter of
∼ 100 µm and were employed to determine the resolution of the system.
The next generation of phantoms consisted of tubes filled with saline solution, intended
to mimic soft biological tissue. The third generation of phantoms was comprised of a
complex heterogeneous combination of excised biological tissue with alternating absorp-
tion coefficients. Finally, the NRT method was tested on ex-vivo mice that underwent
special treatment with high absorbing foreign body insertion to highlight the resolution
characteristics of NRT.

5.3.6.1 Numerical simulation

Two different types of simulations were performed to evaluate the predicted perfor-
mance of the NRT method. In the following, the results from the publication by
Razansky et al. [101], relating to the FEM simulation, are presented before describing
the results from the paper [57] which used a time domain solver to the Maxwell equations.

FEM-simulation

In a first simulation, the overall potential of the near-field energy deposition was examined
on a simple geometry consisting of a quarter-wave monopole antenna with a length of
l = 8.3 cm and a radius of 2 mm. The simulation parameters comprised furthermore an
excitation of the monopole antenna at 100 MHz, matching the length of the monopole
for quarter-wave harmonic excitation in water. The monopole was surrounded by a saline
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medium with a conductivity of σ = 0.5 S m−1 and a relative permittivity of εr = 77.
Figure 5.9a shows the power density in dependence of the normalized radial distance from
the λ /4 monopole on a decibel scale. Most of the power is dissipated within the close
vicinity of the monopole. A more qualitative result can be obtained by estimating the
effective volume where most of the energy is dissipated. Figure 5.9b plots the cumulated
amount of absorbed electric power density which is integrated over an infinitely long cylin-
drical volume of radius ρ . More than 50% of the power is dissipated within a radius of
∼ 11 cm and∼ 40% is dissipated within the radius which is equal to the monopole length.

It has to be noted that these results were obtained for the specific case of single
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Figure 5.9: Simulation results from a λ /4 monopole obtained with COMSOL (taken
from [101])

frequency excitation at 100 MHz using a quarter wave monopole. Moreover, the impulse
duration differs in the publication by Razansky et al. [101] from the excitation profile
described in publication [57]. The monopole configuration was only implemented in this
preliminary setup and was only used for one phantom measurement comprised of saline
tubes.
As discussed earlier, small animal imaging and phantom experiments were performed
with a helical antenna which is presented later on. However, although a single resonant
monopole is not the ideal choice for efficient energy coupling due to its narrowband
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frequency response, these simulations serve as a proof-of-principle of the NRT method
and should in the first place demonstrate the power dissipation of radiating elements as a
function of distance from the element.

FITD simulation

The power deposition was furthermore examined with a time domain solver, using
Computer Simulation Technology. In contrary to the previous simulation, the whole
NRT setup from figure 5.8 was modeled, including the sample which had a cylindrical
shape (� : 2 cm, length: 10 cm) and tissue properties of σ = 0.8 S m−1 and εr = 100,
simulating EM properties of biological tissue at 10 MHz [36]. The helical antenna was
approximated with a diameter of 3 cm and seven turns. In order to evaluate the effect
of grounded conductive parts (e.g. the transducer) on the electric field distribution,
a conductive element in the size of the transducer was modeled next to the sample.
Furthermore, the custom made water tank comprised of two cylinders was taken into
consideration in the simulation. Similar to the setup, the outer cylinder was simulated
with a water saline concentration at 0.2% while the inner container was filled with
deionized water. As described in [57], the outer layer of the water tank had the effect of
an absorbing layer terminating the electric field and minimizing reflections on the water -
air interface.
The time domain simulation was carried out with the finite-integration time-domain
(FITD) method which is based on the discretization of Maxwell’s equations in its integral
shape [119], [80].
The measured electric impulse from figure 5.7 was utilized to drive the simulation. The
instantaneous power deposition in the imaging tank is shown in figure 5.10 at different
time positions starting from 30 ns after initiation of the pulse and demonstrates resistive
heating in 10 ns time steps. During the time points 40 ns to 60 ns, a maximum peak of
power deposition appears which corresponds to the 20 ns duration of the electric pulse.
At time point 90 ns, a second excitation is taking place due to electric field reflections on
the water - air interface and also because of the finite response of the antenna. However,
the power deposition is several times smaller than the main excitation. Note that the
conductive part which is represented by a metallic transducer has negligible impact on
the electric field distribution [57].

5.3.6.2 Spatial resolution of the NRT system

The following section presents experimental results obtained with the NRT system. Be-
fore showing NRT images of soft tissues, the performance of the system is characterized
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tion of instantaneous power deposition at 9 distinct time points; (a) acoustic
detector; (b) object; (c) helical energy coupler; (d) inner imaging tank con-
taining deionized water; (e) outer tank containing 0.2% saline

in terms of spatial resolution, measuring thin copper wires.

In 3D space, the spatial resolution in ultrasound applications can be separated into
axial, lateral and elevational components. Figure 5.11 depicts the individual resolution
constituents. The axial resolution defines the ability to distinguish between two point
spread functions along the ultrasound beam. On the other hand, the lateral resolution
determines the capability to resolve two point spread functions in perpendicular direction
to the ultrasound beam. For the three dimensional case, the elevational resolution is a
factor for the slice thickness.
This thesis focuses on cross sectional images which render a 2D view of samples, thus the
elevational resolution, relevant in 3D applications, is not considered here. Furthermore,
the images were acquired in a non limited view tomographic topology. Thus, the spatial
resolution can be calculated according to equation

Rsp = 0.92
vs

fc
= λ0.92 (5.13)

with the cutoff frequency fc defined by the transducer bandwidth [124].
From an experimental perspective, the resolution of the developed system can be deter-

mined with two point like absorbers consisting of thin copper wires. Therefore, two wires
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axial

resolution

elevational
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Figure 5.11: Resolution constituents in 3D space: axial resolution is along the imaging
plane while the elevational resolution is perpendicular to the imaging plane;
the lateral resolution is in the imaging plane parallel to the sensitive area of
the detector

(a)

(a) Photograph from
the X-shaped wires

(b) NRT reconstruction of the highlighted area,
marking the crossing of two copper wires
in (a)

Figure 5.12: Resolution experiment with two X-shaped copper wires

with a diameter of 100 µm were aligned in a X-shape that allowed for exact determination
of the resolution of the system. During imaging, the wires were scanned in the elevational
axis at 100 µm distance, acquiring in total 9 slices at the point where the two wires formed
a crossing. Taking into account the size of the wires and the excitation frequencies of the
electromagnetic pulse, a 7.5 MHz (transducer #2 from table 5.1) was chosen for imag-
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Figure 5.13: Resolution results from two X-shaped copper wires

ing. The wires were scanned in full tomography mode, resulting in 180 projections with
φ = 2◦ circular step size.
Figure 5.12a showcases the geometrical layout of the two copper wires with the high-
lighted area marking the imaging region. The NRT reconstructions at 9 imaging levels
on the elevational axis are depicted in figure 5.12b, revealing the correct orientation of
the wires in the imaging plane. The spatial resolution was determined by plotting the one
dimensional profile through the NRT reconstruction at z = 500 µm, approximately at the
position where both wires were crossing (see figure 5.13b). According to the Rayleigh
criterion, the resolution is defined as the coincidence of the maximum of the first PSF
with the minimum of the second PSF [8], [57]. With the gaussian overlay onto the experi-
mental data set, the spatial resolution was measured to 150 µm, being in correspondence
with the numerical resolution according to equation 5.13.

5.3.6.3 NRT with tissue mimicking phantoms

This section presents the experimental results from soft tissue that were obtained with
the NRT method. All results are based on the publications by Razansky et al. [101] and
Kellnberger et al. [57]. Except the first phantom which was measured with a monopole
configuration, all NRT experiments shown in the following were carried out with the
helical shaped energy coupler as depicted in the NRT setup 5.8. In order to evaluate
the performance of the thermoacoustic system, different phantoms were prepared with
varying absorption characteristics and geometrical layout to investigate factors like
imaging contrast, penetration depth for deep tissue imaging and the capability to image
a heterogeneous compound of biological tissues as a preparation measurement towards
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small animal imaging.

Starting with a basic experiment, a homogeneous phantom which consisted of
saline filled tubes was built. This fundamental approach should demonstrate the overall
capability of the NRT method to image tissue mimicking phantoms. In a next step,
the contrast mechanism of NRT was tested on two tubes which were filled with low
absorbing mineral oil and high absorbing saline solution. With respect to the assumed
deep penetration potential of the radiofrequency driven NRT method, a study was
prepared which compared two different phantoms comprised of an absorbing saline
tube embedded within either a low or high absorbing bigger tube. In a last experiment,
a phantom composed of a heterogeneous distribution of biological tissues, exhibiting
different RF absorption, was tested in the NRT setup.

Saline filled PVC tubes

The first phantom experiments were carried out on 4 low RF absorbing PVC tubes filled
with physiological saline solution. In parallel to the experiment, the electromagnetic
power absorption density was simulated assuming a quarter wave monopole which is
excited at 100 MHz. Figure 5.14a shows the simulated resistive heating in the close
environment of the monopole where most of the electromagnetic energy is concentrated
within the 4 tubes. This can be attributed to the high conductivity of the saline containing
straws in comparison to the low conducting deionized water which was used as an
acoustic coupling medium. Another important aspect which can be observed from the
simulation is that the energy density in the tubes is constant and not varying with distance
from the monopole or more importantly with distance from the boundaries of the straw.
In other words, according to the simulation the energy absorption is constant over the
width of the PVC-tubes.
Similar to the simulation geometry, the NRT measurement was performed by rotating
the tubes over 360◦, acquiring the thermoacoustic signal over 180 projections each 2◦.
The corresponding reconstruction is depicted in figure 5.14b and reveals the correct
size and dimensions of the tubes. The tubing walls due to their non-conductive nature
appear as black-colored rings whereas the saline solution in the tubes is reconstructed as
white hotspots. In [101], we attributed the non uniform signals to uneven mixed saline
solutions in the tubes, tomographic rotation artifacts or limited detection bandwidth of
the transducer (for the measurements, transducer #1 from table 5.1 was used).
Additionally, figure 5.14c plots the thermoacoustic signal from one specific projection of
the tomographic data set. Clearly, the phantom signal from the saline filled PVC tubes
is resolved while also the electromagnetic interference originating from the impulse
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generator can be observed. This interference is coupled into the transducer at the point of
triggering and lasts for ∼ 5 µs due to relaxation of the transducer.
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Figure 5.14: NRT simulation result, image and a schematic representation of the detected
thermoacoustic signal from PVC tubes containing a 0.9% saline solution
using the quarter wave monopole for excitation (taken from [101])

NRT contrast

The following study evaluates the NRT performance in terms of imaging contrast.
Referring back to chapter 2, absorption in soft tissue is attributed to regions of high
conductivity. More specifically, according to section 2.3.3.4, muscle tissue turns out
to have a 14 times higher conductivity as compared to adipose tissue at frequency
fRF = 100 MHz.
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The following phantom study consisted of two tubes which were filled with a low
absorbing mineral oil solution (M8410, Sigma Aldrich, St Louis, MO, USA) and a high
absorbing physiological saline solution. The geometrical layout of the phantom is shown
in figure 5.15. Observing the NRT image, only the high absorbing saline tube can be
reconstructed whereas the second tube does not show up due to the low thermoacoustic
signal from the non-conducting mineral oil. The image also appears with a strong
signal from the boundaries of the tube whereas the interior is not resolved clearly. The
tubing walls, corresponding to the deionized water - saline interface, represent a high
frequency thermoacoustic signal in contrast to the center of the tube which is comprised
of low frequent signal components which are filtered by the high pass filter and the
limited detection bandwidth of the transducer (transducer #1 with a center frequency of
f = 3.5 MHz). Additionally, a polarization effect is occurring at the tubing walls since
the liquid inside the tubes is charged.
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Figure 5.15: NRT imaging experiment showing two PVC tubes filled with low RF ab-
sorbing mineral oil and high RF absorbing 0.9% saline solution; (a) chart
of the phantom layout; (b) NRT image of (a)

NRT penetration capabilities

The penetration depth capability was tested on two phantoms consisting of a bigger tube
which contained a smaller tube with a defined RF absorption. The outer tube (�65 mm)
of the first phantom was filled with low absorbing mineral oil whereas the second
phantom with similar dimension was filled with an absorbing saline water solution at
0.1% concentration. A straw with a diameter �5 mm was embedded in both tubes
containing a physiological saline solution (0.9%). The right hand side in figure 5.16
depicts the layout of the phantoms with the low absorbing tube on the top and the higher
absorbing object at the bottom.
Similar to the previous phantom measurement, the mineral oil does not provide ther-
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moacoustic contrast and therefore does not show up in the image. The insertion in the
first phantom is resolved clearly and renders the dimension of the straw. Again, low
frequencies are filtered by the high pass filter and the limited detection of the transducer
(transducer #1 with central frequency of f = 3.5 MHz) which effectively measures
frequencies down to f ∼ 1 MHz.
The second phantom featured a higher absorbing outer tube which attenuated the
penetrating electric field. Observing the reconstruction in figure 5.16, the outer tube with
the low absorbing liquid and the inner tube with the high absorbing physiological saline
solution are resolved in the NRT image. The strong signal from the boundaries of the
objects can be ascribed to the afore mentioned limited detection bandwidth and frequency
filtering.

2mm

2mm
mineral oil

saline water 0.9%

saline water 0.1%

(a)

(c)

(b)

(d)

Figure 5.16: NRT images along with a sketch of absorbing objects embedded in non ab-
sorbing and low absorbing media: (a) Cross sectional view of a phantom
comprised of a mineral oil tube containing a 0.9% saline tube with a diam-
eter of �5 mm; (b) corresponding NRT image of (a); (c) cross sectional
view of a phantom consisting of a big 0.1% saline tube containing a 0.9%
saline tube (�5 mm); (d) corresponding NRT image of (c)

Biological tissue

Before proceeding towards ex-vivo small animal imaging, the performance of the NRT
system was tested on a phantom which was comprised of heterogeneously distributed bio-
logical tissues. With respect to the expected frequency components of the thermoacoustic
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signal, transducer #1 with a central frequency of 3.5 MHz was used for the measurements.
Figure 5.17 showcases the layout of the phantom which consisted of two layers of
biological tissue, namely pork fat and chicken meat, and a highly absorbing saline water
tube insertion with a dimension of �3 mm. The whole phantom was wrapped in an
isolating low RF absorbing foil to preserve the absorption characteristics of chicken meat.
Similar measurements demonstrated a degrading of the thermoacoustic signal over time
when excised biological tissue like muscle was exposed to deionized water.
After preparation of the phantom, NRT imaging was initiated by rotating the object in the
imaging tank and subsequently reconstructing the image shown on the right hand side of
figure 5.17. The resulting NRT image resolves the transition from the low absorbing fat
component to the higher absorbing chicken meat. Furthermore, the saline tube embedded
in the center of the phantom is resolved along with artifacts which are contributed to
acoustic mismatching of the PVC tube (vs ≈ 2380 m s−1) to the peripheral soft tissue
(vs ≈ 1500 m s−1).

chicken meat

saline water tube 0.9%

2mm

pork fat
(a) (b)

Figure 5.17: NRT image of biological tissue: (a) cross sectional view of a heterogeneous
phantom consisting of chicken meat, pork fat and 0.9% saline tube; (b)
corresponding NRT image of (a)

5.3.6.4 Ex-vivo small animal imaging with NRT

The final step includes imaging of an ex-vivo mouse. Hence, a nude mouse was prepared
for near-field thermoacoustic imaging using transducer #1 from table 5.1. Post-mortem,
the mouse received special treatment prior to the experiment. A highly dissipating copper
wire (�230 µm) was inserted subcutaneously in the back of the mouse to obtain a known
reference in the NRT reconstructions. The mouse was then measured at the pelvic region
and subsequently after the first measurement, the copper wire was removed. A second
NRT measurement was initiated at the same imaging level without the copper wire. After
the NRT experiment, the mouse was frozen to −80◦C, cryosliced and photographed at
the pelvic region for comparison of the thermoacoustic images.
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Figure 5.18 shows the results of the ex-vivo mouse measurement. The image on the left
hand side corresponds to the measurement with the wire inserted into the back of the
mouse. Clearly, the dissipative copper wire is highlighted in the image with high contrast.
Furthermore, anatomical details like the spinal cord or the hindlimb are also visible. Re-
moving the copper wire yields the NRT image shown on the right hand side. This time,
more anatomical details are appearing like the urinary bladder and again the hindlimb and
spinal cord. The fact that the copper wire features significant absorption in comparison
to the lower absorbing soft tissue leads to the low contrast from soft tissues in the image
where the copper wire is present. For comparison, the cryoslice image shown in the center
of figure 5.18 shows good correlation between the NRT images and the histological slice.

vesica

urinaria
copper

wire

hindlimb hindlimb

spine
skin

(a)

5mm

(b) (c)

Figure 5.18: Ex-vivo mouse imaging with NRT. (a) Cross sectional view from an intact
mouse with a subcutaneously inserted copper wire (�230 µm); (b) cryosec-
tion of the mouse at approximately the same level; (c) NRT mouse image
after removing of the copper wire

5.4 Limitations to near-field radiofrequency
thermoacoustic tomography approach

In the first place, the NRT method was developed to cross the resolution limits that are
associated with conventional thermoacoustic approaches. But in addition to it, NRT
should also be capable of resolving extrinsically administered RF energy absorbing
probes in order to enhance thermoacoustic signals and contrast. In other words, the NRT
method should not only be used for small animal anatomical imaging but at the same time
be employed as a functional and molecular imaging tool. The physical rationale behind
the idea is originated in the assumption that RF absorbers exhibit a broadband absorption
profile. Among the candidates for RF probes could be paramagnetic and superparamag-
netic nanoparticles which are already in use in MRI studies ( [105], [114]) as well as
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gadolinium-based agents. But also conductive particles like carbon nanotubes or gold
nanoparticles are possible candidates especially with respect to the NRT contrast which
is attributed to conductivity. As an example, Pramanik et al. [96] successfully applied
single-walled carbon nanotubes in a thermoacoustic imaging system, demonstrating a
twofold signal enhancement.

The NRT measurements presented in this chapter demonstrated the NRT capabili-
ties when it comes to superior resolution compared to other thermoacoustic systems and
showed for the first time thermoacoustic images of a mouse at high resolution. The first
demand, namely high resolution thermoacoustic imaging, can be fulfilled with the NRT
method.
However, the molecular imaging functionality of the NRT method has not been
achieved yet. The physical rationale behind NRT to operate as an anatomical and

functional/molecular imaging tool is based on the assumption that the proposed paramag-
netic and superparamagnetic agents exhibit strong RF absorption. The problem is twofold:

1. Magnetic particles dissipate power when exposed to a CW alternating magnetic
field [107], [47]. This power absorption is converted into heat through relaxation
processes as explained in chapter 2.
2. The NRT method is operating in pulsed mode with duty cycles < 0.001%; thus, the
time interval during which energy is deposited in the agent is in the range of ns. With
its high voltage output of the nanosecond pulser, the near-field impulse system mainly
generates strong electric fields with low magnetic field amplitudes. Thus, NRT is directed
towards conductive/dielectric tissue contrast as discussed in chapter 2.

After all, NRT is ill-conditioned when it comes to excitation of magnetic nanoparti-
cles with a pulsed electric source. Although one might argue that the energy per pulse is
in the range of hundreds of mJoule, the overall average power is still limited to ∼ 5 W.
Moreover, magnetic particle excitation is primarily achieved by CW magnetic sources
with a magnetic field strength beyond 10 k A m−1 [53], [134].
Several magnetic nanoparticles have been tested for acoustic signal generation with
the system, the results were sobering. In summary it can be said that the NRT method
does not provide higher thermoacoustic signal contrast in combination with magnetic
nanoparticles.
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5.5 Summary and outlook

This chapter presented a new approach towards thermoacoustic signal generation
which is based on ultrashort electric impulses operating in the near-field of an energy
transmitting element. Unlike conventional approaches, the sample is not excited with
pulse modulated CW sources but instead with a dedicated nanosecond pulse generator,
producing ultrashort high voltage pulses. In combination with a custom-built tomography
system, the performance of this prototype technology was characterized firstly on copper
wires to determine the resolution and later on liquid phantoms and soft biological
tissue. Especially with respect to the outstanding resolution that could be achieved with
the system, an ex-vivo mouse was prepared for NRT measurements. Therefore, NRT
images were made while a highly dissipative medium was inserted subcutaneously in the
mouse ensued by another measurement after removing the medium. The NRT imaging
results confirmed the histological slice of the mouse and revealed a spatial resolution of
∼ 230 µm for this specific measurement, however application of transducers with higher
cut-off frequencies resulted in a spatial resolution of ∼ 150 µm. With respect to the pulse
duration of the excitation pulse which is in the order of ∼ 20 ns, the resolution is mainly
limited by the detection bandwidth of the transducers.

Referring to future steps, a new generation of NRT imaging was recently intro-
duced by Omar et al. [89] [90]. Instead of capacitors, a transmission line is used to store
electromagnetic energy before discharging it into the sample. Several advantages come
along with this approach: Since the energy and pulse shape is dependent on the length of
the transmission line, both electromagnetic energy and pulse duration can be adjusted by
changing the length of the lines. Thus, the excited frequencies and amount of energies can
be accommodated accurately to the size of the object. The prototype version presented
high quality images of ex-vivo mice while exhibiting outstanding spatial resolution in the
order of ∼ 100 µm.

After all, the NRT method is a powerful imaging tool to perform anatomical small
animal imaging with RF excitation. However, the system is limited in terms of functional
and molecular imaging since no appropriate contrast enhancers could be found. The prob-
lems are associated with the NRT specific excitation profile which allows for ultrashort
pulse stimulation with strong electric fields, ideal for high resolution imaging combined
with conductive/dielectric contrast. At the same time, the optimal operation condition
for magnetic particles relates to a CW alternating magnetic field at high frequencies.
Considering the magnetic heating of nanoparticles when exposed to CW fields, a new
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approach to thermoacoustic signal generation is investigated and will be explained in the
following chapters.
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6 Frequency domain optoacoustic
tomography

6.1 Introduction

Frequency domain optoacoustic imaging (FD-OAI) or tomography (FD-OAT) represents
a new diagnosis tool in the field of optoacoustic imaging. Whereas pulsed optoacoustics
has been implemented in numerous applications ranging from three dimensional whole
body imaging of small animals [13] to microscopic applications [126] while recently also
entering the stage of pre-clinical research [99], FD-optoacoustics is at the beginning of a
similar evolutionary process.

This chapter discusses the frequency domain optoacoustic tomography scanner which
was developed at the IBMI. Section 6.2 presents state of the art FD-optoacoustic imaging
systems which are based on linear x-y scans. The focus of this chapter directs the reader
towards the novel tomographic implementation of frequency domain optoacoustics by
first showing the experimental setup in section 6.3 before proceeding to the results
in section 6.4. The performance of the developed tomographic scanner was tested on
non-biological tissue, agar phantoms and finally in-vivo, imaging the mouse tail following
contrast enhancing ICG (Indocyanine Green) injection.

6.2 Frequency domain optoacoustic implementations

Before starting with the instrumentation employed for frequency domain imaging, initial
concepts will be presented followed by contemporary arts in frequency domain optoa-
coustic imaging. These systems are shortly described to outline the particular difference
between existing frequency domain implementations and the developed tomographic ap-
proach.
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6.2.1 Thermoacoustic microscope

Dated back to the year 1981, Allan Rosencwaig was among the first to describe an imple-
mentation of an imaging system based on the photoacoustic effect. The thermoacoustic
microscope, patented in [106], characterizes an imaging system on a microscopic scale
employing electromagnetic radiation across the whole spectrum, covering both heating of
tissue with low frequent electromagnetic radiation (e.g. RF or microwaves) and visible
light. Imaging is achieved on a horizontal plane, scanning the surface of the object with a
radiation beam and measuring the subsequent acoustic response. The source can be inten-
sity modulated, equivalent to the frequency domain optoacoustic approach, but also time
domain thermoacoustic signal generation employing pulsed sources is mentioned. Note
that the term thermoacoustics in this case covers both optoacoustic and thermoacoustic
methods with respect to the conversion of electromagnetic energy into thermal energy.

6.2.2 Frequency domain sub surface optoacoustic imaging

The first documented technical implementation of a frequency domain optoacoustic scan-
ner with experiments on non-biological samples can be attributed to Fan and Mandelis et
al. in the publication [30]. Although theoretical considerations on photoacoustic signal
generation in frequency domain were reported before [106], this highly original approach
presented the first frequency domain based images using heterodyned detection. The
sample was illuminated with a CW ytterbium fiber laser at 1064 nm. Intensity modula-
tion of the laser beam induced acoustic signals from the illuminated spot. Therefore, an
acousto-optic modulator (AOM) was introduced in the light path and externally driven
by a function generator in the frequency band 1.2−3 MHz with a discrete step size of
50 kHz. Scanning was performed on several points on the sample’s surface, repeating the
discrete frequency sweep for five times per scanning location. With respect to the hetero-
dyned modulation and lock in detection type, the resulting amplitude and phase image
could resolve the boundaries of a rubber phantom. However, the presented images with
this preliminary scanner were restricted to non biological tissue and demonstrated a single
2D scan without tomographic cross sectional views of the sample.

6.2.3 Frequency domain photothermoacoustic imaging

Subsequent systems building up on the preceding implementation were also employed
for biological soft tissue imaging. In a publication by Telenkov and Mandelis [120],
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in addition to the heterodyned lock in detection, the pulse compression method from
radar engineering [116] was introduced for subsurface imaging. Similar to the system
explained in [30], a CW laser at 1064 nm was employed to excite acoustic responses from
tissue. Therefore, an acousto-optic modulator intensity-coded the optical beam using a
linear frequency sweep from 1−5 MHz. An additional delay generator synchronized the
AOM driving signal generator and the data acquisition. Imaging was performed on the
basis of x-y scans, moving the water container which contained the phantom while the
laser beam and the acoustic detector took fixed positions. The scanner was able to display
depth profilometric images showing structures of turbid plastisol phantoms. In addition,
ex-vivo chicken breast tissue was imaged with the proposed scanner, revealing embedded
inclusions in the tissue as deep as 7 mm.

Similar to the preceding application, an improved system was presented in papers
by Telenkov and Mandelis et al. [123] and Telenkov and Mandelis [121]. In the latter
publication, the system from [120] was modified so that the sample, consisting of tissue
mimicking phantoms, could be moved on the axial direction relatively to the excitation
and detection. Thus, the maximum depth of the system could be characterized. In
addition, time domain measurements were performed and compared to the frequency
domain experiments, showing comparable results in terms of depth sensitivity. However,
the scanner’s performance was limited to lateral x-y scans and could not be employed for
tomographic approaches.

6.3 FD OAT - instrumentation

This section discusses a novel optoacoustic imaging system which implemented tomog-
raphy principles in the frequency domain employing an intensity coded CW light source.
Previous FD optoacoustic methods were designed for horizontal x-y scans that collected
optoacoustic signals by laterally moving the detector. A rotation of the detector with
simultaneous signal acquisition at multiple projections results in cross sectional views
of samples as compared to the depth profilometric images obtained with conventional
FD-imaging systems.

A picture of the frequency domain optoacoustic tomography scanner is schemati-
cally depicted in figure 6.1. The sample is placed in the center of the imaging tank which
is filled with deionized water. A temperature stabilized diode laser at 808 nm (Omicron-
Laserage Laserprodukte GmbH, Germany) illuminates the object with an intensity coded
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optical beam. The peak power is limited to 500 mW. A function generator (33210A,
Agilent Technologies, Santa Clara, CA, USA) modulates the intensity of the laser
beam at frequencies ranging from 0− 10 MHz. Although the laser can theoretically be
modulated from 0−350 MHz, with respect to the detection bandwidth of the transducer
(transducer #1: center frequency 3.5 MHz from table 5.1) the modulation frequency
exhibits a frequency sweep from 1− 5 MHz for phantom and in-vivo experiments.
Induced acoustic waves are detected with one focused ultrasonic transducer. The detector
and the optical fiber are mounted on a rotational stage (PR50PP, Newport Corporation,
Irvine, CA, USA) which allows for simultaneous rotation of both units around the
object. Optoacoustic signals are acquired every 2◦, resulting in 180 projections over
a full circle. For the cross correlation and recovery of the phase delay, the reference
signal is acquired in two ways. A photodiode (DET10A/M, Thorlabs, Newton, NJ, USA)
which is additionally mounted on the rotation stage detects concurrently a portion of the
emitted modulated light. Furthermore, the driving signal from the function generator
is acquired additionally by the oscilloscope (DPO7254, Tektronix Inc., Beaverton, OR,
USA) which digitizes optoacoustic signals at a sampling rate of 50 MS/s. Acoustic
signals are amplified before acquisition by a low noise 65 dB amplifier (Model AU-1291,
Miteq, Hauppage, NY, USA). A trigger generator (MXG5181, Agilent, Santa Clara,
CA, USA) synchronizes the function generator and the data acquisition system. A
special custom made Matlab interface (Mathworks, Natick, MA, USA) facilitates data
acquisition, positioning and post processing of the data.

Figure 6.2 shows a photograph of the experimental setup. Key elements are highlighted
in the picture such as the directions of the optical beam and the acoustic waves, the
simultaneous rotation direction of the transducer, the optical fiber and the photodetector,
the mouse holder in the center of the imaging tank and the heating element which ensured
constant temperature throughout the in-vivo experiments.

6.4 Imaging results

The frequency domain optoacoustic tomography method was evaluated on phantoms with
different geometry and absorption characteristics. The overall capability of the frequency
domain tomographic implementation was firstly tested on graphite rods which exhibit
significant optical absorption. In a next step, more complex irregularly shaped agar phan-
toms with inclusions of defined optical absorption were prepared. The phantoms differed
in size and aimed at evaluating the feasibility of vasculature imaging. Finally, the tail of
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Figure 6.1: Schematic diagram of the frequency domain optoacoustic tomography scan-
ner. An optical fiber (OF) guides the chirps from the laser onto the object
(marked as OB). Signals from the transducer (T) and the photodetector (PD)
are acquired simultaneously and cross correlated for spatial reconstruction of
absorbers (taken from [59])
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Figure 6.2: Photograph of the FD-OAT scanner, showing the imaging tank, the rotation
stage and the mouse holder in the center of the tank; [A] laser beam from
optical fiber; [B] reference beam detected by photodetector; [C] acoustic
wave detected by transducer

a Balb/c female mouse was imaged in-vivo with the FD-OAT scanner before, during and
after injection of contrast enhancing ICG.
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6 Frequency domain optoacoustic tomography

6.4.1 Graphite rod imaging

In a first study, the proposed tomographic approach was tested on two graphite rods
placed ∼ 2 mm apart. Each rod had a diameter of 0.35 mm while both were mounted in
the center of the imaging tank.

Figure 6.3 depicts a photograph of the experimental FD-OAT scanner which was used

[A]

[B]

[D]

[C]
[E]

40α ≈ °

Figure 6.3: Experimental configuration of the FD-OAT scanner used for imaging of
graphite rods; graphite rods [A] and [B], optical laser beam [C], photodetec-
tor beam [D] and ultrasonic 3.5 MHz transducer [E], ∠[C]||[E]≈ 40 ◦ (taken
from [59])

500µm

Figure 6.4: FD-OAT reconstruction showing a cross sectional cut through the phantom
consisting of two graphite rods (taken from [59])

for evaluating the feasibility of implementing tomographic methods in the frequency
domain. The end of the optical fiber [C] was connected to a collimating lens which
created an illumination spot of ∼ � 5 mm on the surface of the target. The graphite
rods [A] and [B] were centered in the imaging tank and surrounded by the illumination
and detection units. In this configuration, a photodiode [D] concurrently captured a
portion of the laser beam which represented a copy of the modulation signal. Alike an
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Figure 6.5: Cross correlation result of two graphite rods for one specific projection (taken
from [59])

epi-illumination-detection scenario, the rods were illuminated by the laser beam while the
transducer (central frequency: 3.5 MHz, marked as [E]), aligned to the optical beam, was
focused onto the illumination spot in order to efficiently detect acoustic waves. Detection
and illumination were simultaneously rotated around the objects in 2◦ steps, resulting in
180 projections.

The corresponding cross sectional view of the graphite rods is depicted in figure
6.4. The shape and size of the rods are clearly resolved. Additionally, the raw cross
correlation signal which is used to feed the reconstruction algorithm is schematically
shown in figure 6.5. The cross correlation result is taken from one specific projection
of the tomographic data set which forms a line along the connection of the two objects
relatively to the transducer. Comparing the measured signal after cross correlation
processing with the simulation from chapter 4, figure 4.11, the experimental signal does
not exhibit the characteristic sidelobes to the same extent as the simulation. Thus, the
sidelobes are not distinguishable among noise.
In figure 6.5, each absorber represents one peak, exhibiting a duration defined by the
bandwidth of the modulation signal. Although various methods for sidelobe reduction
exist (e.g. Taylor weighting, Hamming weighting), frequency domain weighting func-
tions were not applied with respect to the low sidelobe level and also with regard to the
reduced SNR after weighting.

6.4.2 Phantom imaging

The frequency domain optoacoustic tomography system was furthermore employed for
imaging of agar phantoms. Adding a more complex and irregular geometric structure
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6 Frequency domain optoacoustic tomography

over the circular shaped graphite rods from the preceding section, the clear agar phantoms
in the following section exhibited an outer diameter of ∼ 4 mm and contained different
absorbing structures made of India ink. A photograph of the first phantom is depicted in
figure 6.6.

The rectangular shaped insertion had an absorption coefficient of ∼ 2 cm−1 with a

(a) Photograph of the clear agar
phantom containing a 2 cm−1

India ı́nk absorption with a
size of ∼ 3 mm

1mm

(b) FD-OAT reconstruction from
a 360◦ tomographic data set

Figure 6.6: FD-OAT phantom measurements: circular shaped clear agar phantom with
defined optical absorption inclusion of rectangular shape (taken from [59])

characteristic side length of lrect ≈ 3 mm. The reconstruction of the cross correlated
signal in figure 6.6b shows size and shape congruence to the picture of the phantom.
The edges of the object are highlighted with respect to the high optical absorption of
the inclusion; thus, most of the light is absorbed on the outer layer of the rectangular
insertion. Furthermore, only the frequency band from 1− 5 MHz is excited while lower
frequency components ( f < 1 MHz) are not prominently stimulated by the modulation
frequencies.

A similar phantom with a small hexagonal insertion instead of the rectangular shape was
subsequently evaluated with the FD-OAT scanner. The size of the insertion was ∼ 1 mm
and had an absorption coefficient of 2 cm−1. Figure 6.7a depicts a photograph with the
layout of the phantom along with the reconstruction of the cross correlated signals in
figure 6.7b. The reconstructed image is consistent in size and shape to the cross sectional
photograph of the phantom.
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(a) Photograph of the clear agar
phantom containing a 2 cm−1

India ink absorption with a
size of ∼ 1 mm

1mm

(b) FD-OAT reconstruction from
a 360◦ tomographic data set

Figure 6.7: FD-OAT phantom measurements: circular shaped clear agar phantom with
defined optical absorption inclusion of hexagonal shape (taken from [59])

6.4.3 In-vivo mouse tail imaging

Upon confirming the feasibility of imaging small structures consisting of soft tissue, the
next step included vasculature imaging in small animals. For this reason, a Balb/c female
mouse was prepared for FD-OAT imaging. Since the illumination spot was confined to a
size of ∼ 5 mm, only the mouse tail was imaged.
Picture 6.8 illustrates the FD-OAT scanner during imaging application. The mouse was
placed on a custom built mouse holder which allowed for immobilizing the tail. The
transducer was aligned to the optical beam onto the surface of the mouse tail to ensure
efficient acoustic signal coupling. Both the transducer and the optical fiber casing were
rotated around the tail while acoustic signals were simultaneously acquired at multiple
projections.

The in-vivo measurement protocol consisted of mouse tail imaging (Balb/c fe-
male mouse) with mouse gas (isoflurane) anesthesia and catheterization of the right vein
at ∼ 2 cm from the distal end prior to the measurement. After the mouse was attached
to the mouse holder, the FD-OAT scanner imaged the tail at a level of ∼ 4 mm from
the distal end without contrast enhancing ICG. Subsequent to the first measurement,
130 nmol of ICG was injected into the mouse tail via the catheter. Immediately after
injection, the second measurement was initiated at the same imaging level. With respect
to the long acquisition time of∼ 10 min/image and to compensate for ICG clearance from
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Figure 6.8: FD-OAT system during in-vivo mouse tail imaging

the blood stream through the hepatobiliary tract [16], [40], in addition to the initial ICG
injection 100 nmol was administered at projection angle 140◦, assuring ICG presence in
the imaged mouse tail throughout the experiment. After the second measurement, a third
FD-OAT measurement was initiated approximately 10 min from the initial ICG injection;
thus, dynamic changes such as the clearance of ICG from the blood circulation were
recorded. Following the in-vivo experiments, the mouse was euthanized and prepared for
cryoslicing. Therefore, the mouse was frozen to −80◦C, cryosliced and photographed
for confirmation of the non-invasive FD optoacoustic images.

Figure 6.9 depicts the results of the experiment. Comparing the optoacoustic images with
the ex-vivo picture in figure 6.9d shows the tail blood vessels such as the dorsal vein, the
ventral caudal artery and the lateral caudal veins. Contrast enhancement following ICG
injection is depicted in figure 6.9b, unfolding an absorption increase of almost a factor
of 2. Signal to noise ratio in figure 6.9b is calculated to 49.6 dB. The result from the
last measurement is showcased in figure 6.9c and reveals a contrast decrease at a scale
in between the maximum observed from the ICG administration in figure 6.9b and the
baseline from the tail image without ICG injection in figure 6.9a.
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Figure 6.9: In-vivo frequency domain tomographic reconstructions of a mouse tail fol-
lowing ICG injection (dashed line represents approximate tissue surface)
(taken from [59])

6.5 Summary and conclusive remarks

This chapter presented a novel implementation of frequency domain optoacoustics using
a modulated CW light source. Instead of horizontal scans with limited view reconstruc-
tions, the FD-OAT scanner is able to perform tomographic data acquisition over 360◦. In
combination with pulse compression and cross correlation methods which yield the phase
and correspondingly the time delay of absorbers within the imaging plane, FD-OAT can
resolve the spatial distribution of multiple absorbers employing CW lasers. Cross sec-
tional images are furthermore reconstructed by feeding the backprojection algorithm with
the cross correlated functions, thus creating a tomographic map of optical absorbers.
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6 Frequency domain optoacoustic tomography

Although imaging with the presented FD-OAT scanner is limited to small sized objects,
a proper scaling of the optical beam to objects with larger dimensions would facilitate
whole body imaging of small animals. Furthermore, the application of either one wave-
length tunable CW laser or an array of multiple CW lasers which are simultaneously
emitting at different wavelengths represents a topic of growing interest with respect to the
wide application range of time domain multispectral imaging like MSOT [87].
The presented in-vivo mouse images exhibit a SNR of 49.6 dB after ICG injection. How-
ever, a detailed SNR comparison between the time domain optoacoustic method and the
frequency domain implementation is in the scope of further research.
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7 Quasi continuous wave
thermoacoustics

7.1 Introduction

The term quasi CW refers to an intermediate state between the time domain and frequency
domain. Quasi CW is characterized by ultralong pulses which are modulated at a nar-
rowband frequency. The modulation is chosen to match the bandwidth of the detection
elements, i.e. the acoustic transducers. While still exhibiting pulsed stimulation of tissue,
in particular the narrowband acoustic response accounts for frequency domain character-
istics, thus creating the term quasi CW thermoacoustic signal generation.
This chapter describes in section 7.2 the design considerations in combination with the
hardware implementation for generation of quasi CW thermoacoustic signals. Based upon
the simulations from chapter 3, section 3.4, preliminary experimental results from copper
wires exhibiting strong absorption, absorbing liquids and finally excised ex-vivo biologi-
cal tissue are presented. Section 7.4 completes the chapter, summarizing the results and
discussing the quasi CW method.

7.2 Implementation of quasi CW

7.2.1 Design considerations

So far, the successful implementation of thermoacoustic methods in the frequency domain
has not been documented. Although Ye reported on a CW modulated thermoacoustic
system in his dissertation [131], the detection of thermoacoustic signals following
narrowband excitation has not been achieved yet. This can be attributed to technical
problems which are associated with the cross coupling between acoustic wave detection
and electromagnetic interferences coming from the electromagnetic source. For example,
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Ye employed a microwave generator operating at fCW = 407 MHz which is down
converted with a mixer to match the detection bandwidth of the ultrasonic transducers
( [131]). Obviously, electromagnetic interferences strongly influence the PZT based
transducers which make it difficult to distinguish between the electric excitation signal
and the acoustic pressure wave. Nevertheless, Ye came to the conclusion that a better
shielding of the detection path in combination with appropriate transducers could result
in the successful detection of acoustic waves.

In order to accomplish the detection of acoustic pressure waves following narrow-
band RF excitation, a distinct design has to be considered. The problem is twofold:

(1.) The detection has to be decoupled from the excitation.
(2.) The energy of the electromagnetic field has to be increased to yield distinguishable
thermoacoustic signals among noise.

Referring back to time domain thermoacoustics in chapter 5, interferences can be
separated from thermoacoustic signals through time of flight measurements. The acoustic
signals are time delayed due to acoustic propagation while the electromagnetic (interfer-
ence) signals are detected at the time point of triggering. Thus, the time gating of signals
allows for temporal and accordingly spatial separation of distortions and thermoacoustic
responses. Therefore, problem (1.) can be solved by employing a distinct time gating of
signals.

The second issue faces again one of the main problems associated with RF-induced
thermoacoustics. Inherently, RF struggles with limited focusing of energy due to the long
wavelength. In order to deposit sufficient energy into samples, energy levels have to be
raised which comes along with bulky and expensive hardware. Thus, frequency domain
thermoacoustics using high power RF/microwave sources would end up in impractical
hardware requirements not mentioning shielding aspects.

Taking these constraints into account, the generator which can be employed for
induction of CW thermoacoustic signals should exhibit the following features:

• high signal to noise ratio

• time confined excitation

• narrowband stimulation pattern
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In other words, the generator should provide an output exhibiting the characteristics of a
pulse in order to facilitate a time gated detection of CW thermoacoustic signals (point (1.))
while still maintaining pulses of high energy to meet requirement (2.). In addition to it, a
narrowband modulation matching the detection bandwidth of the transducer is demanded.
Based on these requirements, a modified ”pulse” generator was designed which will be
described in the next section.

7.2.2 Experimental setup for quasi CW thermoacoustic signal
generation

Referring to the requirements from the preceding section, a prototype system based on the
time domain pulse generator from chapter 5 has been built. The TD impulse generator was
modified to allow for long pulses in the time scale of tquasi CW ∼ 10 µs. Additionally, pulse
modulation to achieve narrowband stimulation is facilitated by introducing resonance ele-
ments in the quasi CW source.
Figure 7.1 depicts the setup which was used for preliminary experiments. Main compo-
nents are the quasi CW source which represents a modified version of the impulse genera-
tor from chapter 5. The schematic of the source with its narrowband excitation characteris-
tics will be explained in the next section. The output of the quasi CW source is connected
to an inductive element which delivers energy into objects placed in close vicinity. The
inductance of the coil is chosen to match the capacitive output of the source, creating
a low frequent resonance tuned to the detection bandwidth of the transducers. This LC
resonance modulates the long pulses and creates a narrowband thermoacoustic excitation
waveform. The sample is coupled closely to the inductance element to allow for optimum
energy dissipation and the transducer is facing towards the sample, capturing narrowband
acoustic waves originating from the targets. Acoustic signals are pre-amplified with a low
noise 65 dB amplifier (AU-1291, Miteq, Hauppage, NY, USA) before digitizing. The in-
ductances are isolated with high voltage shrinking tubes (Model HSR3000, 350 kV cm−1,
3M, St. Paul, MN, USA) in order to prevent voltage breakthroughs into the surrounding
deionized water which serves as the acoustic coupling medium. Finally, data is acquired
with an oscilloscope (Model DPO7254, Tektronix Inc., Beaverton, OR, USA) while a PC
controls data acquisition and the trigger generator with a custom made Matlab interface
(Mathworks, Natick, MA, USA).
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Figure 7.1: Experimental setup for quasi CW thermoacoustic wave excitation and detec-
tion; the object is placed in close vicinity to the coil in order to ensure effi-
cient energy coupling; upon absorption of electromagnetic energy, the object
induces a thermoacoustic wave at frequency fTAS = 2 fquasi CW

7.2.3 Quasi CW generator

A schematic of the quasi CW source is depicted in figure 7.2. It can be separated into a
low voltage part and a high voltage circuit. The low voltage unit consists of a triggering
waveform input, connected to a function generator (33210A, Agilent Technologies, Santa
Clara, CA, USA) and a dedicated circuit to convert the low voltage pulses from the trigger
generator (+10 V) into high voltage equivalents. Therefore, the output of an adjustable
DC power supply (Model: 1AA24-P20-M, Ultravolt, Inc., Ronkonkoma, NY, USA) is
controlled via a thyristor. The generated 400 V pulses are further converted into high
voltage 28 kV pulses with the transformer unit TR-1700 (External Trigger Transformer,
Model: TR-1700, Perkin Elmer Optoelectronics, Fremont, CA, USA) which has a wind-
ing ratio of 70 : 1.
The high voltage circuit consists furthermore of the transformer output which is connected
to a high voltage spark gap switch (Triggered Spark Gaps - Ceramic Metal, Model: GP-
41B, Perkin Elmer Optoelectronics, Fremont, CA, USA), the high voltage power source
(Model: 30C24-N125, Ultravolt, Inc., Ronkonkoma, NY, USA) and a RLC circuit. The
HV source provides −30 kV DC which are used to charge the capacitor. Exhibiting a
capacity value of C = 1700 pF, up to 1.5 J can be stored in the output circuit of the quasi
CW source. The switch is triggered by the high voltage pulses from the transformer and
short circuits the capacitor. The capacitor C in combination with the inductance L from
the coil and the resistor R forms a dumped series resonance circuit with an exponentially
decaying oscillation.
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Figure 7.2: Schematic of the quasi CW source used for narrowband thermoacoustic exci-
tation; LV - low voltage side containing the trigger signal and the adjustable
500 V DC power supply; HV - high voltage circuit comprised of the high
voltage power supply (−30 kV) and the resonance circuit

7.2.4 RLC resonance circuit for quasi CW excitation

In our case, resonance describes the energy exchange between the inductance L and the
capacitor C. The rate of energy transfer can be measured by the resonance frequency

ωLC = 2π fLC =
1√
LC

. (7.1)

In this work, two LC combinations were investigated, choosing the resonance frequency
to match the detection bandwidth of the ultrasonic transducers. Table 7.1 lists important
specifications of the custom made coils with the corresponding resonance frequencies in
combination with the predefined capacitor C = 1700 pF.

#turns � [mm] length [mm] L [µH] resonance frequency fLC
coil#1 3 50 40 3 2.1 [MHz]
coil#2 4 66 40 1.6 3.1 [MHz]

Table 7.1: Specifications of the custom built inductances along with their resonance fre-
quencies in combination with C = 1700 pF

To monitor the stimulation signal induced by the designed inductances, a hand made free-
field probe was fabricated. Depicted in figure 7.3, it consists of a RG 174 coaxial cable
with the inner coaxial conductor connected to the outer ground layer of the cable with
a 50 Ohm resistor. The field probe was placed closely to the energy dissipating coil,
monitoring the electromagnetic field during thermoacoustic experiments.
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Figure 7.3: Hand made probe used for electromagnetic field measurements

7.3 Results

This section presents the results obtained with the setup described above. Prior to the ex-
perimental results, numerical simulations using the wave equation solver from chapter 3
are discussed. This should outline the characteristic double frequency property of RF-
thermoacoustics with narrowband excitation. Additionally, the RLC circuit is simulated
using the PSpice simulation tool (Cadence Design Systems, Inc., San Jose, CA, USA).
Subsequent to simulation results, experimental thermoacoustic signals are compared for
two cases. First, broadband excitation of objects using an ultrashort pulse is discussed,
while removing the damping element R from the resonance circuit finally demonstrates
narrowband thermoacoustic signals following quasi CW stimulation. In a next step, liq-
uids consisting of saline solutions and finally biological tissue exposed to narrowband
excitation are presented.

7.3.1 Simulation results

The following section discusses the results obtained from simulations. In a first step, the
simulation tool presented in chapter 3 provides a fundamental insight into the acoustic
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wave induced by quasi CW excitation. Following up, a circuit simulator was used to
compare the experimentally measured electric field with simulation results.

7.3.1.1 Thermoacoustic signal generation following quasi CW stimulation

Prior to the measurements which will be presented in section 7.3.2.1, two simulations
with parameters similar to the experiments were performed. In a first simulation, a point
like absorber (� 230 µm) was placed at position 30 µs ≡ 45 mm from the detector and
excited with an exponentially decaying oscillation at fquasi CW,1 = 2.1 MHz. Figure 7.4a
depicts the stimulation waveform pattern along with the thermoacoustic response from
the absorber. According to the simulation, the thermoacoustic signal is oscillating at fre-
quency fTAS,1 = 2 · fquasi CW,1 = 4.2 MHz (see fourier transform in figure 7.4b).
The second simulation was carried out with similar parameters, changing the
excitation frequency to fquasi CW,2 = 3.1 MHz. Observing the results shown in
figure 7.4c, the thermoacoustic signal consistently appears at double frequency
fTAS,2 = 2 · fquasi CW,2 = 6.2 MHz. For the purpose of comparison, the fourier transform
of the simulated thermoacoustic response and the excitation is additionally plotted in fig-
ure 7.4d.

7.3.1.2 RLC field measurement and circuit simulation

The following simulations and measurements demonstrate the transition from pulsed ex-
citation with broadband nature to narrowband excitation with an exponentially decaying
oscillation. Coils from table 7.1 in different RLC combinations were simulated and the
results were compared with free-field measurements, using the hand made field probe to
detect the electromagnetic field. All circuit simulations were performed using Cadence
Orcad PSpice. Figure 7.5 depicts the equivalent circuit which was used for PSpice simu-
lations, employing the parameters listed in table 7.2.

configuration # excitation type R [Ω] L [µH] C [pF] Q
coil#1 1 broadband 50 3 1700 0.7
coil#2 2 broadband 50 1.6 1700 0.7
coil#1 3 narrowband 0 3 1700 11
coil#2 4 narrowband 0 1.6 1700 13

Table 7.2: Parameters for 4 different simulations covering broadband excitation and nar-
rowband quasi CW stimulation
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Figure 7.4: Simulation results for excitation frequencies fquasi CW,1 = 2.1 MHz and
fquasi CW,2 = 3.1 MHz along with the thermoacoustic response, comparing
time domain and frequency domain (FFT)

Depending on the damping element R, excitation can be of broadband or narrowband na-
ture. The Q-factor can be used to describe the quality of a resonance or, in other words,
the quality factor estimates the damping factor of an oscillation. It can be calculated
according to equation

Q =
ω0L

R
=

1
ω0RC

=
Z0

R
=

f0

∆ f
(7.2)

with the resonance frequency f0 and the bandwidth ∆ f at 3 dB decay. The Q-factor for
each configuration is additionally listed in table 7.2, exhibiting an almost critically damp-
ing behavior close to Q = 1/2 for both RLC topologies whereas the LC configurations
represent underdamped systems with high quality factors.

Figure 7.6 compares the results obtained from PSpice simulations and free-field
measurements for the damped RLC configuration. The bipolar shaped pulse from
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Figure 7.5: Schematic of the circuit used for PSpice simulations

simulation #1, equivalent to a critically damped system with a one cycled harmonic
oscillation, ends after t = 500 ns, revealing the broadband excitation spectrum of
∆ f = 3.5 MHz (7.6a and 7.6b). Similarly, simulation #2 features one oscillation in a
critically damped condition, stimulating frequencies from 1 MHz to 6 MHz at 3 dB (7.6c
and 7.6d). Comparing the simulation results (red dotted lines) with the measurements
(blue solid lines) reveals good congruence for both configurations.

The previous figures demonstrated a broadband excitation spectrum, similar to the
time domain thermoacoustic system from chapter 5. Coming up, narrowband excitation
profiles are discussed which ultimately will be used in the quasi CW system.
In order to create long harmonic oscillations, the damping element R is removed from
the RLC resonance circuit. Figures 7.7a and 7.7b depict the results from the free-field
measurement with coil #1, revealing a harmonic oscillation at fquasi CW,1 = 2.1 MHz
which is extinguished after tquasi CW,1 ≈ 12 µs. Changing the setup and replacing coil #1
with coil #2 results in a harmonic oscillation at fquasi CW,2 = 3.1 MHz due to the lower
inductance of coil #2 (figure 7.7d). Moreover, the lower inductance confines the oscilla-
tion to a shorter time duration of tquasi CW,2 ≈ 8 µs (see figure 7.7c). This is attributed to
the lower energy storage capability of coil #2. Comparing the PSpice simulation results
(plotted in red) with the free field measurements (highlighted in blue) demonstrates good
correspondence for both excitation frequencies.
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Figure 7.6: Comparison between free field measurement and PSpice simulation of RLC
configurations #1 and #2

7.3.2 Phantom experiments

The quasi CW method was tested on three different types of phantoms: Starting with
copper wires which generate strong thermoacoustic signals as we have seen in chapter 5,
succeeded by liquids in the form of saline solutions and finally ex-vivo biological tissue
from pork were examined with the quasi CW system. All phantoms were exposed to the
quasi CW excitation pattern described in the preceding section while the thermoacous-
tic response was detected with a 3.5 MHz transducer. In order to distinguish between
acoustic signals and excitation, objects were located at distances d > τquasi CW · vs, with
τquasi CW defined by the duration of the frequency modulated pulses. Since no imaging
was performed, thermoacoustic signals were only detected from one projection. In ad-
dition to the quasi CW excitation pattern, the first phantom was furthermore exposed to
pulsed stimulation to illustrate the transition from a broadband to a narrowband waveform
profile.
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Figure 7.7: Free field measurement of the narrowband (quasi CW) stimulation pattern in
comparison with PSpice simulation

7.3.2.1 Copper wire

Figure 7.8 depicts a photograph of the experimental layout with the location of the energy
coupling element, the copper wire (diameter: � 230 µm) and the transducer. Other
objects were placed in a similar position relative to the transducer and the energy coupler.

Exposing the copper wire to the pulsed waveform which is depicted in figure 7.6a
yields the thermoacoustic response in figure 7.9. The thermoacoustic waveform in
the time domain (7.9a) confirms the bipolar shaped (acoustic) pulse. The FFT of the
thermoacoustic signal in figure 7.9b shows the broadband response which goes up
to frequencies of 5 MHz, limited mainly by the detection bandwidth of the transducer
but also by the excited frequency band which is plotted in the same figure for comparison.

So far, impulse excitation resulted in a broadband acoustic response. Recalling the-
oretical considerations from chapter 3 on the thermoacoustic response due to narrowband
stimulation concluded the following:
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Figure 7.8: Photograph of the quasi CW experimental setup: The transducer is facing the
object which is coupled to the energy coupling element (here: coil#1)
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Figure 7.9: Thermoacoustic response from a copper wire in response to broadband exci-
tation in time domain and frequency domain

The optoacoustic response is a replica of the optical input, e.g. assuming an intensity
modulated laser beam at frequency fopt , the optoacoustic response will take place at the
same modulation frequency fOAT = fopt .
For the case of electric field stimulation, assuming a time varying electric field at
frequency fRF , the thermoacoustic response will occur at the frequency fTAS = 2 · fRF .

Based on this hypothesis, the narrowband excitation in the form of a quasi CW
profile as plotted in figure 7.7a would cause a narrowband acoustic response at the
frequency fTAS = 2 · fquasi CW .
Figure 7.10a depicts the stimulation pattern from coil #1 along with the thermoacoustic
response from the copper wire. As expected, the acoustic signal is induced at the position
of the copper wire, located at a distance of 45 mm from the acoustic detector. The
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duration of the thermoacoustic signal is similar to the excitation waveform, exhibiting
an exponential decay of the oscillation. Referring to the fourier transform plotted
in figure 7.10b, the thermoacoustic response is appearing at the expected frequency
fTAS,coil1 = 2 · fquasi CW,coil1 = 4.2 MHz.
Confirming the hypothesis with the second coil #2 which had a LC resonance fre-
quency fquasi CW,coil2 = 3.1 MHz, the thermoacoustic response is taking place at
fTAS,coil2 = 2 · fquasi CW,coil2 = 6.2 MHz as demonstrated in figure 7.10c and 7.10d.
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Figure 7.10: Experimental results from copper wires: Excitation pattern along with ther-
moacoustic response at two different frequencies

7.3.2.2 Tissue mimicking phantom

The preceding measurements were performed on high absorbing non biological tissue.
In a next step, we investigated the thermoacoustic signals in tissue mimicking phantoms.
Therefore, saline solutions at different concentrations were prepared and filled in low RF
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absorbing PVC tubes which had a diameter of � 5 mm. The concentrations ranged from
0.009% to 18% with an additional baseline measurement, consisting of a PVC tube filled
with low absorbing mineral oil. Thermoacoustic signals were detected with the 3.5 MHz
transducer using configuration #1 with coil#1.

Figure 7.11a plots the thermoacoustic response from a PVC tube filled with 0.9%
physiological saline solution. The thermoacoustic signal is initiated at 25.5 µs, cor-
responding to the location of the tube at a distance of ∼ 40 mm from the detector.
After ∼ 3.5 µs a second signal peak with decaying oscillation occurs, correlating to the
diameter of the tube. Clearly, the second peak is almost one order of magnitude higher
than the first signal. Taking into account the positioning of the tube in the quasi CW
system, the higher peak correlates to the tubing wall which was located closer to the
energy coupling coil. Hence, energy deposition was stronger in the tube facing the coil.

Note that a third peak is appearing at time position 36 µs which can be attributed
to acoustic reflections from the PVC walls. For a better understanding, chart 7.12 outlines
the propagation of acoustic waves outside and within the tube and the origin of signals
with respect to the projection angle of the transducer. At the boundary T1, acoustic waves
on both sides of the tube’s boundaries are induced, with the first acoustic wave being
detected at t = 25.5 µs. The second wave is propagating within the tube and reflected at
the other end of the tube (tagged as [A]), highlighted as T2.
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Figure 7.11: Quasi CW thermoacoustic response induced in a saline filled PVC tube

A similar process can be observed for the second wall marked as T2 where two prop-
agating waves are generated. The acoustic wave at T2 which is traveling towards the
transducer is detected at time point t = 29 µs and reflected at the boundary T1 (marked
as [B]). Traveling back in the tube, it is again reflected at marker point [C] and finally
detected by the transducer at time point t = 36 µs. It has to be remarked that the

126



7.3 Results

drawing only outlines the basic reflections which contribute to a detectable signal. Since
thermoacoustic waves are propagating isotropically, a holistic explanation towards the
reflection mechanisms inside the tube is more complex and not within the scope of the
thesis.

PVC tube
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[B]
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[A]

detector acoustic

waves
T1
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co
il

excitation
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Figure 7.12: Top view of a schematic measurement demonstrating the reflections of
acoustic waves occurring in the tube: red lines: excitation; black lines:
acoustic response; T1 tubing wall 1; T2 tubing wall 2; [A] acoustic reflec-
tion at tubing wall T2; [B] acoustic reflection at tubing wall T1; [C] second
acoustic reflection at tubing wall T2

Finally, figure 7.13 plots the peak values of measured signals depending on the
saline concentration. The value zero corresponds to the baseline measurement, i.e. the
mineral oil filled PVC tube. In total, two consecutive measurements were performed
with the curve denoting the mean value. Although the deviation is in the order of
∼ 60% between both experiments, a linear increase can be observed starting from low
concentrated water saline at 0.009% to higher concentrations at 9%. From that level, a
saturation of the signal can be monitored.
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Figure 7.13: Sensitivity measurement showing the linear increase of thermoacoustic sig-
nals from saline filled PVC tubes with rising concentrations
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7.3.2.3 Ex-vivo biological tissue

In a last experiment, the quasi CW response from biological tissue was examined. There-
fore, a piece of pork muscle was prepared for quasi CW thermoacoustic measurements,
cutting a slice with a thickness of approximately 5 mm into a circular shaped object. The
phantom was then placed in the imaging tank closely to the energy dissipating coil #1 (see
table 7.1). Similar to previous measurements, a 3.5 MHz transducer was used to detect
the narrowband thermoacoustic signals.
Figure 7.14a depicts the results from the measurement. The narrowband signal is confined
to the area of the meat, starting at t ≈ 43 µs and vanishing at time point t ≈ 46 µs. The
Fourier transform of the signal, depicted in figure 7.14b, plots the excitation signal oscil-
lating at fquasi CW,1 = 2.1 MHz and the thermoacoustic narrowband response occurring at
fTAS,1 = 4.2 MHz.
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Figure 7.14: Biological tissue measurement revealing the double frequency dependence
of biological tissue in time and frequency domain

7.4 Discussion

This chapter described a prototype system which facilitated the induction of narrowband
thermoacoustic signals. A dedicated source was built which matched the requirements
for long RF pulses with monofrequent harmonic oscillation. The so called quasi CW
excitation lasted for ∼ 10 µs and exhibited an exponential decay over time, combining
high energy with narrowband stimulation.
Theoretical considerations assumed a monofrequent acoustic wave in response to CW
excitation. In contrast to optical CW excitation where the acoustic response is a replica
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of the modulated light, RF stimulation induces acoustic waves at double frequency
fTAS = 2 fCW . The double frequency dependency is related to the modulated E-field for
the RF case whereas in frequency domain optoacoustics the laser intensity is modulated.

The quasi CW method was performed on different phantoms. The first object con-
sisted of a highly absorbing copper wire which was placed closely to the energy emitting
coils. According to our knowledge, the induced narrowband signal is the first documented
thermoacoustic response following CW stimulation in the radiofrequency band. Upon
confirming hypothesis on double frequency dependency, tissue mimicking phantoms and
ex-vivo biological tissue were furthermore tested with the quasi CW method exhibiting a
similar behavior.

Although the developed method represents a powerful tool in particular for the in-
duction of monofrequent acoustic waves, major drawbacks limit the further application
towards imaging. In its current state, the quasi CW source is only capable of generating
monofrequent signals, however, an imaging approach would necessitate a frequency
modulation of the output. Furthermore, similar to the NRT impulse generator, the quasi
CW method is primarily generating contrast from conductive/dielectric matter. Thus,
without appropriate conductive particles, the quasi CW system can only be used for
anatomical imaging while molecular imaging stays in the focus of this research.
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8 Frequency domain thermoacoustic
tomography

8.1 Introduction

Continuing the transition from time domain to frequency domain thermoacoustics, this
chapter presents the prototype version of a frequency domain thermoacoustic tomography
system (FD-TAT). Since the generation of thermoacoustic signals with CW sources is
associated with several problems (see chapter 7), a special design was considered which
makes generation and detection of thermoacoustic waves feasible. The FD-TAT concept
along with the experimental setup which is based on a class DE-amplifier is introduced
in section 8.2. Section 8.3 reviews the results from highly dissipative objects before the
discussion 8.4 summarizes the findings.

8.2 Implementation

8.2.1 Design considerations for a CW thermoacoustic setup

8.2.1.1 A brief retrospect

Before proceeding to the demands on the frequency domain imaging system, a short
excursion to the time domain technology is discussed herein. This is important to
understand the requirements to the CW based technology.
Basically, all thermoacoustic imaging systems are time domain approaches operating
with pulsed excitation sources [66], [29], [70], [10]. Summarizing again the benefits of
TD-TAT, a pulsed approach offers
(1) time gating enabling the temporal separation of electromagnetic interferences and
thermoacoustic signals
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8 Frequency domain thermoacoustic tomography

(2) high energies per pulse, resulting in strong thermoacoustic signals (SNR)
(3) time of flight measurements for spatial resolution of acoustic absorbers
(4) broadband excitation yielding broadband acoustic responses
(5) spectral components of thermoacoustic signals inherently carrying information about
the object’s size

At the same time, the major drawbacks can be summarized as
(1) expensive and bulky technology
(2) limited applications in the field of biomedical imaging (no molecular/functional
imaging/less useful intrinsic contrast)

Referring in particular to the last issue, time domain thermoacoustics as a biomedi-
cal imaging tool is struggling with low intrinsic contrast from biological tissue and
limitations in molecular and functional imaging.
In this sense thermoacoustics has a limited application spectrum since it offers only
anatomical imaging with conductive/dielectric tissue contrast (except for one documented
molecular imaging study which was presented in a publication by Nie et al. [82]).

8.2.1.2 Frequency domain thermoacoustics with a 407 MHz microwave source

The first documented study on a CW based thermoacoustic imaging system dates back to
the year 2009 when Ye presented ”a preliminary study of the Thermoacoustic Tomography
(TAT) using continuous-wave (CW) modulated microwaves” [131]. In his work, the out-
put of a 407 MHz microwave generator is down converted to an intermediate frequency by
means of a mixer to match the detection bandwidth of the transducer. The modulated CW
excitation signal is furthermore amplified by a RF amplifier which has an output power of
50 W. Energy is coupled into the sample with a microstrip antenna which is placed below
the sample. Acoustic signals from the transducer are detected with the lock in method
after preamplification with a 40 dB amplifier. Although significant effort is put in the
shielding and suppression of electromagnetic interferences, the system is not capable of
detecting a CW thermoacoustic signal. This is mainly attributed to the low signal to noise
ratio of the thermoacoustic signal and the strong electromagnetic interferences which are
occurring at the same frequency.
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8.2.1.3 Frequency domain thermoacoustic imaging - a design study

The findings from the preceding chapters influenced the design study for the frequency
domain thermoacoustic imaging system. Similar to the NRT method, the thermoacoustic
CW imaging system should be composed of
(1) cost efficient hardware components in a handy casing instead of a bulky implementa-
tion. Furthermore, the FD-TAT system should be capable of
(2) performing molecular and functional imaging with thermoacoustic methods. With
respect to the expected low signal to noise ratio,
(3) the power should be adjustable from minor to high power levels also to be able to
distinguish the thermoacoustic signals from the electromagnetic interferences. Finally,
the energy coupling element should be designed in such way that it can
(4) focus the electromagnetic energy on defined areas.

The first point will be elaborated in the experimental setup section 8.2.2.

The second point aims at imaging of extrinsically administered agents or probes.
As already described in chapter 2, the thermoacoustic imaging system should be able
to resolve sources of magnetic contrast. Magnetic nanoparticles, for instance, represent
appropriate thermoacoustic contrast agents for their known ability to convert electromag-
netic energy efficiently into thermal energy [107], [74], [51], [23]. Moreover, magnetic
nanoparticles with conjugated antibodies are also applied in targeted hyperthermia [18].

According to hyperthermia therapy, magnetic nanoparticles like CoFe2O4 efficiently
convert electromagnetic energy into thermal energy at field strength > 2 kA m−1 [117]
while magnetites (e.g. Fe3O4) are examined for magnetic field strength at > 5 kA m−1

in [56]. Thus, the power of the electromagnetic source has to be settled at similar levels.

The last issue corresponds to focusing of electromagnetic radiation in order to cou-
ple energy more efficiently into the sample. Therefore, the next section presents the
experimental setup with a Helmholtz coil which confines electromagnetic energy onto
the area of the coil.

8.2.2 Experimental setup for CW thermoacoustic signal generation

This section discusses the experimental setup focusing in particular on the CW source. A
class DE amplifier was built for its known capability to be operated at high power levels
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with frequencies in the MHz region [62]. A class DE amplifier is basically a ”Class D
type high frequency tuned power amplifier with Class E switching conditions” [61]. In
other words, class DE unifies the efficiency of class D amplifiers with the high frequency
operation capability of class E amplifiers.
Note that the holistic explanation to the amplifier’s operation conditions is not within the
scope of the thesis, therefore only the basics such as the technology and the fundamental
switching conditions are explained in the following section.

The basic components of the experimental frequency domain thermoacoustic imag-
ing setup are shown in figure 8.1. Each of the elements will be explained thoroughly
in this section. The system is comprised of a DC power source (PS) which provides a
maximum power of 500 W with a maximum voltage of 100 V. The high power amplifier
is connected to the power supply and driven by the signal generator (Model 33210A
Function/Arbitrary Waveform Generator, Agilent Technologies, Santa Clara, CA, USA)
which produces a pulse train to drive the MOSFETs. The schematic of the amplifier will
be explained in the next section. An impedance matching transformer (highlighted as T
in the figure) steps down the voltage at the output part of the transformer (marked as a
red line), at the same time raising the current on the secondary of the transformer.
The secondary part consists of the resonance circuit, a water cooling system, the acoustic
detection part and a personal computer. The resonance circuit includes a capacitor (C)
and an inductance (L). The coil is designed as a Helmholtz coil in such way that it
can accommodate the transducer (central frequency 3.5 MHz, focal distance 38.1 mm,
bandwidth 76.3%; Model V382, Olympus-NDT, Waltham, MA, USA) which is located in
the center of the coil. The sample holder, clad by the coil, has a diameter of∼ 50 mm and
is filled with deionized water which acted as the coupling medium for induced acoustic
waves. The wire of the secondary part is made of a copper pipe (RS, outer-�4 mm,
inner-�2.8 mm, RS Components GmbH, Germany) which is connected to a water
cooling system. The water chiller circulates deionized water in the secondary circuit with
a pump. The water cooling system will be explained more precisely in section 8.2.2.3.

8.2.2.1 Class DE amplification unit

The following discusses the high power amplifier which is depicted in figure 8.1.
Theoretically, class DE amplifiers can be realized in a full bridge topology, a push pull in-
verter or a half bridge topology [45], [25]. With respect to the easiness of implementation,
the half bridge topology is favored over the full bridge topology since it requires only two
switches. The push pull inverter is not considered because of the coupling transformer
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Figure 8.1: Schematic representation of the CW thermoacoustic tomography system; PS
- Power Source; SG - Signal Generator; C and L - capacitor and coil creating
a resonance circuit; T - Transformer; DAQ - Data Acquisition

which introduces additional limitations and losses.
The corresponding schematic is depicted in figure 8.2. An adjustable DC power supply
(500 W, UDC = 0−100 V) is connected to back-up capacitors (C1 and C2) followed by
the switching circuit. The switches consist of two N-channel MOSFETs (Model IRFP460,
STMicroelectronics N.V., Amsterdam, NL) which are connected in series. Two flyback
diodes (D1 and D2) together with snubber capacitors (C3 and C4) are connected in parallel
to the MOSFETs to allow for freewheeling of the induced voltage after switching. The
output (OUT) is linked to the mid-point of the half bridge and the mid-point of the capac-
itors C5/C6 which divide the input voltage in half.
Additionally, a picture of the half bridge inverter is shown in figure 8.3. With respect to
the intended high frequency high power application, the high side (HS) and ground of the
half bridge had to be arranged in a stacked topology. This geometrical design minimized
the connection length between high side, low side (LS) and ground, thus keeping parasitic
effects at a minimum. For the sake of completeness, the inset in figure 8.3 shows a chart of
the front view illustrating the connections between the MOSFETs. The stacked topology
is comprised of two layers of copper sheets (thickness: d = 2 mm), representing the high
side and ground, with a centered insulation layer made of teflon. The low side which is
equivalent in size and material to the high side and ground is placed next to the stack for
low inductance purposes.
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Figure 8.2: Schematic of the high power amplifier realized in a half bridge topology; HS
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Figure 8.3: (a) Photograph of the experimental high power amplifier showing a top view
of the half bridge circuit along with passive components; (b) schematic front
view demonstrating the layout of the MOSFETs M1 and M2 with the corre-
sponding connections [G] - Gate, [S] - Source and [D] - Drain

8.2.2.2 Functionality and operation characteristics

This section explains the basic operation principles of the amplifier with a particular
focus on the driving of the switching elements.
Basically, the amplifier converts a low power input signal into an equivalent signal at
higher power. Therefore, an input signal which is comprised of a pulse train at frequency
fin with a duty cycle of 40− 50% is driving the switching elements. The switches, i.e.
the MOSFETs, are successively turned on and off according to the input signal, creating
output pulses at equal frequency fin. The output signal contains undesired spectral
components which have to be filtered with a low pass filter. After filtering, the output
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signal represents an amplified sine-like signal at the frequency fin.

Switching conditions play an important role in the safe and efficient operation of
the high power amplifier. Figure 8.4 documents schematically the switching signals
which are applied to the two MOSFETs. It can be seen that both MOSFETs are
driven at the same frequency and duty cycle except for a π shifted phase between
the high and low side signal. The introduced dead time between the ON state of
first MOSFET and the OFF state of the second MOSFET prevents the undesired
shoot through condition which causes a short circuit of the power supply. In other
words, if both switches are simultaneously ON, cross conduction takes place, inducing
intense high current pulses in the switching elements. Running the MOSFETs without
considerable dead time results in fast degrading and finally in destruction of the switches.
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Figure 8.4: Pulse trains applied to the MOSFETs M1 and M2 on the high side and low
side of the half bridge; the dead time defines a non conducting state both on
the high and low side

De Vries suggested a MOSFET driver circuit with an adjustable analog time de-
lay based on simple CMOS logic devices and passive components in his thesis [25].
Based on his findings, a modified driver circuit was built which generates high and
low side MOSFET driving signals. The circuit is depicted in figure 8.5 while the
corresponding PCB is shown in figure 8.7. Advanced CMOS logic devices with TTL
compatibility (ACT) with respect to their fast fall and rise time are employed.
The block diagram in figure 8.6 explains the basic operation steps of the logic devices
along with the dead time regulator which is implemented as a RC module in the form of
an adjustable potentiometer. The dead time can be changed with the RC time constant,
regulating the subtraction of the time delay from the initial signal with a dedicated AND

logic.
Upon transferring the high side and low side functions to the gates of the MOSFETs, two
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Figure 8.5: Analog circuit creating the drive signals for control of the MOSFETs; SG -
signal generator; HS - optical fiber connection to high side; LS - optical fiber
connection to low side
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Figure 8.6: Schematic explanation of the components depicted in figure 8.5; the pulse
from the signal generator is split into two components introducing a π phase
shift; the dead time component allows for individual dead time regulation on
each signal

intermediate steps have to be discussed:

Relating to circuit 8.5, the drive signals are referenced to the same ground. How-
ever, the half bridge topology requires the high side of the amplifier to be separated from
the low side ground. Thus, the high side signal has to be connected to the HS-MOSFET
while the high side ground is referenced to the midpoint of the half bridge (see figure 8.2).
The low side on the other hand has to be connected to the LS-MOSFET and the common
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ground of the amplifier.
Ground separation is facilitated with an optical transmitter (HFBR 1527, Avago Technolo-
gies, San José, CA, USA) which allows for broadband transmission of electric signals.
Thus, the low side and the high side are decoupled from the common ground and the high
side signal can be referenced to the midpoint potential of the half bridge.

Referring to the second step, the gate signals require a special gate driver which is
able to provide sufficient drive current to turn the MOSFETs on. Therefore, two identical
electric circuits, one for the high side and the other for the low side signal were built
based on the template in [25]. Both circuits consist of an optical receiver (HFBR 2526,
Avago Technologies, San José, CA, USA) which converts optical into electric signals and
an ultrafast comparator (LT1016) which restores the signal to its original shape before
optical transmission. Finally, the gates of the MOSFETs are connected to high speed
power MOSFET drivers (EL7104, Intersil, Milpitas, CA, USA). The corresponding
schematic is depicted in figure 8.8 along with a photograph of the electric circuit realized
on a PCB (see figure 8.9).
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Figure 8.7: Photograph of the circuit on a PCB which generates the high side and low
side drive signals; SG - input from signal generator; HFBR1527 - optical
output to drive circuit shown in figure 8.9

8.2.2.3 Resonance circuit and cooling system

This section discusses the secondary part of the transformer in figure 8.1, describing the
resonance circuit and the cooling system.
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Figure 8.8: Schematic of the drive signal circuit showing the optical receiver HFBR 2526,
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Figure 8.9: Photograph of the drive signal PCB showing the optical receiver HFBR 2526,
the comparator LT1016, the gate driver LT7104 and the output connected to
the Gate of the MOSFET

An inductance L and a capacitance C constitute the resonance circuit similar to the
quasi CW method in chapter 7. The coil had to be designed in such a way that it can
accommodate the sample within the coil and the transducer which has to face a certain
region of the sample. A Helmholtz coil which is comprised of two identical magnetic
coils arranged symmetrically along a common axis meet the requirements since it
allows for the phantom accomodation but more importantly provides a detection window
between the two pairs of the Helmholtz coil. The length of the coil is l = 95 mm with a
diameter of �60 mm, resulting in 5 turns per Helmholtz coil element or 10 turns in total.
The geometry determines the inductance of the coil to L = 2.6 µH.
In order to achieve a resonance at the aimed frequency of fCW ≈ 800 kHz, 6 capacitors
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were connected in parallel, resulting in a total value of C = 14.4 nF.

Heat dissipation in the resonant circuit requires a distinct cooling method of the
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water

level

Figure 8.10: Photograph of the resonance circuit showcasing the transformer output, the
water cooling system, the resonance elements L/C and the sample holder
together with the transducer

wires and elements (i.e. mainly the Helmholtz coil). Therefore, a dedicated cooling
system was designed for the secondary winding of the transformer (see figure 8.10).
It includes the lead wires and the Helmholtz coil which are both realized as copper
tubes with an outer diameter of 4 mm and an inner diameter of 2.8 mm. The end of
the tubes is connected via PVC hoses to a water cooling system consisting of a pump
and a water chiller (Model HC-500A, Guangdong Hailea Group Co., Ltd, China). The
circulation system is filled with deionized water which does not contribute to the current
flow. This can be attributed to the skin effect which concentrates the alternating electric
current on the surface of a conductor. The skin depth for copper with a conductivity
σ = 5.813×107 S m−1 [93] and an AC electric current at fCW = 800 kHz is calculated
to δskin ≈ 74 µm. In other words, the current density is concentrated at the outer surface
of the copper pipe, allowing for water circulation in the copper tubings since the interior
does not contribute to the current flow. Figure 8.13 illustrates the skin effect occurring in
the copper tube.
During operation, the cooling system circulates deionized water through the PVC tubes
and copper pipes to ensure a constant temperature of both the Helmholtz coil and the lead
wires. It has to be remarked that the cooling system is essential for constant power levels
and stable resonance frequency during CW operation.
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Figure 8.11: Schematic representation of the current which is concentrated on the outer
surface due to the skin effect

8.3 Results

This section presents preliminary results obtained with the FD-TAT system. It is important
to note that the conducted experiments were confined to non biological tissue while the
major interest of this research, i.e. the experimental verification of thermoacoustic signals
coming from magnetic nanoparticles, has not been achieved yet. The main problem is still
related to electromagnetic interferences originating from the high power amplification unit
which generates higher harmonics. In particular the second harmonic which is occurring
at the frequency where the thermoacoustic signal is expected complicates the detection of
the already low thermoacoustic signals.
The following section presents the electromagnetic interferences which are coupled into
the detection path before proceeding to the first documented thermoacoustic signal in
response to CW stimulation.

8.3.1 Electromagnetic interferences

Figure 8.12 plots the second harmonic of the high power amplifier. The signal was cou-
pled into the detection path consisting of a shielded cable connected to the transducer
(3.5 MHz) which was implemented in the FD-TAT system as described in figure 8.1.
Furthermore, the transducer was connected to a spectrum analyzer (Model: MS2036C,
Anritsu, Kanagawa, Japan) which allowed for spectral measurements. The interference
is occurring at fEMI ≈ 1.64 MHz equivalent to the double of the excitation frequency
fCW ≈ 820 kHz. Note that the amplitude of the interference exhibits a power level of
almost −95 dBm. The signal to noise ratio is calculated to SNREMI ≈ 50 dB.

142



8.4 Summary and discussion

1.62 1.63 1.64 1.65 1.66
−150

−140

−130

−120

−110

−100

frequency [MHz]

am
pl

itu
de

 [d
B

m
]

Figure 8.12: Second harmonic of the FD-TAT system which is coupled into the detection
path as an electromagnetic interference

8.3.2 Thermoacoustic signal from highly dissipative medium

The measurement from the previous section 8.3.1 supports one conclusion. In order to
detect a thermoacoustic signal, it has to outreach the amplitude of the electromagnetic in-
terference. This can be achieved by employing matter which absorbs a significant amount
of energy when exposed to AC-magnetic fields. Therefore, a conductive object (�1 mm)
was placed in the FD-TAT sample holder. Theoretically, referring back to chapter 2, sec-
tion 2.3.3.5, eddy currents are induced in conductive materials which are exposed to high
frequent magnetic fields, giving rise to significant heating of the matter.
Upon operating the system and introducing the conductive matter into the sample holder,
a CW thermoacoustic signal which was exceeding the EMI was detected as shown in
figure 8.13. The amplitude of the signal is ∼ −85 dBm featuring a signal to noise ratio
SNRTAS ≈ 60 dB. Note that the thermoacoustic signal is congruent to the electromagnetic
interference which is additionally plotted from figure 8.12 for comparison.

8.4 Summary and discussion

This chapter presented a frequency domain thermoacoustic system aiming for mag-
netic excitation. It consisted of a dedicated high power amplifier which allowed for
monofrequent stimulation. The system is able to focus magnetic energy onto small areas
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Figure 8.13: Thermoacoustic signal in response to CW excitation at fCW = 820 kHz
along with the electromagnetic interference from figure 8.12

defined by the resonance element, i.e. a Helmholtz coil. Additionally, the Helmholtz
coil facilitated acoustic detection since it offers a window to accommodate the transducer
unit.
Operating the system exhibited a strong electromagnetic interference which coincides
with the thermoacoustic response. Nevertheless, introducing highly conductive matter
into the system proved the first documented thermoacoustic signal following CW
excitation.

However, a continuation of this approach will only result in the successful detec-
tion of magnetic nanoparticles if the detection can be decoupled from the excitation. This
can be achieved by employing optical based mechanical stress detectors instead of PZT
based transducers [110], [109]. Thus, EMI can be prevented from being coupled into the
detection path, enabling the detection of the low thermoacoustic signals.
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9.1 Conclusive remarks and compact review

This work was dedicated to theoretical considerations and experimental implementations
in opto- and thermoacoustic imaging.
Driven by the overall objective to implement a novel approach towards thermoacoustic
tomography, this research was directed from its initial time domain approach towards an
implementation of photoacoustic methods in the frequency domain.

The main interest of this research implied the overcoming of limitations associated
with conventional thermoacoustic imaging, i.e. low resolution confined to structural
imaging. Thus, a new cost-efficient hardware design should allow for the whole range
of imaging applications, including structural, functional and molecular imaging in-vivo.
A prototype near-field radiofrequency thermoacoustic (NRT) tomography system was
built in particular aiming towards small animal imaging at high spatial resolution. The
performance of the system revealed the high resolution capabilities with the expected
conductive/dielectric contrast; however, the application range of NRT is still limited to
anatomical imaging since appropriate exogenous probes like Gadolinium, magnetites or
carbon nanotubes did not contribute to enhanced imaging contrast.

Based on hyperthermia for cancer therapy, a new approach was pursued which
now aimed at CW excitation instead of pulsed stimulation. Prior to the implementation in
thermoacoustics, the method was tested with CW coded optical light. A dedicated tomog-
raphy system was built which allowed for in-vivo imaging, demonstrating undocumented
cross sectional views of a mouse tail before, during and after ICG injection.

Frequency domain thermoacoustic tomography inherently struggles with several
drawbacks like low signal to noise ratio and electromagnetic interferences. Therefore, a
so called quasi CW system was developed which enabled for the first time the detection
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of narrowband acoustic responses following monofrequent RF stimulation.

The time domain to frequency domain transition finally directed this research to a
CW based thermoacoustic tomography system. With respect to the magnetic field ab-
sorption of hyperthermia agents like paramagnetic and superparamagnetic nanoparticles
(SPIOs), a system with dominant magnetic field was designed. Although low SNR
and EM interferences still are an issue in this system, the successful detection of a
CW thermoacoustic signal was achieved, although heat dissipation was not based on
relaxation mechanisms but rather on eddy currents.

9.2 Outlook and future directions

The developed CW based thermoacoustic tomography system bears huge potential in the
field of biomedical diagnosis. Since the FD-TAT system exhibits strong magnetic field
amplitudes, biological tissue with its low magnetic field absorption offers minor intrinsic
contrast while the administration of extrinsic magnetic agents can direct diagnosis to
new imaging applications. Thus, the tracking of magnetic particles in human body at
ultrasound resolution is feasible.
Furthermore, the FD-TAT system can be employed as a theranostic instrument since it
utilizes modified hyperthermic technology adapted to an imaging device. This results in
an imaging guided thermal therapy system for cancer treatment which enables monitoring
the progress of tumor ablation while simultaneously performing treatment.

However, modifications have to be made to the prototype system.
First, a broadband approach allowing for frequency modulation has to be implemented
in order to facilitate imaging. More importantly, the detection has to be changed from
PZT based transducers to mechanical stress detectors which are based on interferometric
technology. This is important since the decoupling of the excitation from the detection
will allow for the successful capturing of the low CW thermoacoustic signals.

However, changing from PZT based transducers to optically based acoustic detec-
tors is also linked with significant deficiencies. Whereas PZT based acoustic detectors
allow for easy implementation, stable operation conditions and high sensitivity, current
state-of-the-art optical hydrophones are characterized by low sensitivity and complex
technical requirements.
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A dedicated interferometric detector is being developed at the IBMI which will ultimately
be implemented in the FD-TAT system for tomographic imaging [110], [109], [108]. This
detection system surpasses other optical detectors and provides the expected sensitivity to
detect the low CW thermoacoustic signals. Especially the combination of the developed
FD-TAT system with the interferometric acoustic detector may result in a theranostic
imaging modality which will be able to launch new applications in thermoacoustic
imaging.
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Appendix A

Dielectric properties of tissue

A.1 Parameters for Cole Cole model

tissue type ε∞ ∆ε1 τ1 [ps] α1 ∆ε2 τ2 [ns] α2 ∆ε3 τ3 [µs] α3 ∆ε4 τ4 [ms] α4 σ

muscle 4.0 50.0 7.23 0.10 7000 353.68 0.10 1.2×106 318.31 0.10 2.5×107 2.274 0.00 0.2
fat 2.5 9.0 7.96 0.20 35 15.92 0.10 3.3×104 159.15 0.05 1.0×107 15.915 0.01 0.035

skin (wet) 4.0 39.0 7.96 0.10 280 79.58 0.00 3.0×104 1.59 0.16 3.0×104 1.592 0.2 0.0004
liver 4.0 39.0 8.84 0.10 6000 530.52 0.20 5.0×104 22.74 0.20 3.0×107 15.915 0.05 0.02

Table A.1: Parameters for the multiple Cole Cole approach in equation 2.59 (taken from [37])
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tos V,
”Multispectral opto-acoustic tomography of deep-seated fluorescent proteins in-

vivo”
Nat. Photon. 3, 412-417 (2009).

[101] Razansky D, Kellnberger S, and Ntziachristos V,
”Near-field radiofrequency thermoacoustic tomography with impulse excitation”
Med. Phys. 37 (9), 4602 - 4607 (2010).

[102] Razansky D, Kellnberger S, and Ntziachristos V,
”Impulse-driven near-field radiofrequency thermoacoustic (NRT) tomography”
Proceedings SPIE, 7899, Photons Plus Ultrasound: Imaging and Sensing; 22.-27.
January 2011, San Francisco, USA (2011).

[103] Razansky D and Ntziachristos V,
”Hybrid photoacoustic fluorescence molecular tomography using finite-element-
based inversion”
Med. Phys. 34 (11), 4293-4301 (2007).

[104] Razansky D, Soldea DF, and Einziger PD,
”Generalized transmission-line model for estimation of cellular handset power ab-
sorption in biological tissues”
IEEE Trans. Electromagn. Compat. 47, No. 1, 67 (2005).

[105] Rogers WJ, Meyer CH and Kramer CM,
”Technology Insight: in vivo cell tracking by use of MRI”
Nat. Clin. Pract. Cardiovasc. Med. 3, 554-562 (2006).

[106] Rosencwaig A,
”Thermoacoustic Microscopy”
United States Patent No. 4,255,971 (1981).

[107] Rosensweig RE,
”Heating magnetic fluid with alternating magnetic field”
J. Magn. Magn. Mater. 252, 370-374 (2002).

XII



Bibliography

[108] Rosenthal A, Caballero MAA, Kellnberger S, Razansky D, and Ntziachristos V,
”Spatial characterization of the response of a silica optical fiber to wideband ultra-
sound”
Opt. Lett. 37 (15), 3174-3176 (2012).

[109] Rosenthal A, Kellnberger S, Sergiadis G, and Ntziachristos V,
”Wideband fiber-interferometer stabilization with variable phase”
IEEE Photon. Technol. Lett. 24 (17), 1499-1501 (2012).

[110] Rosenthal A, Razansky D, and Ntziachristos V,
”High-sensitivity compact ultrasonic detector based on a pi-phase-shifted fiber
Bragg grating”
Opt. Lett. 36 (10), 1833 - 1835 (2011).

[111] Sadiku MNO,
”Numerical Techniques in Electromagnetics”
CRC press, 2nd Edition (2001).

[112] Schwan HP, and Foster KR
”RF-Field Interactions with Biological Systems: Electrical Properties and Biophysi-
cal Mechanisms”
Proc. IEEE 68, 104-113 (1980).

[113] Segelstein D,
”The Complex Refractive Index of Water”
M. S. Thesis, University of Missouri, Kansas City (1981).

[114] Shapiro EM, Skrtic S, Sharer K, Hill JM, Dunbar CE, and Koretsky AP,
”MRI detection of single particles for cellular imaging”
PNAS 101 (30), 10901-10906 (2004).

[115] Skolnik M,
”Radar Handbook”
Second Edition, The McGraw-Hill Companies (1990).

[116] Skolnik M,
”Radar Handbook”
Third Edition, The McGraw-Hill Companies (2008).

[117] Skumiel A,
”Suitability of water based magnetic fluid with CoFe2O4 particles in hyperthermia”
J. Magn. Magn. Mater. 307, 85-90 (2006).

XIII



Bibliography

[118] Srinivasan VJ, Chen Y, Duker JS, and Fujimoto JG,
”In Vivo Functional Imaging of Intrinsic Scattering Changes in the Human Retina
with High-speed Ultrahigh Resolution OCT”
Opt. Express 17 (5), 3861-3877 (2009).

[119] Taflove A and Hagness SC,
”Computational Electrodynamics: The Finite-Difference Time-Domain Method”
Third Edition, Boston, MA; Artech House, (2007).

[120] Telenkov SA, Mandelis A,
”Fourier-domain biophotoacoustic subsurface depth selective amplitude and phase
imaging of turbid phantoms and biological tissue”
J. Biomed. Opt. 11 (4), 044006 (2006).

[121] Telenkov SA, Mandelis A,
”Photothermoacoustic imaging of biological tissues: maximum depth characteriza-
tion comparison of time and frequency domain measurements”
J. Biomed. Opt. 14 (4), 044025 (2009).

[122] Telenkov S and Mandelis A,
”Signal-to-noise analysis of biomedical photoacoustic measurements in time and
frequency domains”
Rev. Sci. Instr. 81, 124901 (2010).

[123] Telenkov S, Mandelis A, Lashkari B and Forcht M,
”Frequency-domain photothermoacoustics: Alternative imaging modality of biolog-
ical tissues”
J. Appl. Phys. 105, 102029 (2009).

[124] Wang LHV,
”Photoacoustic Imaging and Spectroscopy”
Boca Raton, FL, CRC Press (2009).

[125] Wang LHV, Wu HI,
”Biomedical Optics - Principles and Imaging”
John Wiley & Sons, Inc. (2007).

[126] Wang LHV, Hu S,
”Photoacoustic Tomography: In Vivo Imaging from Organelles to Organs”
Science 23, 335 (6075), 1458-1462 (2012).

XIV



Bibliography

[127] Weissleder R, Pittet MJ,
”Imaging in the era of molecular oncology”
Nature 452, 580-589 (2008).

[128] Xu M and Wang LHV,
”Universal back-projection algorithm for photoacoustic computed tomography”
Phys. Rev. E71, 016706 (2005).

[129] Xu M and Wang LHV,
”Photoacoustic imaging in biomedicine”
Rev. Sci. Instrum. 77, 041101 (2006).

[130] Xu Y and Wang LHV,
”Signal processing in scanning thermoacoustic tomography in biological tissue”
Med. Phys. 28 (7), 1519-1524 (2001).

[131] Ye G,
”PSTD Method for Thermoacoustic Tomography (TAT) and Related Experimental
Investigation”
Dissertation, Department of Electrical and Computer Engineering, Duke University
(2009).

[132] Yun SH, Tearney GJ, de Boer JF, Iftimia N and Bouma BE,
”High-speed optical frequency-domain imaging”
Opt. Express 11 (22), 2953-2963 (2003).

[133] Zinke O and Brunswig H,
”Hochfrequenztechnik 1 - Hochfrequenzfilter, Leitungen, Antennen”
Springer Verlag, 6. Auflage, 1999.

[134] Zhao DL, Zhang HL, Zeng XW, Xia QS,
”Inductive heat property of Fe3O4/polymer composite nanoparticles in an ac mag-
netic field for localized hyperthermia”
Biomed. Mater. 1, 198-201 (2006).

XV



Bibliography

XVI


