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The NLP revolution
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No.

Cynical take: BERT is awesome, but
== word2vec with fancier contextual model with bigger windows, more data and more compute
== basically just distributional semantics on steroids (i.e., decades-old ideas)

Nobody in NLP thinks we have solved it.

3

Are we there yet?
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So what’s going on?

Hype. Some amazing progress. And some deceiving benchmarks.

What is the right thing to measure? How do we measure it?

4
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1. Research Program
2. Hateful Memes
3. Adversarial NLI
4. Dynabench

Agenda
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Thinking about language
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Thought Manifestation 
of thought
(Message)



Facebook AI

Thinking about language
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True intent Manifestation 
of intent

(Message)

Inferred intent
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Thinking about language
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Intent Manifestation 
of intent

(Message)

Intent

NLG
NLU
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Thinking about language learning
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Manifestation 
of intent

(Message)

Inferred intent

Additional assumptions: i.i.d. train/test data; MLE is good enough; etc.
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Thinking about language learning
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Inferred intentSpeaker Listener
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Related concepts
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Form/Syntax
Proof theory

Grounding
Semantics
Model theory

Pragmatics
Multi-agent (emergent) communication
Theory of mind

Language acquisition
Evolution
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Related concepts
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Form/Syntax
Proof theory

Grounding
Semantics
Model theory

Pragmatics
Multi-agent (emergent) communication
Theory of mind

Language acquisition
Evolution

Improving multi-modal representations using image dispersion: Why less is sometimes more
D Kiela, F Hill, A Korhonen, S Clark (ACL 2014)
Learning image embeddings using convolutional neural networks for improved multi-modal semantics
D Kiela, L Bottou (EMNLP 2014)
Visual bilingual lexicon induction with transferred convnet features
D Kiela, I Vulic, S Clark (EMNLP 2015)
Exploiting image generality for lexical entailment detection
D Kiela, L Rimell, I Vulic, S Clark (ACL 2015)
Multi-and cross-modal semantics beyond vision: Grounding in auditory perception
D Kiela, S Clark (ACL 2015)
Grounding semantics in olfactory perception
D Kiela, L Bulat, S Clark (ACL 2015)
Black holes and white rabbits: Metaphor identification with visual features
E Shutova, D Kiela, J Maillard (NAACL 2016)
Comparing data sources and architectures for deep visual representation learning in semantics (EMNLP 2016)
D Kiela, AL Verő, S Clark
Virtual embodiment: A scalable long-term strategy for artificial intelligence research
D Kiela, L Bulat, AL Vero, S Clark (MAIN 2016)
Visually grounded and textual semantic models differentially decode brain activity associated with concrete and 
abstract nouns
AJ Anderson, D Kiela, S Clark, M Poesio (TACL 2017)
Learning neural audio embeddings for grounding semantics in auditory perception
D Kiela, S Clark (JAIR 2017)
Learning visually grounded sentence representations
D Kiela, A Conneau, A Jabri, M Nickel (NAACL 2017)
Mastering the dungeon: Grounded language learning by mechanical turker descent
Zhilin Yang, Saizheng Zhang, Jack Urbanek, Will Feng, Alexander H Miller, Arthur Szlam, Douwe Kiela, Jason Weston 
(ICLR 2018)
Emergent translation in multi-agent communication
J Lee, K Cho, J Weston, D Kiela (ICLR 2018)
Efficient large-scale multi-modal classification
D Kiela, E Grave, A Joulin, T Mikolov (AAAI 2018)
Dynamic meta-embeddings for improved sentence representations
D Kiela, C Wang, K Cho (EMNLP 2018)
Talk the walk: Navigating new york city through grounded dialogue
H de Vries, K Shuster, D Batra, D Parikh, J Weston, D Kiela (2018)
Supervised multimodal bi transformers for classifying images and text
D Kiela, S Bhooshan, H Firooz, D Testuggine (2019)
Finding generalizable evidence by learning to convince q&a models
E Perez, S Karamcheti, R Fergus, J Weston, D Kiela, K Cho (EMNLP 2019)
Countering language drift via visual grounding
J Lee, K Cho, D Kiela (EMNLP 2019)
Retrieval-augmented generation for knowledge-intensive nlp tasks
Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio Petroni, Vladimir Karpukhin, Naman Goyal, Heinrich Küttler, Mike 
Lewis, Wen-tau Yih, Tim Rocktäschel, Sebastian Riedel, Douwe Kiela (NeurIPS 2020)
Unsupervised question decomposition for question answering
Ethan Perez, Patrick Lewis, Wen-tau Yih, Kyunghyun Cho, Douwe Kiela (EMNLP 2020)
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Related concepts
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Form/Syntax
Proof theory

Grounding
Semantics
Model theory

Pragmatics
Multi-agent (emergent) communication
Theory of mind

Language acquisition
Evolution

Emergent communication in a multi-modal, multi-step referential game
K Evtimova, A Drozdov, D Kiela, K Cho (ICLR 2018)
Personalizing dialogue agents: I have a dog, do you have pets too?
S Zhang, E Dinan, J Urbanek, A Szlam, D Kiela, J Weston (ACL 2018)
Talk the walk: Navigating new york city through grounded dialogue
H de Vries, K Shuster, D Batra, D Parikh, J Weston, D Kiela (2018)
Emergent translation in multi-agent communication
J Lee, K Cho, J Weston, D Kiela (ICLR 2018)
Emergent linguistic phenomena in multi-agent communication games
L Graesser, K Cho, D Kiela (EMNLP 2019)
Finding generalizable evidence by learning to convince q&a models
E Perez, S Karamcheti, R Fergus, J Weston, D Kiela, K Cho (EMNLP 2019)
Countering language drift via visual grounding
J Lee, K Cho, D Kiela (EMNLP 2019)
On the interaction between supervision and self-play in emergent 
communication
R Lowe, A Gupta, J Foerster, D Kiela, J Pineau (ICLR 2020)
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Discrete combinatorics of language as a search problem
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Vocabulary

Seq. len.
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On meaning and form
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Bender and Koller (ACL 2020):
“a system trained only on form has a priori no way to learn meaning”,
where meaning =def “the relation between a linguistic form and communicative intent”.

Patently false. There are many solutions.
(As an aside: Bender and Koller’s “octopus test” is just the Chinese Room in disguise)

 BUT: huge search space
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Imposing “grounding” constraints
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“Look, a tiger! Run!!”



Facebook AI

Imposing “multi-agent” constraints
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“I will give you this bread if you give me that milk”
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We are not making it easy for ourselves
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True intent Text LabelModel

Distributional statistics
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So what do we want to measure?
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True intent Manifestation 
of intent

(Message)

Inferred intentSpeaker Model

Not in the average case, but in the worst case.

Compute
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But, but.. What about the              revolution? NLG:
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David Chalmers (“GPT-3 and General Intelligence”, Daily Nous):
- “GPT-3 is showing hints of general intelligence” [..] “What fascinates me about GPT-3 is that 

it suggests a potential mindless path to artificial general intelligence (or AGI).”
- “I suspect GPT-3 and its successors will force us to fragment and re-engineer our concepts 

of understanding.”

Me: For NLG, anthropomorphization plays a big role. In particular, humans are naturally inclined to 
take what Daniel Dennett calls an intentional stance, especially for language because it’s so 
quintessentially human.
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But, but.. What about the              revolution? NLU:
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NLP:

Me & Many others: We are not really measuring what we truly care about.
Great progress, but a LOT more work is needed.
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Rest of the talk:
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Spotting a problem is easy and ideas are cheap; or (apologies for bluntness) may be a nice 
flag-plant paper to get your citations up.
=> DO SOMETHING ABOUT IT (even--or especially--if it is wrong, or fails).

Two datasets:
- Hateful Memes (NeurIPS 2020)
- Adversarial NLI (ACL 2020)

One platform:
- Dynabench (dynabench.org)
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1. Research Program
2. Hateful Memes
3. Adversarial NLI
4. Dynabench

Agenda
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Progress in V&L research has been amazing, but:

- Not always clear if truly multimodal understanding is required.
- Real world applicability is not always evident or mostly indirect.

We present a challenge set designed to measure truly multimodal understanding and 
reasoning, with straightforward evaluation metrics and a direct real world use case.

By introducing “benign confounders”, the challenge is designed such that it should only be 
solvable by models that are successful at sophisticated multimodal fusion.

30

A new task for vision and language
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Measuring multimodality

31
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Memes are difficult and require multimodal understanding

32
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https://docs.google.com/file/d/1_bvAvIy1rm4Y10CWpBul8Ggk0gMOUInV/preview
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Baselines model performance - difficult task and humans are far better
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Hateful Memes Competition @ NeurIPS 2020
Organized at NeurIPS, using new “unseen” test set.

Total prize pool of 100k USD.

Please tune in to find out more about winning solutions!
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1. Research Program
2. Hateful Memes
3. Adversarial NLI
4. Dynabench

Agenda
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There is something rotten in the state of the art
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Not a new idea
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Build It, Break It, Fix It: Contesting Secure Development
Andrew Ruef, Michael Hicks, James Parker, Dave Levin, Michelle L. Mazurek, Piotr Mardziel
Towards Linguistically Generalizable NLP Systems: A Workshop and Shared Task
Allyson Ettinger, Sudha Rao, Hal Daumé III, Emily M. Bender
Build it Break it Fix it for Dialogue Safety: Robustness from Adversarial Human Attack
Emily Dinan, Samuel Humeau, Bharath Chintagunta, Jason Weston
SWAG: A Large-Scale Adversarial Dataset for Grounded Commonsense Inference
Rowan Zellers, Yonatan Bisk, Roy Schwartz, Yejin Choi
Learning the Difference that Makes a Difference with Counterfactually-Augmented Data
Divyansh Kaushik, Eduard Hovy, Zachary C. Lipton
Beat the AI: Investigating Adversarial Human Annotation for Reading Comprehension
Max Bartolo, Alastair Roberts, Johannes Welbl, Sebastian Riedel, Pontus Stenetorp
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● Round 1
Model: BERT
Domain: Wikipedia

● Round 2
Model: RoBERTa ensemble
Domain: Wikipedia

● Round 3
Model: RoBERTa ensemble
Domains: Wikipedia, News, Fiction, Spoken, WikiHow, RTE5

Findings:
● As rounds progress: Difficulty increases, models become stronger, data more useful
● “SOTA” on current NLI, SOTA barely outperforms hypothesis-only on R2&3

40

A virtuous cycle: Three rounds, lots of interesting findings
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Gary Marcus, The Next Decade in AI:

Brown et al., GPT-3:

41

“Testimonials”
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1. Research Program
2. Hateful Memes
3. Adversarial NLI
4. Dynabench

Agenda
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Dynabench is..

● A research platform that tries to address 
issues with existing benchmarks.

● Humans and models in the loop:
can human adversaries break models?

● Models are now good enough to do this.
● This gives us:

○ High-quality training data
○ A more accurate metric of performance

Check out dynabench.org

43

A Scientific Experiment

https://dynabench.org


Facebook AI 44

Four official tasks - and some amazing task owners

Yixin Nie, Mohit Bansal
(UNC)

Max Bartolo, Sebastian 
Riedel, Pontus Stenetorp 
(UCL)

Atticus Geiger, Zen Wu, 
Chris Potts (Stanford)

Bertie Vidgen (Alan Turing 
Institute), Zeerak Waseem 
(Sheffield)
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Sentiment is easy. Right?
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Sentiment is easy. Right? Riiight?
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Dynabench
The time is ripe to radically rethink the way we do benchmarking.

Traditional static benchmarks:
- Saturate and have artifacts and biases
- Can show deceiving “progress”
- Do not measure what we want

We want:
- Alignment with humans

Vision:
- Evaluation-as-a-service: Score models with

humans-acting-as-adversaries in the loop
- Side effect: We get super high-quality data
- Repeat cycle over multiple rounds
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Objections
- The community will not accept this.

- I hope this is not true.
- Note that we don’t have to train on or only use adv. data -- let’s mix things up!

- Won't this lead to unnatural distributions and distributional shift?
- Yes. This is a scientific experiment - we want to solve this problem anyway.
- Language also suffers from distributional shift.
- Continual learning, meta learning and “strong generalization” are the future.

- We are at the mercy of the (strengths and weaknesses) of current “SOTA” models in the 
loop, which does not account for future, not-in-the-loop models.

- Yes. But if models are close enough to the “real” decision boundary, might be okay?
Worse case, we have useful examples where annotators were properly incentivized.

- Ensembles-in-the-loop
- How do we compare results if the benchmark keeps changing?

- Up to the community.
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Dynabench 2.0 (Coming soon to an internet near you)
- Models are scored live.

- To evaluate, upload your model and we’ll evaluate it for you.
- If your model does well on round N-1, it will be “in the loop” in round N.
- When a new round comes out, old models can be re-evaluated -> automatic baselines.

- Anyone can run their own task.
- A task comprises a set of rounds. A past round is a train/dev/test split. An active round 

is a target model, optional context data, and a pool of annotators.
- We have tooling so that anyone can do this - so we want to open this up.

- If we’re dynamic, why should leaderboards be static?
- Since models and tasks are dynamic, we should also make leaderboards dynamic. There 

is no such thing as “the best model on X” -- there is only “the best model on X given my 
personal preferences”.

- I’d prefer “fast and fair model M1” over “slow, unfair and slightly more accurate M2”.
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Job title of the future: “Model breaker”
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Job title of the future: “Model breaker”
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Gamification
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Education
- We are developing lesson plans to educate the public about language and AI and to get data.

- The world needs to understand what AI can do.
- And what it can’t do.

- The world needs to understand why language is so difficult for AI.

- The AI community needs to understand that without language AI is intrinsically not aligned 
with humans.
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So why is this talk not entitled “Benchmarking in NLP”?
● Multilingual
● Multimodal
● Human-and-model-in-the-loop can apply to any AI problem.

○ Language is just a nice start because it’s difficult and humans are very good at it.
------------------------------------------------------------------------------------------------------------

Join the revolution.

@DynabenchAI
dynabench.org

54

Dynabenchmarking AI



Thanks!
- Try it for yourself: dynabench.org


