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Abstract 

The paper focuses on the use of petascale simulations to address the open-ended problem of 

scaling-up continuous flow processes in microfluidics. Some of these processes are mixing 

limited and so require deep analysis of the scale up effects onto the mixing performance. The 

scaling up strategy considered is the so-called sizing-up approach based on the conservation of 

the turbulent dissipation rate in the reactor combined with petascale simulations. High fidelity 

Direct Numerical Simulations are performed from micro- to milli-scale reactor (up to 11 billion 

of mesh nodes on 131072 processors) while maintaining the same accuracy of the physical 

phenomena description (smaller dissipative scales). It leads to confident qualitative estimations 

of the mixing performance for the different sizing-up scenarios. We show that it is possible to 

increase up to two orders of magnitude the production rate of the continuous reactor while 

maintaining an excellent mixing quality, which is very favorable for the material synthesis 

process. 

 



 

Introduction 

 

The constant evolution of supercomputer performance over the past 20 years has significantly 

changed the scientific landscape and the way problems are approached. While algorithms and 

computational codes have long been ahead of the available computing power, the paradigm has 

recently been reversed as the available power of petaflop and soon exaflop supercomputers now 

requires a considerable effort in developing computational codes to take advantage of this 

power. Nevertheless, this opens up new horizons for better understanding, representing, and 

predicting physical phenomena as well as for the development of Smart Manufacturing 

processes, in addition to or even replacing in situ experiments. As a demonstration, we propose, 

for the first time, petascale simulations to answer the open-ended question of scaling up of 

continuous material synthesis processes. We highlight the value of using the latest 

supercomputers to study the scaling up without any loss of information, i.e. keeping the relevant 

scale of the physical description to design safe, controlled, and flexible processes. This offers a 

new path for the industrial development of continuous, sustainable, and scalable technology for 

the production of innovative materials.  

Today, microfluidics is considered one of the most promising technologies for generating 

innovative materials [1] in a reproducible manner, allowing for efficient mixing, process 

optimization, and fast screening. This is especially true for materials synthesis for which fast 

and homogeneous mixing [2] is the key to obtaining a narrow size distribution of particles. 

However, the problem of moving towards industrialization almost always requires increasing 

the production and therefore the scale of the reactor. This generally yields to losses in 

production quality, as the advantages of hydrodynamics at small scales are lost.  



The case study, chosen here to demonstrate the proposed approach, is the nanoparticle 

precipitation in microfluidic reactor by using supercritical carbon dioxide as antisolvent. Recent 

studies [3] have shown that a combination of the two types of intensification of supercritical 

fluids and microfluidic reactors (µSAS) can significantly improve the performance and 

reproducibility of antisolvent processes. Moreover, it has recently been proven that turbulent 

conditions can be achieved in high pressure microfluidic devices [4], resulting in ultra-fast 

mixing times as small as 10-4-10-5s which are highly favorable for the synthesizing of organic 

nanoparticles. However, it should be noted that the mass flow rates used in the microreactors 

are much lower than those used for large reactors. As a result, even though the former offer 

excellent mixing performances and better control of the conditions the latter have the big 

advantage of larger production rates. Finally, continuous flow processes [5] currently offer 

greater advantages compared to batch processes as the former can maintain constant flow 

operating conditions and achieve very efficient mixing. However, one of the main drawbacks 

of the microfluidic flow processes remains its limited adaptation to an industrial scale [6,7]. It 

is commonly accepted that numbering up [8–10] is probably the best approach, compared to 

sizing up [11,12], to maintain an excellent control of the operating conditions and efficient 

mixing. However, scaling up through numbering up requires thousands of reactors to achieve 

significant production thereby posing the challenging task of a uniform fluid distribution 

[5,10,13].  

One of the solutions could be to seek a compromise between sizing up and numbering up [14]. 

A first step of sizing up could be a decrease in the number of units of the system to guarantee a 

uniform distribution of the fluids in the system. As such, the first question that needs to be 

answered is: can a continuous micro-scale/milli-scale reactor operate at the same flow rates as 

a large scale reactor while maintaining an excellent mixing performance? To answer this 

question, it is imperative to propose an efficient strategy to determine the relevant size of the 



flow reactor that can strike a good balance between size and production ability. The classical 

approach, consisting in using the canonical similitude law, tends to fail in giving appropriate 

solutions for the continuous processes. This is inherent to the complexity of the dynamic system 

as many parameters interact in the continuous flow processes. Therefore, even if satisfactory 

results with partial or complete similarity methods can be found in literature [15,16], a 

simulation-based strategy appears to be a suitable solution to find a good candidate for the 

continuous processes. For this purpose, direct numerical simulations (DNS) - which do not 

include any extra modeling of turbulence since the finest dissipative scale are solved - are the 

most accurate way to capture the interactions between turbulence and species mixing. Although 

DNS has been mainly first restricted to canonical cases, the continuous development of 

supercomputers has expanded its applicability to the design of complex systems. DNS yields 

information on the flow and mixing characteristics unattainable through in situ experiments. 

In this paper, it will be shown that high performance computing (HPC), through petascale 

numerical simulations, is a relevant and promising tool to study and analyze scale up scenarios 

for chemical engineering processes and to further demonstrate that continuous flow processes 

are competitive. The current case study is the supercritical microfluidic antisolvent process for 

which we propose - for the first time - high fidelity DNS simulations for micro-scale to milli-

scale resulting in an increase of up to 90 times the initial production flow rate. The scaling up 

strategy takes advantage of HPC and latest supercomputers to pursue simulations of larger 

reactors while maintaining the same accuracy of the physical phenomena description simulated 

in the micro reactors (smaller dissipative scales). As such, special care must be taken to 

establish the strategy used to determine the larger flow rates and reactor dimensions as well as 

the numerical strategy needed to run petascale simulations. Results confirm both the fact that it 

is possible to increase the size of the reactor whist maintaining excellent mixing conditions. 

 



Materials and Methods 

Scaling up strategy. As previously introduced, we have chosen to consider the supercritical 

antisolvent microfluidic process for which the mixing performance is the key point yet to be 

demonstrated [3]. Therefore, in this article we focus on the DNS simulations of the 

hydrodynamic and mixing phenomena. The process consists of a simple tube-in-tube reactor as 

shown in figure 1. The solution, solvent, is injected in the inner tube, diameter Di, whereas the 

supercritical CO2, acting as antisolvent, is injected in the coflow between the diameters Do and 

Dext. The typical pressure and temperature of p = 100 bar and T = 40°C, respectively, are 

chosen and the reference case is that at microscale. The mean Reynolds number 𝑅𝑒 =
𝐷𝑒𝑥𝑡�̅� 𝑢

�̅�
  

is calculated inside the outer tube by considering the mean values of velocity �̅� [17], viscosity 

�̅�, and density �̅�. The mean properties are estimated according to the molar ratio of 91% 

between the solvent and the antisolvent. It should be noted that an important constraint of the 

current process is the pressure loss. Actual back pressure regulator technology is able to absorb 

pressure losses of a few tens of bar. The classical approach used to compute the pressure loss 

P in the inner tube, outer tube, and coflow zone is Δ𝑃 =
𝑓

𝐷

𝜌𝑢2

2
 with 𝑓 = 0.3164𝑅𝑒−0.25  being 

the Blasius friction factor for turbulent flow in pipes, u the velocity, and D the diameter in the 

considered zone (coflow zone D = Dext-Do, inner tube D = Di, outer tube D = Dext). 

 

 

Fig 1. Diagram of the tube-in- tube reactor. The solution, solvent, is injected in the inner tube, diameter Di, 

whereas the supercritical CO2, acting as antisolvent, is injected in the coflow between the diameters Do and Dext. 

The typical pressure, temperature and solvent/antisolvent molar ratio are 100 bar, 40°C and 91%, respectively, 

are chosen. 



It has been widely reported that the mixing is governed by the dissipation rate of the turbulent 

kinetic energy [18]. Thanks to the Kolmogorov theory, Baldyga and Bourne [19] have 

established a direct relation between the dissipation rate and the mixing time. From a mixing 

point of view, the most important global parameter is the dissipation rate of the turbulent kinetic 

energy and, in the tube, it can be approximated through dimensional analysis as 𝜀 ≈
𝑓

2

𝑢3̅̅ ̅̅

𝐷𝑒𝑥𝑡
 

with f being the Blasius friction factor. It should be pointed out that as the key point of the 

process is to obtain an excellent mixing performance, the scaling up strategy consists in 

conserving the global turbulent kinetic energy dissipation ratein the reactor by adjusting the 

inlet mass flow rates and dimensions of the tube. In literature this strategy is coined as “constant 

energy dissipation scale up” [20] or “constant pressure drop approach” [13]. Henceforth, the 

global turbulent kinetic energy dissipation rate is referred to as the global dissipation rate. 

The initial case is chosen at microscale with Di =100 m and Dext = 250 m (Fig. 1). The initial 

mass flow rates of the solvent (inner tube) and CO2 (coflow zone) are 400 l/min and 3000 

l/min, respectively, leading to a solvent-antisolvent ratio of 91% mol. The global dissipation 

rate  is estimated at 235 W/kg leading to a Kolmogorov scale of about a micrometer. As the 

Schmidt number is about 2.6 the Batchelor scale 𝜆𝐵 = 
𝜆𝐾

√𝑆𝑐
  it is approximately in the same 

range as the Kolmogorov length scale. Therefore, to capture all the mixing scales and to yield 

accurate results the mesh size of the simulation is chosen to be on the order of the micrometer 

(see Table 2). As previously mentioned, to determine the optimal flow rates of the reactor 

needed to maintain a good mixing, we chose to consider the constant energy dissipation scale 

up method. We, therefore, imposed the different sizes of the reactor (see dimensions cases 1, 2, 

3, 4 in table 1) and through a minimization algorithm the flow rates of the solvent and 

antisolvent (QEtOH and QCO2 in table 1) are optimized. The target of this optimization problem 

is the global dissipation rate  (table 1) which coincides to the one determined for the initial 



case 0. The problem is closed by adding two constraints: 1) the pressure drop in the 

annular/coflow zone must be less than 50 bar and 2) the ratio of the molar flow rate of solvent 

and antisolvent must be 91%, as for initial case 0. This strategy yields 5 cases bringing the 

production flow rate up to nearly 90 times the initial production flow rate. The main operating 

conditions of the simulation cases are presented in Table 1. 

Case R QEtoh 

(l/min) 

Qco2 

(l/min) 

VEtoh 

(m/s) 

Vco2 

(m/s) 

�̅� 

(m/s) 

CO2% 

mol 

  

(W/kg) 

Re Max. p 

(bar/m) 

Di 

(m) 

Do 

(m) 

Dext 

(m) 

0 1 400 3000 0.87 3.35 1.47 91 235 5245 16 100 170 250 

1 9 3539 25542 1.23 6.08 2.18 91 235 18496 21 250 450 600 

2 31 12400 89495 1.07 9.32 2.75 91 235 38884 31 500 800 1000 

3 55 21867 157820 1.89 6.25 2.75 91 235 54420 5 500 800 1260 

4 87 34655 250117 3.00 5.61 3.33 91 235 71494 3 500 800 1520 

 

Table 1. Operating conditions of the simulation cases. R: production ratio. QEtoh: volume flow rate of 

solvent. Qco2: volume flow rate of antisolvent. VEtoh: velocity in inner tube. Vco2:  velocity in the coflow zone. 

Max. P: the maximum calculated linear pressure drop in the reactor (injector or coflow zone). 

 

Governing equations of the fluid mixing. All the equations established in previous studies 

[4,17,21], are briefly presented. The hydrodynamic Navier-Stokes equations are solved for 

totally miscible and isothermal fluids. It is generally considered that a supercritical fluid is 

compressible (especially when close to the critical point). In our case, the fluid is quite above 

the critical point so the isothermal compressibility is relatively low (between 10-8 and 10-9 Pa-

1). Furthermore, as the flow is isothermal the thermo-compressible effects are negligible.  The 

comparison of simulations between an incompressible formulation with variable density and a 

full compressible formulation [22,23] has shown that the results were very close. As the CPU 

time was optimized within the incompressible formulation, as described in the numerical 

methodology section, we considered this formulation to solve the hydrodynamics phenomena.  



As such, the fluid mixture flow composed of fully miscible ethanol solvent and CO2 antisolvent, 

is governed by the Navier-Stokes equations: 

𝛁. 𝐮 = 𝟎           (1) 

𝜌 (
𝜕𝐮

∂𝑡
+ 𝐮. ∇𝐮) = −∇𝑝 + ∇. (𝜇(∇𝐮 + ∇T𝐮))      (2) 

where u is the fluid velocity. p is the pressure,  is the fluid density, and  is the fluid viscosity. 

As the Froude number is much higher than one resulting from a high Reynolds number flow 

for all reactor sizes in the range from micro- to milli-, gravity is neglected in the model. 

The Reynolds number of the simulation ranges from 5245 to 71494. One of the strengths of the 

current work is its ability to perform DNS up to the Kolmogorov scale, thereby not requiring 

any turbulence model and yielding more accurate results.  

At the inflow boundary, a laminar Poiseuille flow profile is imposed for the injector whereas 

the streamwise velocity component ux has a constant profile in the coflow and is superimposed 

by a uniformly distributed fluctuations ranging between ±0.05 ux [21]. A zero-gradient 

boundary condition is applied at the outlet boundary (length of the pipe is long enough to justify 

this approximation) and no-slip boundary conditions at the remaining boundary conditions. 

 

The species mass fraction of the ethanol solvent is governed by the following 

advection/diffusion equation 

𝜌
𝜕𝑥𝐸𝑡𝑂𝐻

𝜕𝑡
+ ∇ ⋅ (𝜌𝑥𝐸𝑡𝑂𝐻𝒖 + 𝜌𝐷𝐸𝑡𝑂𝐻∇𝑥𝐸𝑡𝑂𝐻) = 0      (3) 

where DEtOH is the diffusion coefficient. 

The species mass fraction of the antisolvent CO2 is given by 

 

𝑥𝐶𝑂2
= 1 − 𝑥𝐸𝑡𝑂𝐻          (4) 

 



The thermophysical properties of the CO2 and ethanol fluid mixture are computed thanks to the 

cubic Peng-Robinson equation of state coupled with the Van der Waals mixing rules [24]: 

 

𝑝 =
𝑅𝑇

𝑉𝑚−𝑏𝑚
−

𝑎𝑚

𝑉𝑚(𝑉𝑚+𝑏𝑚)+𝑏𝑚(𝑉𝑚+𝑏𝑚)
        (5) 

 

where Vm is the molar volume (Vm = ZmRT/p with Zm the compressibility factor) and am and 

bm are the attraction parameter and the co-volume parameter of the mixture, respectively:  

𝑎𝑚 = ∑ ∑ 𝑥𝑖𝑥𝑗𝑎𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1         and      𝑏𝑚 = ∑ ∑ 𝑥𝑖𝑥𝑗𝑏𝑖𝑗

𝑛
𝑗=1

𝑛
𝑖=1     (6) 

with 

𝑎𝑖𝑗 = (1 − 𝑘𝑖𝑗)(𝑎𝑖𝑖𝑎𝑗𝑗)
0.5

      𝑏𝑖𝑗 = (1 − 𝑙𝑖𝑗)
𝑏𝑖𝑖+𝑏𝑗𝑗

2
     (7) 

and 

𝑎 =
0.45724𝛼𝑅2𝑇𝑐

2

𝑝𝑐
               𝑏 =

0.0778𝑅𝑇𝑐

𝑝𝑐
       (8) 

𝛼 = (1 + (0.37464 + 1.5422𝜔 − 0.26992𝜔2) (1 − √
𝑇

𝑇𝑐
))

2

    (9) 

where the binary interaction parameters kij and lij are given by 

 

𝑘𝑖𝑗 = −0.4652𝑒−3𝑇 + 0.238        (10) 

𝑙𝑖𝑗 = −0.8116𝑒−3𝑇 + 0.2491        (11) 

 

The viscosities of the pure fluids CO2 and ethanol are obtained from the NIST database and the 

viscosity of the fluid mixture is given by 

 

𝑙𝑛𝜇𝑚 = 𝑥𝐸𝑡𝑂𝐻𝑙𝑛𝜇𝐸𝑡𝑂𝐻 + 𝑥𝐶𝑂2
𝑙𝑛𝜇𝐶𝑂2

       (12) 

 



Finally. the diffusion coefficient of ethanol in CO2 is given by Hayduck-Minhas correlation 

[17]: 

 

𝐷𝑚 = 1.33𝑒−7𝑇1.47𝑉𝐸𝑡𝑂𝐻
−0.71𝜇𝐶𝑂2

10.2

𝑉𝐸𝑡𝑂𝐻−0.791
       (13) 

 

where VEtOH is the molar volume of pure ethanol computed by the Peng-Robinson equation of 

state. 

 

Numerical modeling and computational strategy. To tackle the numerical challenge of DNS 

of a supercritical microfluidic antisolvent process in large tubes, the Cartesian grid-based finite 

volume CFD open-source code Notus [25] (developed in-house) is used. The code is based on 

the finite volume method on a Cartesian grid with explicit or implicit discretization of the 

governing equations. The velocity-pressure coupling is solved thanks to the Goda pressure 

correction method (time splitting) [26]. Notus has been widely verified and validated for single 

and multiphase flows (see for instance [21,25,27,28]). Concerning the present case, similar 

simulations have been validated by micro-PIV [17] and experimental validation for simulations 

including nucleation and growth phenomena have also been performed [3,29].  

For the current study, the code has been adapted to modern petascale supercomputers such as 

the Joliot-Curie supercomputer. It is based on AMD Epyc2 dual processor nodes with each 

processor having 64 cores, resulting in a total of 293 376 cores. This opens new possibilities in 

numerical simulations. The upscaling of Notus from thousands of cores to more than a hundred 

thousand cores has been made possible thanks to fully explicit numerical schemes that 

considerably reduce the amount of time spent in the linear system solvers. This approach takes 

advantage of favorable physical fluid characteristics that do not significantly reduce the 

Courant–Friedrichs–Lewy condition and thus maintain a low total number of time iterations of 



the simulations. A second order total variation diminishing (TVD) centrally discretized scheme 

with flux-limiters is used, which ensures a good compromise between accuracy and CPU time. 

This approach has been recently proven to be efficient for DNS of supercritical microfluidic 

antisolvent process in micro-tube [21]. The only linear system that needs to be solved is 

associated with the pressure variable for which the very efficient PFMG geometric multigrid 

solver of the Hypre library [30] is used. Moreover, for such a large number of cores some 

communication bottlenecks between MPI processes appear, and have been overcome thanks to 

a change in the parallel programming paradigm, from a full MPI to a hybrid OpenMP/MPI 

approach. Before running large scale simulations, an analysis of the performance of the Notus 

code on such an architecture and programming environment is performed. Table 2 shows that 

the average number of cells per processor is reduced to 403 while keeping a very good 

scalability, thereby allowing to perform simulations on 131072 cores for the largest case we 

propose. This point is crucial to attain reasonable total run times of around only 48 hours for a 

mesh size of more than 10 billion cells.  

Care must also be taken with the file system Input/Ouput (I/O) and data visualization strategies. 

Two kinds of I/O are pursued. The first one deals with the code’s checkpoint/restart procedure 

which needs to write on the parallel file system all the necessary information to restart a 

simulation without any loss of information. This leads to huge files of up to 3.6 TB which, 

thanks to the ADIOS library [31], are efficiently written. On a Lustre parallel file system, 

aggregate I/O rates of around 50 GB/s have been measured. Moreover, for visualization 

purposes, I/O performance constraint as well as a data file format that support domain 

decomposition while reading a file with a parallel visualization software (VisIt for this study) 

must be satisfied. For this purpose. the HDF5 Pixie file format is chosen and yields I/O 

performances of around 10 GB/s. The total amount of data needed to realize the proposed video 

of the present article is around 100 TB. 



 

 

Table 2. Weak scalability study with 403 cells per core for an OpenMP/MPI strategy. The full MPI 

approach results in communication bottlenecks for more than 32768 cores; the 4 OpenMP threads / process MPI 

approach reduces the CPU time of the Notus code and of the Hypre library by a factor 3. 

 

 

Results  

 

The main operating conditions of the simulation cases are presented in Table 1. To capture all 

the mixing scales and to yield accurate results the mesh size of the simulation is chosen to be 

on the order of the micrometer (see Table 3). As further demonstrated, the Kolmogorov and 

Batchelor scales are on the same order of magnitude which is particularly advantageous for the 

current numerical simulations. Indeed, by solving the flow characteristics at the Kolmogorov 

length scale we resolve all of the mixing scales. The simulations were performed on 512 to 

131072 processor cores on the Joliot Curie supercomputer, ranked 38th on the Top 500 list of 

the largest supercomputers [32] with mesh sizes ranging from 55 million to 11 billion (see Table 

3). This yields extremely accurate results especially in terms of the mixing performance of the 

reactors.  

 

 

 

Nb of Cores Mesh size Notus (s) Hypre (s) Notus (s) Hypre (s) Notus (s) Hypre (s) Notus (s) Hypre (s)

128 8.2E+06 6.1 3.6 5.6 3.3 6.1 3.4 7.8 3.5

512 3.3E+07 6.1 4.0 6.1 5.8 6.5 4.5 7.9 4.3

2048 1.3E+08 6.6 4.7 6.4 4.3 6.6 4.2 8.5 5.9

8192 5.2E+08 7.2 5.6 6.9 5.1 7.3 5.1 9.1 5.5

32768 2.1E+09 8.7 9.1 8.4 7.1 8.5 6.6 9.9 7.2

131072 8.4E+09 41.6 34.1 14.5 13.0 14.1 10.5 19.1 11.7

1 thread / process MPI 2 threads / process MPI 4 threads / process MPI 8 threads / process MPI



Case Reactor 

Length (mm) 

Rector 

diameter(mm) 

Mesh size Approx. Number of cells 

(x109) 

Mesh step size (x10-6) Number of 

processors 

0 3 0.2 2000 x 167 x 167 0.055  1.5 512 

1 4 0.6 4000 x 600 x 600 1.4  1 32768 

2 5 1 5000 x 1000 x 1000 5  1 32768 

3 5 1.26 5000 x 1260 x 1260 8 1 65536 

4 5 1.52 5000 x 1520 x 1520 11.5  1 131072 

 

Table 3. Reactor dimensions, mesh size and number of processors used for cases 0 to 4.  

 

Verification of resolved finest scales. First, to verify that the energy dissipation scales, i.e. the 

Kolmogorov length scales, are resolved in all the simulations currently pursued, analysis of the 

1D turbulence spectra Eu and Ex of the root mean squared (RMS) of velocity and of the mass 

fraction fluctuations. Respectively, expressed as 〈𝑢𝑥
′ 𝑢𝑥

′ 〉 = ∫ 𝐸𝑢(𝑘)𝑑𝑘
∞

0
 and 〈𝑥𝑠

′𝑥𝑠
′〉 =

∫ 𝐸𝑥(𝑘)𝑑𝑘
∞

0
. Respectively, are performed. In the former relations, k is the wave number, and 

ux’ and xs’ are the velocity and mass fraction fluctuations, respectively. The fluctuation of a 

variable is defined as the difference between the variable’s instantaneous value and its time 

averaged. i.e. 𝑢𝑥 =  �̅� + 𝑢𝑥
′ , where �̅� is the time averaged value. The turbulence spectra are 

then obtained by performing a Fast Fourier Transform with a Hann window of the desired 

quantities along the centerline of the domain and are shown in Fig. 2. As expected, regardless 

of the case, the spectra decay with slopes of approximately -5/3, as predicted by the 

Kolmogorov theory. It is widely accepted in the turbulence community that a slope of -5/3 is a 

good indicator that a simulation has captured the smallest scales of the turbulence. Moreover, 

as already mentioned above, as the Batchelor scales are on the same order of magnitude as the 

Kolmogorov scales, all the scales of interest of the mixtures have been captured which is the 

sine qua non condition of the forthcoming quantitative analysis of the mixture A precise 

analysis and interpretation of the second part of the mass fraction turbulence spectra is still an 

open question. As detailed in a comprehensive review [33], a slope of -1 is only valid for Sc>>1. 



For Sc = O(1), such as in our case, it is shown that the slope is not determined (probably around 

-3, a value close to the one obtained in the present work).  

  

Fig. 2. Turbulence spectra analysis. 1D turbulence spectra for velocity RMS (right) and mass fraction 

fluctuation (left). The turbulence spectra are then obtained by performing a Fast Fourier Transform with a Hann 

window of the desired quantities along the centerline of the domain and are shown in Fig. 2. As expected. 

regardless of the case. the spectra decay with slopes of approximately -5/3, as predicted by the Kolmogorov 

theory. 

 

Qualitative flow and mixing analysis. As the current study is focused on the evaluation of the 

mixing performance of the tube-in-tube processes, only the analysis of concentration fields of 

the species is presented. Fig. 3 shows the evolutions of the ethanol mass fraction in the median 

planes of the reactors for each configuration. As a first observation, the mixing of the species 

is correctly achieved in the domains and seem to be very fast. It should be recalled that the 

constraints imposed when determining the conditions for the scaling, such as the ratio of flow 

rates and the overall dissipation rate in the system, lead to different inlet velocity ratios which, 

subsequently, result in different jet shapes. However, overall, there are two different 

configurations. The first one, visible in cases 0, 3, and 4 is characterized by a relatively long 

jet. It should be noted that the potential core zone may vary significantly (especially in case 3) 

for this first configuration. This jet morphology appears in the case of moderate velocity ratios 

(3 and 4). The second configuration concerns high velocity ratios such as those used in cases 1 



and 2. In this configuration, the internal solvent jet breaks up as soon as it leaves the injector. 

This is due to a very high velocity in the coflow (up to 9 m/s in case 2) resulting in extremely 

intense and fast mixing. 

As discussed in our previous paper [21], the turbulent transition of these coaxial jets is due to 

the significant development of primary and secondary Kelvin Helmoltz instabilities resulting 

from strong shear stress between layers of different densities. DNS emphasizes the multitude 

of scales and highlights the primary and secondary KH instabilities. These are clearly visible. 

for example, in case 4 in Fig. 3 and 4. Even though a simple visual analysis of the mass fraction 

fields leads to the conclusion that the mixtures are very good, the performances of the mixtures 

are further analyzed in order to quantify the influence of the changes of scale and its relevance 

in terms of processes. 



 

 

Fig. 3. Instantaneous mass fraction fields in the median planes of the reactors 

for the cases 0 to 4 (top to bottom). As a first observation. the mixing of the species is correctly achieved in the 

domains and seem to be very fast. Secondly. different jet shapes are observed. Cases 0, 3, and 4 are characterized 

by a relatively long jet. With high velocity ratios such as those used in cases 1 and 2 the internal solvent jet 

breaks up as soon as it leaves the injector. This is due to a very high velocity in the coflow (up to 9 m/s in case 2) 

resulting in extremely intense and fast mixing. Full length domains are presented, true scales between the cases 

are also respected. 

 



 

Fig 4. Instantaneous concentration volume renderings for 

the cases 0 to 4 (top to bottom) - see additional videos 2-6. The turbulent transitions of the coaxial jets is due 

to the significant development of primary and secondary Kelvin Helmoltz instabilities resulting from strong 

shear stress between layers of different densities. DNS emphasizes the multitude of scales and highlights the 



primary and secondary KH instabilities. Scale is different for each case to better emphasize the description of the 

instabilities (domains are truncated). 

Quantitative mixing analysis.  

To estimate the performance of the mixing in the different cases, we have chosen to analyze 

mixing both from a global point of view and from a local point of view thanks to the intensity 

of segregation and to the local estimation of micromixing time, respectively.  

Global evolution of the mixing performance are checked through the segregation intensity of 

mixing [4,17,21] based on the length of the reactor. The intensity of segregation is defined by 

[34]:  

 

𝑰𝒎 =
∑ (𝒙𝑬𝒕𝑶𝑯−𝒙𝑬𝒕𝑶𝑯̅̅ ̅̅ ̅̅ ̅̅ )𝟐𝑵

𝟏

𝑵(𝒙𝑬𝒕𝑶𝑯̅̅ ̅̅ ̅̅ ̅̅ (𝒙𝑬𝒕𝑶𝑯−𝒙𝑬𝒕𝑶𝑯̅̅ ̅̅ ̅̅ ̅̅ ))
 (14) 

 

A segregation value of 1 and 0 correspond to total segregation between the species and perfect 

mixing, respectively. This index is calculated for each abscissa x in the yz plane [17]. Figure 5 

we propose the evolution of the segregation index as a function of the length for each reactor.  

 

 

Fig. 5. Evolution of the segregation intensities for all cases in function of the length of the reactor  



 

Although mixing is achieved in a very short distance regardless of the case considered, two 

different situations can be clearly distinguished. The first concerns cases 1 and 2 for which the 

mixing seems to be extremely rapid and complete and occurs in the same range than the initial 

case (case 0). The second one concerns the bigger reactors which follows the same trend, a very 

good mixing, but with a slight decrease of the mixing performance compared to the original 

one. Indeed, the intensity of segregation decreases at a slower rate and does not reach zero at 

the end of the reactor. The intensity is equal to 0.018 at the end of the reactor indicating a good, 

but not fully complete, mixing. This remark is consistent with the evolution of the mass fraction 

field (figure 3) for the two larger reactors for which some concentration gradients are still 

present at the outlet. It should be noted, however, that the increases in the dimensions of the 

reactor are accompanied by increases in the external diameters to maintain acceptable pressure 

drops in the system. Therefore, the confinement of the jets becomes less important and tends to 

decrease the mixing performance of the reactors.  

To complete the mixing performance analysis we currently propose an estimation of the mixing 

time. For that, we analyzed the statistic distribution of the local mixing time. As demonstrated 

in literature [18], mixing can occur at different scales, such as macro-, meso- and micro-scale. 

Many studies have emphasized the direct influence of the micromixing in obtaining favorable 

conditions for the process. Baldyga and Bourne [19] first proposed a definition of the 

micromixing time. They deduced from Kolomogorov’s theory that this crucial characteristic 

time is directly correlated to the kinematic viscosity and the turbulent kinetic energy dissipation 

rate: 

 𝑡𝑚 = 17.24√
𝜐

𝜀
          (15) 

In this equation, the value of the constant (17.24) is subject of discussion in literature. Recently 

[35], authors have suggested a value of 12.7, very close to the constant of the hydrodynamic 



lifetime of vortex [19]. As this difference does not affect the mixing analysis of the present 

study, we considered in the present work the original model from Baldyga. 

Direct numerical simulations allow the accurate determination of the local evolution of the 

dissipation rate of the turbulent kinetic energy ε. The latter is defined by:  

 

   (16) 

with ux’, vy’, wz’ the velocity fluctuations in each direction. 
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Figure 6: Instantaneous turbulent kinetic energy dissipation rate for the cases 0-4. 

 

Figure 6 shows the fields of the dissipation rate of the turbulent kinetic energy calculated by 

equation 16 in the median plane of the reactors for each case and allows one to locate the areas 

of intense mixing and therefore provide information on the mixing.  The range of the TKE 

dissipation rate is similar for all simulations indicating that mixing occurs probably in the same 

temporal range. As already observed in figure 5, mixing occurs in a short length after the tip of 



the injector. It can be observed that for case 1 and 2, strong mixing zones are observed in the 

periphery of the jet due to a high velocity ratio between the injection and coflow zones. To 

estimate the characteristic mixing time in the reactor, TKE dissipation rate fields (Fig.6) have 

been used to estimate the micromixing time according to the equation (15). As such, to compare 

the mixing performances of the reactors, the micromixing time of each cell in the domains is 

directly deduced from the dissipation rate of the turbulent kinetic energy (Fig.6). Figure 7 only 

shows the normalized volume distributions of the micromixing time in the median planes of 

each reactor.  Due to the reactors’ cylindrical geometry, the distribution in the median plan is 

statistically representative of the 3D configuration. The first important result is the mean value 

of the micromixing time obtained for the initial case (case 0). As expected, we found a mean 

value between 100 and 200 s, indicating a very fast mixing leading to very favorable 

conditions for material synthesis. The previous observation of the mass fraction fields of cases 

1 and 2 suggests an extremely fast mixing and is confirmed by the narrow distributions of the 

micromixing time for which the average values are around 50 s. The high velocity ratios and 

the important confinement in the reactors seem to lead to very favorable mixing efficiency 

conditions. Cases 3 and 4 result in mean micromixing times that are slightly higher than the 

initial case at around 200 s. These are still excellent mean mixing times for the elaboration of 

materials.  

  



 

Fig. 7. Normalized volume distributions of the micromixing 

time in the median planes of the reactors for all cases. For case 0 we found a mean value between 100 and 

200 s. indicating a very fast mixing. Cases 1 and 2 suggests an extremely fast mixing and is confirmed by the 

narrow distributions of the micromixing time for which the average values are around 50 s. Cases 3 and 4 result 

in mean micromixing times that are slightly higher than the initial case at around 200 s. These are still excellent 

mean mixing times for the elaboration of materials. 

 

It is also interesting to note that the distributions of the mixing time for cases 3 and 4 are 

significantly wider than the previous ones. This is probably due to the lower velocity ratios and 

reduced confinement. These observations support the conclusion given by the evolution of the 

intensity of segregation in the reactor. So, even if there are some differences in the distributions 

of the mixing time, the order of magnitude is well preserved and shows that the currently 

proposed strategy allows significant increases in the production flow rate while keeping very 

favorable mixing conditions. It is worth noting that the increases in the dimensions of the reactor 

are accompanied, in our simulations, by a slight but acceptable decrease of the mixing 

performance. This suggests that the scaling up strategy can only be pursued up to a certain 

dimension, after which it will be impossible to combine increased production and conservation 

of mixing performance. Let us note that in our study, the last case corresponds to the maximum 



flow rate achievable by the usual CO2 pump. Finally, increases of the Reynolds numbers due 

to the increase in reactor size is needed to maintain the mixing performance. Furthermore, the 

velocity ratio is also very important and a high value contributes to increases in the mixing 

performance as demonstrated for the cases 1 and 2. 

 

Conclusion 

In this paper we are interested in the open-ended problem of the scaling up of a continuous flow 

process. Towards this end, we propose direct numerical simulations from lab/academic scale to 

production/industrial scale. The strategy consists in increasing the dimensions of the reactor 

whilst maintaining the same accuracy of the physical phenomena description. This results in 

DNS from micro-scale reactors to milli-scale reactors with production rates of up to two orders 

of magnitude larger. From a chemical engineering point of view, these simulations show that it 

is possible to increase the volume of the continuous reactor (the diameter has been enlarged by 

a factor of 6) while maintaining an excellent mixing quality, which is very favorable for the 

material synthesis process. With a larger reactor, the production rate has increased by a factor 

100 while conserving the excellent performance of mixing, thereby indicating that this first step 

of sizing up yields a decrease, by two orders of magnitude, in the number of units in the 

numbered-up platforms. This leads to an assurance of a better distribution of the fluid in the 

system and also a reduction in the manufacturing costs and complexities. 

To the best of our knowledge, the simulation performed on a mesh size of 11 billion cells and 

131072 processors is the largest realized in the field of continuous flow processes. It shows that 

petascale high fidelity numerical simulations is an emerging and efficient tool for the analysis 

of different scaling up scenarios or reactor designs in the field of chemical engineering that 

open new insights at industrial scale. Indeed, all relevant space and time scales are resolved 

which gives information on the flow and mixing characteristics unattainable through in situ 



experiment. Moreover, the amount of data produced and their considerable precision are of 

primary interest to develop data reduction and learning AI algorithms to go through real time 

simulation of Smart Manufacturing processes.  

We believe that this work helps to follow the increasing computing power of the 

supercomputers since these available quasi unique supercomputers will be increasingly 

available in the coming decade. Since the development of supercomputers, each new 

subsequent generation brings its own set of demonstrations of their capacity to handle more 

complex problems, higher Reynolds number DNS, etc. This work is part of this logic and is a 

starting point for further new challenges for continuous flow processes for materials synthesis 

that include, non isothermal processes, reaction kinetics, and geometry changes (zig-zag 

channels, T injectors, etc.). Regarding the larger reactors (stirred tank reactor, tower reactor, 

and fluidized bed reactor), the capability to solve all mixing scales without any turbulence 

model depends on the operating conditions and the size of the reactor. If DNS is not feasible, 

Large Eddy Simulation can be used to capture turbulence phenomena in the reactor and yield 

accurate local and temporal analysis of the flow field and, thereby, resulting in a successful 

scale up process. It should be noted that LES in large reactors also requires very large 

simulations. 
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