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Abstract

With deep learning based systems performing exceedingly
well in many vision-related tasks, a major concern with their
widespread deployment especially in safety-critical appli-
cations is their susceptibility to adversarial attacks. We
propose DetectorDetective, an interactive visual tool that
aims to help users better understand the behaviors of a model
as adversarial images journey through an object detector.
DetectorDetective enables users to easily learn about how
the three key modules of the Faster R-CNN object detector —
Feature Pyramidal Network, Region Proposal Network, and
Region Of Interest Head — respond to a user-selected benign
image and its adversarial version. Visualizations about the
progressive changes in the intermediate features among such
modules help users gain insights into the impact of adversar-
ial attacks, and perform side-by-side comparisons between
the benign and adversarial responses. Furthermore, Detec-
torDetective displays saliency maps for the input images
to comparatively highlight image regions that contribute to
attack success. DetectorDetective complements adversarial
machine learning research on object detection by providing
a user-friendly interactive tool for inspecting and under-
standing model responses. DetectorDetective is available
at the following public demo link: https://poloclub.
github.io/detector-detective . A video demo
is available at https://youtu.be/5C3Klh87CZI.

1. Introduction

Deep neural networks are now used in many computer vi-
sion tasks and have reached human-level accuracy in image
classification [4, 9], object detection [19, 20], and semantic
segmentation [8, 11]. With its phenomenal accuracy and
applicability in various domains, they form a class of models
that deserve greater understanding. Accuracy and robustness
of models play a key role in their widespread deployment.

Several works show that deep neural networks are vulnera-
ble to digital perturbation [7, 13, 16] and physical realizable
attacks [3, 6, 18]. Szegedy et al. [16] showed that adding
visually imperceptible but structured noises are capable of
fooling the deep learning system into making wrongful pre-
dictions. This can be especially disastrous in scenarios like
self-driving cars with failed detection of a pedestrian or
wrongful detection of stop sign as any other object. With
the existence of such vulnerability, it is important to be able
to visually understand and explain the process by which a
system arrives at the predictions for the users to have trust in
the system.

We propose DetectorDetective (Figure 1), an interactive
tool that helps users understand how an original benign im-
age and its adversarially-attacked version is processed as it
goes from a collection of pixels through different modules
of the object detector and finally to a collection of bounding
boxes and classification labels. We generate the adversar-
ial image from a user-chosen input image using Projected
Gradient Descent [12] to enable this comparative visualiza-
tion. The user then engages with the tool to interactively
explore the key modules within the object detector, and
those modules’ components, with a side-by-side compara-
tive visualization for the original and adversarial example.
DetectorDetective also provides overall saliency maps based
on Gradients [5] and GradCAM [15] to help users better
understand the important pixels for both the images on the
whole. GradCAM++ [2], a generalization of GradCAM
is also found to work well for multiple detections. In addi-
tion, both techniques have been able to pass the basic sanity
checks for saliency maps [1]. DetectorDetective is available
at the following public demo link: https://poloclub.
github.io/detector-detective . A video demo
is available at https://youtu.be/5C3Klh87CZI.
DetectorDetective’s primary contributions include:

• Visual interpretation of adversarial examples on ob-
ject detector. DetectorDetective helps users interpret



Figure 1. The DetectorDetective interface. (A) Image Viewer allows users to select an input image and presents the selected image with its
attacked version. (B) Users can select an internal module to investigate in the object detector in Module Viewer. Module Viewer highlights
the selected module in the architecture diagram. (C) Internal Viewer visualizes feature maps extracted by the selected module for benign and
adversarial images, enabling side-by-side comparisons of how the module responds differently to the benign and adversarial images. (D)
Explanation Viewer provides visual explanations of which part of the benign and adversarial images are used to make a model’s outcome,
also enabling side-by-side comparisons of model prediction on benign and adversarial attacks.

how an adversarial attack applied on input images fools
an object detector into misclassification and misloca-
tion, by (1) visualizing features extracted by the internal
modules of the model, (2) explaining the model predic-
tion with saliency maps (i.e., the regions of the images
that most contribute to the prediction), and (3) enabling
side-by-side visual comparisons of such feature visual-
ization and prediction explanation between the benign
and adversarial cases.

• Open-sourced, web-based implementation. Detec-
torDetective runs in modern browsers and is open-
sourced1, helping support reproducible research and
broaden the public’s access to investigating the effects
of adversarial examples on object detectors.

• Usage scenarios. We provide three usage scenarios
to showcase how DetectorDetective can help people
understand the effects of adversarial examples on an

1https://github.com/poloclub/detector-detective

object detector, such as why the object detector incor-
rectly detects multiple objects from the background of
an adversarial image.

2. System Design and Implementation
In this section, we describe DetectorDetective’s inter-

face design and implementation (Figure 1). The Image
Viewer (Figure 1A) presents a user-selected image and its
adversarially-attacked image. The Module Viewer (Fig-
ure 1B) allows users to choose the module in the Object
Detector to focus on. The Internal Viewer (Figure 1C) dis-
plays the visualizations of the key feature representation of
the chosen module. Lastly, the Explanation Viewer (Fig-
ure 1D) explains the overall predictions using saliency maps
like GradCAM and Gradients. We have chosen Faster R-
CNN [14], a widely used object detector for this demo.

2.1. Image Viewer: Input Selection and Attack

Image Viewer (Figure 2) allows users to select an image
and presents its adversarially attacked image. The drop down



Figure 2. Image Viewer allows people to select an image to investi-
gate, and it shows the selected image and its attacked version.

menu provides images from the COCO validation dataset
2017 [10] in this demo. The chosen image and its adversarial
image perturbed by Projected Gradient Descent attack [12]
on the Detectron2 model [17] are displayed in this viewer.

2.2. Module and Internal Viewer: Inside the Model

The Module Viewer (Figure 1B) allows users to choose
an internal module in the object detector to investigate, and
Internal Viewer (Figure 1C) visualizes internal features ex-
tracted by the selected module. On the top of Module Viewer,
users can select one module by clicking a radio button. Mod-
ule Viewer then helps the users ensure if they have chosen
the right module, by visualizing the overall model architec-
ture and highlighting the selected module. There are three
modules in Faster R-CNN: Backbone, Region Proposal Net-
work (RPN), and Region of Interest (ROI) through which
the image passes through sequentially (Figure 5). Next, we
explain the three modules: Backbone (Section 2.2.1), RPN
(Section 2.2.2), and RoI (Section 2.2.3).

2.2.1 Feature Pyramid Network

When users select the first radio button in Module Viewer
(i.e., ‘Backbone’), Internal Viewer visualizes feature maps

Figure 3. Module Viewer (top) and Internal Viewer (bottom), to
visualize feature maps extracted by internal components of the
object detector

extracted by Feature Pyramid Network (FPN). FPN is the
first module of Faster R-CNN to boost its ability to predict
images of all size by extracting multi-scale features. The
five feature maps extracted at different scales are P2-P6, and
deeper components extract larger scale features (i.e., have
a higher receptive field). For example, Figure 3 shows that
P2-P6 extract feature maps of both benign and adversarial
images in different scales at varying depths, where brighter
colors mean stronger features are extracted for the particular
scale for the corresponding receptive field. After the feature
extraction, they are fed into the other two modules Region
Proposal Network (Section 2.2.2) and Region of Interest
(Section 2.2.3).

2.2.2 Region Proposal Network

When users select the second radio button in Module Viewer
(Figure 1B), Internal Viewer (Figure 1C) visualizes feature
maps extracted by the second module of the object detec-
tor: Region Proposal Network (RPN). RPN generates the
bounding box to identify the location of detected objects,
and it internally uses two kinds of feature maps: objectness
maps and anchor deltas maps. An objectness map visualizes
the probability of the presence of an object in the image.
An anchor deltas contains information about the shape and
orientation of features with respect to anchors.Anchors of



different sizes, aspect ratios are applied to the feature maps
to classify the anchors in the foreground. A maximum of
1000 boxes are finally chosen.

2.2.3 Region of Interest

When users select the third radio button in Module Viewer
(Figure 1B), Internal Viewer (Figure 1C) visualizes the out-
put of the last module: Region of Interest (RoI). RoI finally
predicts bounding boxes and labels of the detected objects.
RoI computes the score of each bounding box identified in
RPN module, filters bounding boxes based upon a threshold,
and predicts the label of the filtered bounding boxes. The
final predictions are limited to 100 boxes.

2.3. Explanation Viewer: Display Prediction boxes

Explanation Viewer (Figure 1D) visualizes and explains
the final prediction of the object detector, by highlighting
the most influential pixels for the decision of the model
(i.e., saliency map) in both benign and adversarial images,
produced by GradCAM [15] and Gradients [5]. For example,
Figure 6h shows that the object detector focuses its attention
on the background sky of the adversarial image to predict
cars in the sky.

(a) Image (b) Output P2

(c) Output P3 (d) Output P4

(e) Output P5 (f) Output P6

Figure 4. Feature maps extracted at varying depths in internal
modules in the object detector

3. Usage Scenario

We provide three usage scenarios that showcase how De-
tectorDetective can help users investigate and interpret the
effects of adversarial examples on the Faster R-CNN model.

3.1. Object Hallucinations

Object detectors may misidentify multiple objects with
wrongly classified labels, when the models are optimized
for both location and classification losses. For example,
in Figure 6b, many objects are incorrectly detected on the
background of the adversarial image, while a correct object
(kite) is identified on the benign image as seen in Figure 6a.

Using DetectorDetective, we investigate such “object hal-
lucinations”, to understand why Faster R-CNN mis-perceives
multiple objects that are not present in the adversarial im-
age. We first use Explanation Viewer and observe that the
saliency maps look very different between benign and ad-
versarial cases, as seen in Figure 6g and Figure 6h. The
saliency map for the benign image (Figure 6g) is faithful to
the image, as the model focuses on the region where the kite
exists. On the other hand, the saliency map for the adversar-
ial image (Figure 6h) reveals that the portions of sky in the
image strongly impact to the model’s prediction, leading to
multiple incorrect object detections finally.

To interpret the internal process of such hallucinated de-
tections, we closely examine the internal features by using
Module Viewer. On choosing the backbone module, we com-
pare the internal features extracted by P2 component given
the benign and adversarial images. As seen in Figure 6c, P2
well identifies features only for the kite in the benign image,
as the highlighted region of the feature map are overlapped
with where the kite locates. However, when the adversar-
ial image is given, the activated parts in P2’s feature map
shown in Figure 6d seem to be much more scattered than that
of the benign case, indicating that P2 component captures
void features here and there in the adversarial image, which
may cause confusion in subsequent modules. The objectness
map for the adversarial image (Figure 6f) further reveals
the scattered detections of void features in the adversarial
image, compared to the objectness map for the benign image
(Figure 6e).

3.2. Translated Bounding Box

We examine another incorrect object detection case,
where an object is identified correctly but the bounding box
coordinates are attacked. For example, as seen in Figure 7b,
an adversarial train image is detected on the incorrect lo-
cation in the image, compared to the correct detection of
train in the benign image (Figure 7a). When inspecting Ex-
planation Viewer, DetectorDetective reveals that the most
salient region of the adversarial image for detecting the train
seems to be out-focused as seen in Figure 7h; the region of



Figure 5. Model Architecture of Faster R-CNN, consisting of three modules: Feature Pyramid Network (FPN, also called as Backbone, on
the left), Region Proposal Network (RPN, on the top right), and Region of Interest (RoI, on the bottom right).

attention has shifted up when we compare the saliency map
with that of benign image seen in Figure 7g.

To examine the features extracted by internal modules,
we then go to Module Viewer. We see that there are no stark
differences between feature maps of earlier modules such
as P2, as seen in Figure 7c and Figure 7d. We then move
our focus on later modules such as P6 and start seeing more
distinctive difference between the feature maps given the
benign and adversarial images. For example, anchor delta
maps extracted by P6 in RPN reveal difference between the
original (Figure 7e) and adversarial (7f) cases. The highly
activated parts in those feature maps are not aligned; P6
anchor delta map for benign image has horizontally activated
regions as expected since the train is on the horizontal rail;
however, the activated parts in P6 anchor delta map for
adversarial image seem to be tilted, which may cause the
final bounding box has shorter width than that of benign
detection. We therefore see that an attack which results in
the translation of the bounding box impacts parts of Region
Proposal Network.

3.3. Incorrect Classification

We found several incorrect detections given adversarial
images, where the adversarial detections only attack the la-
bel and not the bounding box. While inspecting Explanation
Viewer, we see subtle but noticeable differences in the salient
pixels in benign and adversarial images, as shown in Fig-

ure 8g and Figure 8h. There is the emphasis on common
features between dog and bear such as the lower half face
on both benign and adversarial images. However, there is
de-emphasis of unique features of a bear such as its eyes is
reflected in the gradients of the adversarial image. To inspect
the features extracted by different modules, we use Internal
Viewer and compare the feature maps extracted by FPN and
RPN. We then turn to the Inspector Viewer In the feature
map by P6 in RPN, as shown in Figure 8c and Figure 8d, we
see that the objectness is very similar for both benign and
attacked images in that big objects at the center are detected.
It may be because P6 generally captures features for large
objects. On the other hand, when we inspect feature maps
generated by P2 component in RPN module, we found big-
ger difference between the benign and adversarial images as
shown in Figure 8e and Figure 8f. The RPN module does
not seem to well detect the lower half of the face of the
bear; compared to the benign feature map, the bear’s nose
is not highly activated in the adversarial feature map. This
finding aligns well with what Explanation Viewer reveals
about the de-emphasis on lower half of the bears’ face in
the adversarial image. In summary, DetectorDetective helps
users more easily visualize and understand the impact of
the feature extractor FPN over RPN module for this type of
attacks.



(a) Original detection (b) Multiple Adversarial Detec-
tions

(c) Interpretable Features in P2 (d) Scattered Features in P2

(e) P2-Objectness detects kite (f) P2-Objectness detects sky

(g) Gradcam focuses on Kite (h) Gradcam highlights sky

Figure 6. Hallucinated Detections: the object detector identifies
multiple objects that are not present in the adversarial image. For
example, in Figure 6b, multiple objects are detected on the back-
ground of the image, compared to the benign case where a kite is
correctly identified in the benign image as seen in Figure 6a. In
the adversarial image, DetectorDetective reveals that an internal
component in the object detector (e.g., P2) extracts void features
from where the sky is in the image, which may lead to the multiple
incorrect detections (Figure 6d, 6f, 6h), compared to the benign
cases (Figure 6c, 6e, 6g).

4. Conclusion

We present DetectorDetective, an interactive tool to help
users understand the behaviors of an object detector, as ad-
versarial images are processed inside through the model.
DetectorDetective visually compares benign and adversarial
features extracted by core components in the model to reveal
the effect of adversarial attacks. Our tool is open-sourced,
broadening the access to interpreting adversarial attacks on

(a) Original detection (b) Translated Detection

(c) Interpretable Features in P2 (d) Interpretable Features in P2

(e) P6-Anchor Delta Map high-
lighting correct location and orien-
tation

(f) P6-Anchor Delta Map highlight-
ing translated location and elon-
gated orientation

(g) GradCAM highlights train (h) GradCAM shifted above to ac-
commodate box

Figure 7. Translated Object Detection: the object detector identifies
the train object correctly, but the bounding box coordinates are not
well aligned with the object in the adversarial image (Figure 7a
and 7b). A potential reason why the bounding box is located in
an incorrect position in the adversarial image is that the features
detected by anchor delta map in P6 (Figure 7f) are not horizontally
arranged, whereas the train object is on the horizontal rail.

object detectors. We believe our visualization and compar-
ison approaches help people gain insights into promoting
defenses against attacks.
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(a) Original detection (b) Misclassified Detection

(c) Detection of central object in
original image

(d) Similar central object in at-
tacked image

(e) Highlighted face at P2 feature
extraction

(f) Highlighted chin and ears of
bear at P2 Feature Extraction

(g) Gradients highlighting portions
of original image

(h) Gradients highlighting portions
of attacked image

Figure 8. Misclassified Detection: the object detector misclassifies
the detected object (Figure 8a and 8b). Feature maps extracted
by P2 (Figure 8f) and saliency map (Figure 8h) of the adversarial
image reveal that the object detector may miss the feature of the
bear’s lower half of the face, resulting in the misclassification as a
dog.
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