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Abstract

This paper reviews the first NTIRE challenge on percep-

tual image enhancement with the focus on proposed solu-

tions and results. The participating teams were solving a

real-world photo enhancement problem, where the goal was

to map low-quality photos from the iPhone 3GS device to

the same photos captured with Canon 70D DSLR camera.

The considered problem embraced a number of computer

vision subtasks, such as image denoising, image resolution

and sharpness enhancement, image color/contrast/exposure

adjustment, etc. The target metric used in this challenge

combined fidelity scores (PSNR and SSIM) with solutions’

perceptual results measured in a user study. From above

200 registered participants, 13 teams submitted solutions

for the final test phase of the challenge. The proposed so-

lutions significantly improved baseline results, defining the

state-of-the-art for practical image enhancement.

1. Introduction

Image restoration and image enhancement are among the

fundamental computer vision problems aiming at the im-

provement of different image quality aspects, including its

perceptual quality, resolution, color rendition, etc. With a

wide range of practical applications and challenges, these

topics have witnessed an increased interest from the vision

A. Ignatov and R. Timofte ({andrey,radu.timofte}@vision.ee.ethz.ch,

ETH Zurich) are the challenge organizers, while the other authors par-

ticipated in the challenge. The Appendix A contains the authors’ teams

and affiliations. NTIRE 2019 Image Enhancement Challenge webpage:

http://vision.ee.ethz.ch/ntire19

Figure 1. The rig with the four DPED cameras.

and graphics communities over the recent years [28, 4, 1,

5, 9, 2, 22, 10]. One of the key real-world problems in this

area is photo enhancement — as the popularity of mobile

photography is rising constantly, there is an increasing need

for improvement of photos captured with tiny mobile cam-

era sensors, leading to a number of research works targeting

image enhancement on smartphones [14, 16, 17, 6].

The problem of comprehensive image quality enhance-

ment has emerged quite recently [14, 15], though signifi-

cant progress has been achieved over the last years. A fur-

ther development in this field was facilitated by the PIRM

challenge on perceptual image enhancement on smart-

phones [17] that produced a large number of efficient so-

lutions that have substantially improved the baseline re-

sults [25, 8, 30, 13, 20].

The NTIRE 2019 Image Enhancement challenge is a

step forward in benchmarking example-based single image
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Figure 2. The original iPhone 3GS photo (left) and the same image enhanced by the DPED network [14] (right).

enhancement. It uses a diverse DPED dataset [14] consist-

ing of photos captured with several smartphones and Canon

DSLR camera, and is taking into account both quantitative

and qualitative visual results of the proposed solutions. In

the next sections we describe the challenge and the corre-

sponding dataset, present and discuss the results and de-

scribe the proposed methods.

2. NTIRE 2019 Enhancement Challenge

The objectives of the NTIRE 2019 Challenge on Single-

Image Enhancement are to gauge and push the state-of-the-

art in image enhancement, to compare different approaches

and solutions, and to promote realistic image enhancement

settings defined by the DPED dataset. The challenge con-

sists of the following phases:

i development: the participants get access to the data;

ii validation: the participants have the opportunity to

validate their solutions on the server and compare the

results on the validation leaderboard;

iii test: the participants submit their final results, models,

and factsheets.

The goal of this challenge is to automatically improve

the quality of photos captured with smartphones. For this,

the participants were proposed to work with the DPED [14]

dataset consisting of several thousands of images cap-

tured synchronously by three smartphones and one high-

end DSLR camera (figure 1). Here we only consider a prob-

lem of mapping photos from a very old iPhone 3GS device

into the photos from Canon 70D DSLR as this task is the

most challenging one. An example of the original and en-

hanced DPED test images are shown in figure 2.

All solutions submitted by the participants were evalu-

ated based on three measures:

• PSNR measuring fidelity score,

• SSIM, a proxy for perceptual score,

• MOS (mean opinion scores) by a user study for explicit

image quality assessment.

Though SSIM scores are known to correlate better with

human image quality perception than PSNR, they are still

often not reflecting many aspects of real image quality.

Therefore, during the final test phase we conducted a user

study involving several hundreds of participants (using

Amazon’s MTurk platform ). The challenge participants

submitted solutions for 10 full resolution test images and

the user study participants were asked to rate the visual re-

sults of all submitted solutions by selecting one of five qual-

ity levels (definitely worse, probably worse, probably better,

definitely better, excellent) for each method result in com-

parison with the original input image. The expressed prefer-

ences were averaged per each test image and then per each

method to obtain the final MOS.

3. Challenge Results

From above 200 registered participants, 13 teams entered

the final phase and submitted results, codes / executables,

and factsheets. Table 1 summarizes the final challenge re-

sults and reports PSNR, SSIM and MOS scores for each

submitted solution, as well as the self-reported runtimes and

hardware / software configurations. The methods are briefly

described in section 4, and the team members are listed in

Appendix A.

3.1. Architectures and main ideas

All the proposed methods were relying on end-to-end

deep learning-based solutions. The most common basic ar-

chitectures were ResNet [12] and U-Net [26], which ideas

and structures were used by the majority of methods. For

faster training and inference and lower RAM consumption

https://www.mturk.com/
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factsheet info quantitative results

Team Author Framework Hardware, GPU Reported Runtime, ms PSNR SSIM MOS

Mt.Stars zxg1120101037 PyTorch GeForce GTX 1080 Ti 15 22.348760 0.790668 2.784

TeamInception swz30 PyTorch Tesla V100 109 22.414647 0.791206 2.595

BMIPL UNIST DW Sprite PyTorch Titan V 1500 22.442052 0.802927 2.591

BOE-IOT-AIBD BOE-IOT-AIBD PyTorch Titan X Maxwell 40 21.738756 0.781655 2.554

HIT-Xlab zhwzhong PyTorch Telsa V100 520 22.143558 0.787604 2.529

TTI iim lab PyTorch TITAN X 500 22.165396 0.762101 2.527

Geometry Jie Liu PyTorch GeForce GTX 1080 Ti 220 21.752385 0.782175 2.419

IVL flavio PyTorch Titan X Pascal 6.5 21.369116 0.718913 2.402

HIT-UltraVision UltraVision PyTorch GeForce GTX 1080 Ti 20000 21.921673 0.783971 2.394

ViPr nelson1996 Keras / TensorFlow GeForce RTX 2060 160 18.685189 0.729987 2.293

MENet scape1989 TensorFlow GeForce GTX 1080 Ti 12 18.397164 0.756864 2.253

Rainbow zheng222 PyTorch GeForce GTX 1080 Ti 500 22.663374 0.796817 n/a *

MiRL KantiKumari PyTorch n/a 80 20.966558 0.744575 n/a *

Table 1. NTIRE 2019 Image Enhancement Challenge results and final rankings. * – Solutions from Rainbow and MiRL teams produced

corrupted image results when running on full-resolution test photos.

(allowing to use larger batch sizes), most of the teams were

doing image processing in low-resolution space. Another

key benefit from image downsampling was the ability to in-

troduce larger changes when working with compact feature

representations, which is crucial for the considered image

enhancement task as it often requires the content of the pho-

tos to be significantly altered. Other popular ideas were to

use the attention mechanism [31] to improve the networks’

performance, to employ a self-ensemble strategy [29] often

leading to higher PSNR / SSIM scores, and to process fea-

ture maps in parallel in different resolutions / scales, which

allows to refine both content- and texture-based features.

Almost all teams were using Adam optimizer to train deep

learning models, and were implementing their solutions in

PyTorch.

3.2. Performance

Mt.Stars is the best scoring team and the winner of the

NTIRE 2019 Enhancement Challenge, while TeamIncep-

tion and BMIPL UNIST DW are the runner-ups. These

three methods achieved quite similar PSNR scores, though

the solution proposed by Mt.Stars has demonstrated sub-

stantially higher MOS results measuring the target percep-

tual image quality. The highest PSNR scores were obtained

by the method presented by Rainbow team, though unfor-

tunately it was able to work only with small image patches,

and on full-resolution photos it produced corrupted visual

results. It should be also mentioned that many of the pro-

posed approaches were producing various artifacts on the

processed full-size images, which is a consequence of the

task complexity — the larger the required image transfor-

mations, the more side-effects they are generally causing.

Regarding the runtime, it is quite difficult to precisely com-

pare the efficiency of the proposed methods as all mea-

surements were done on different hardware configurations,

though in general the fastest solutions were proposed by

IVL, Mt.Stars, MENet and BOE-IOT-AIBD teams.

3.3. Discussion

The NTIRE 2019 Image Enhancement Challenge pro-

moted realistic settings for the image enhancement task —

instead of using synthetic datasets capturing only a very

limited amount of image quality aspects, the participants

were proposed to improve the quality of real photos cap-

tured with low-end mobile cameras, and were provided with

the DPED dataset containing paired and aligned photos

captured with smartphones and a high-end DSLR camera.

A diversity of proposed approaches surpassed the baseline

methods defined in [14] and demonstrated improved visual

results. We conclude that the challenge through the pro-

posed solutions defined the state-of-the-art for the practical

image enhancement task.

4. Challenge Methods and Teams

This section describes solutions submitted by all teams

participating in the final stage of the NTIRE 2019 Image

Enhancement Challenge.

4.1. Mt.Stars

Mt.Stars team proposed a CNN architecture that had

a U-Net-based structure with removed skip connections,

and contained an encoder module, a multiscale downsam-

ple module, two modified HRNet [27] modules, and a de-

coder. The encoder consisted of three convolutional layers

and leaky ReLU activation functions. A convolution with

stride 2 was used for image downsampling in the corre-

sponding multiscale downsampling module that produced

×2, ×4 and ×8 downscaled feature maps. These maps were

then fed as inputs to the HRNet modules, where batch nor-

malization layers were replaced with instance normalization

layers. Every branch of the considered HRNets contained

three residual blocks, and the networks produced three out-

puts of the same size as the input feature maps. A trans-

posed convolution was used for performing the upsampling
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operation: the smallest feature map was upsampled by a

factor of 2, summed with the second feature map, then up-

sampled again and summed with the largest feature map,

and the result was passed to the decoder module consisting

of three convolutional layers. The last layer was followed

by by a tanh activation function. The network was trained

with a combination of L1, GAN, VGG, MS-SSIM and to-

tal variation losses with the following weights: 1500, 100,

0.001, 500 and 1, respectively.

4.2. TeamInception

TeamInception proposed to recursively improve the

color contrast of the input image with a recursive attention

network (RAN) depicted in figure 3.

Figure 3. Recursive Attention Network (RAN).

At the entry point of the RAN network, the authors em-

ployed a convolutional layer that takes a low-contrast image

as an input and extracts low-level features. The features are

fed to the detail decomposition module (DDM), which con-

tains 5 recursive residual groups (RRGs). The goal of RRG

is to progressively improve the information related to the

desired enhanced image from the low-contrast input image.

Each RRG further employs 10 attention blocks (ABs). Fea-

tures that are less important get suppressed at the AB, and

only useful information is propagated onward. To discern

such features, the authors applied a depth-wise attention

branch that models the relationships among channels and

adaptively rescales the feature responses. It does so by first

applying a global average pooling (GAP) operation to the

input tensor of size H ′
×W ′

×C ′ to obtain a global descrip-

tor of size 1× C ′. Next, a convolutional layer is applied to

the global descriptor that reduces its channel dimension by a

factor of 16. The descriptor then passes through a channel-

upscaling convolutional layer that yields a descriptor of size

1 × C ′ that is activated with a sigmoid gating function. Fi-

nally, the descriptor enriched with channel statistics is used

to rescale the input tensor.

In each AB, the features belonging to the latent enhanced

image are bypassed via skip connections while other fea-

tures go through subsequent ABs for further detail decom-

position. The last convolutional layer of the network re-

ceives deep features from the last RRG (after convolution)

and yields the final enhanced image having the same reso-

lution as the input image.

The whole network was trained with a combination of

L1, MS-SSIM and VGG-based losses with weights 0.136,

0.714 and 0.15, respectively, for 300 epochs with Adam op-

timizer with a learning rate of 10−3 decreased by half after

every 40 epochs. At the inference time, a self-ensemble

strategy [29] is employed: for each input image, the authors

created a set of the following 8 images: original, flipped,

rotated 90, 180 and 270 degrees; flipped and rotated by 90,

180 and 270 degrees. Next, these transformed images were

passed through the proposed model to obtain the enhanced

outputs. Then the above transformations were undone, and

all obtained images were averaged to obtain the final output

image.

4.3. BMIPL UNIST DW

BMIPL UNIST DW team used the architecture illus-

trated in figure 4. The proposed network first downscaled

the input color image of size W ×H×3 to the feature maps

of size W/2×H/2×64 that were fed into the backbone net-

work and residual in residual (RIR) skip connection to yield

the initial feature maps (figure 4 b). A residual channel at-

tention network (RCAN) [32] was used as a backbone of

the proposed network. Then the obtained features were up-

scaled, combined together with the input image and passed

to the second module (figure 4 a) that produced the final

output. A more detailed overview of the proposed approach

can be found in [24]

Figure 4. Architecture proposed by BMIPL UNIST DW team.

For image downscaling, a convolutional layer with stride

2 was used. The network was trained for 300 epochs with

Adam optimizer with a learning rate of 0.5 · 10
−5 reduced

by half every 100 epochs. Random crops, horizontal and

vertical flips were utilized for data augmentation. A self-

ensemble strategy described in [29] was additionally used

during inference.
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4.4. BOE­IOT­AIBD

BOE-IOT-AIBD presented a solution based on the Itera-

tive Back-Projection (IBP) algorithm [18]. The new multi–

scale architecture was designed with the aim to solve gen-

eral image enhancement problems based on previous work

on image super–resolution [23]. The general definition of

the system is depicted in figure 5: The Analysis and Syn-

thesis modules convert an image into a feature space and

vice versa using convolutional networks. The Upscaler and

Downscaler modules are composed of convolutional layers

and strided (transposed) convolutions.

Figure 5. Architecture proposed by BOE-IOT-AIBD.

4.5. HIT­XLab

HIT-XLab team proposed a deep dense-in-dense net-

work which use a multi-scale attention mechanism to fur-

ther improved the network proformance. To ease the train-

ing of deeper network and to alleviate gradient vanishing

problem we incoperate the short skip connection in each

local dence block and a long skip connection to let the net-

work to learn the residual mapping rather than original map-

ping. Each feature gengerated from different local dense

block were concated and utilized to reconstructed the final

result.

During the training phase, the input size is set to 32× 32

and the mini-batch size is to 64. The model was trained

with L1 loss and Gridient loss using Adam optimizer with

the initial learning rate 1 × 10
4 and decrease by half it ev-

ery 10 epochs, our network was stopped until the loss was

unchanged.

4.6. TTI

TTI team proposed the architecture that was also inspired

by the Deep Back-Projection Networks [11]. The authors

constructed iterative down-up projection units based on the

following assumption: down-projection unit can be used to

produce the predicted low-resolution image which is repre-

sented in the feature domain. Then, the up-projection unit

is used to upscale the feature-maps back to the original res-

olution. The authors used error feedbacks from the up- and

down-scaling steps to guide the network to achieve optimal

results as shown in figure 6.

Figure 6. TTI’s network structure.

4.7. Geometry

Geometry team used a weakly-dense convolution net-

work (figure 7) with residual blocks to catch more infor-

mation from the long-range feature maps. The network was

trained to minimize MAE and SSIM losses with Adam op-

timizer.

Figure 7. A weakly-dense convolution network.

4.8. IVL

IVL team used a global color transformation-based ap-

proach to enhance DPED images [3]. The proposed method

(figure 8) is composed of two different neural networks: the

first one performs global enhancement by estimating the co-

efficients of the global color transformation (in the form of a

continuous piecewise function), which is later applied to the

input image. The second network performs local enhance-

ment and estimates the best spatial filters to be applied to

further improve the image.

Figure 8. Global color transformation approach used by IVL.

4.9. HIT­UltraVision

HIT-UltraVision team proposed a multi-level wavelet

residual network (MWRN) by incorporating MWCNN [21]

with multiple residual blocks (figure 9). Similar to

MWCNN, MWRN adopts discrete wavelet transform

(DWT) as a downsampling operator in the second and third
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levels of the encoder, and inverse wavelet transform (IWT)

as an upsampling operator in the corresponding decoder.

MWRN uses 10 residual blocks in each level to enhance

feature representations and speed-up the training. Adam al-

gorithm and L2-norm are utilized to optimize the network’s

parameters.
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Figure 9. A multi-level wavelet residual network.

4.10. ViPr

ViPr team used unsupervised learning in this task, and

deployed a 2-way GAN architecture that was based on Cy-

cleGAN. The generator depicted in figure 10 was taking

images converted to HSV colorspace and enhancing them,

while the discriminator was learning to distinguish between

the enhanced and real DSLR images. The ViPr proposed

solution is fully described in [7].

Figure 10. Generator architecture proposed by ViPr.

4.11. MENet

MENet team proposed a network consisting of 4 resid-

ual dense blocks (see Figure 11). Each block was composed

of densely connected, local feature fusion (LFF) and local

residual learning layers, leading to a contiguous memory

(CM) mechanism. All convolutional layers in the image en-

hancement network were additionally regularized by spec-

tral normalization. For GAN’s part of the total loss, the au-

thors used a relativistic average discriminator with the same

architecture as in [14].

Figure 11. Residual Dense Network used by MENet team.

4.12. Rainbow

Rainbow team based their solution on EDSR architec-

ture [19] with a fusion block presented in figure 12. This

block was used to construct 32 residual in residual fusion

blocks (RRFB) that were operating with input data down-

scaled by a factor of 4 with two strided convolutional layers.

Figure 12. A fusion block and the overall CNN architecture pro-

posed by Rainbow team.

4.13. MiRL

MiRL team proposed the idea of using an ensemble of

three different networks(see Figure 13): one U-Net-based

CNN for plain image-to-image translation, one network for

content-aware image improvement, and one for image de-

noising. The outputs of these networks were summed to get

the final image.
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Figure 13. An ensemble of three networks proposed by MiRL.
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A. Appendix 1: Teams and affiliations

NTIRE 2019 Image Enhancement Team

Members:

Andrey Ignatov – andrey@vision.ee.ethz.ch,

Radu Timofte – radu.timofte@vision.ee.ethz.ch

Affiliation:

Computer Vision Lab, ETH Zurich, Switzerland

Mt.Stars

Title:

HR-EnhanceNet

Members:

Xiaochao Qu – quxiaochao@meitu.com,

Xingguang Zhou, Ting Liu, Pengfei Wan

Affiliations:

MTlab (Meitu, Inc.), China

TeamInception

Title:

Image Enhancement via Recursive Residual Network

with Attention

Members:

Syed Waqas Zamir – waqas.zamir@inceptioniai.org,

Aditya Arora, Salman Khan,

Fahad Shahbaz Khan, Ling Shao

Affiliations:

Inception Institute of Artificial Intelligence (IIAI),

United Arab Emirates

BMIPL UNIST DW

Title:

Down-Scaling with Learned Kernels in Multi-Scale Deep

Neural Networks for Non-Uniform Single Image Enhancement

Members:

Dongwon Park – dong1@unist.ac.kr,

Se Young Chun

Affiliations:

Ulsan National Inst. of Science and Technology (UNIST),

Republic of Korea

BOE-IOT-AIBD

Title:

Back-Projection Pipelines for Image Enhancement Challenge

Members:

Pablo Navarrete Michelini – pnavarre@boe.com.cn,

Hanwen Liu, Dan Zhu

Affiliations:

BOE Technology Group Co., Ltd., China

HIT-XLab

Title:

A Multi-Scale Attention based Convolution Neural Network

for Image Enhancement

Members:

Zhiwei Zhong – zhwzhong.hit@gmail.com,

Xianming Liu, Junjun Jiang, Debin Zhao

Affiliations:

Harbin Institute of Technology, China

Peng Cheng Laboratory, China

TTI

Title:

Deep Back-Projection Networks

Members:

Muhammad Haris – mharis@toyota-ti.ac.jp,

Kazutoshi Akita, Tomoki Yoshida,

Greg Shakhnarovich, Norimichi Ukita

Affiliations:

Toyota Technological Institute (TTI), Japan

Toyota Technological Institute at Chicago (TTIC), USA

Geometry

Title:

Image Enhancement via Weakly-Dense Convolution Network

Members:

Jie Liu – jieliu543@gmail.com,

Cheolkon Jung
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Affiliations:

Xidian University, China

IVL

Title:

Content-Preserving Tone Adjustment for Image Enhancement

Members:

Raimondo Schettini 1 – schettini@disco.unimib.it,

Simone Bianco 1, Claudio Cusano 2, Flavio Piccoli 1

Affiliations:

1 – Department of Informatics, Systems and Communication,

University of Milano-Bicocca, Italy;

2 – Department of Electrical, Computer and Biomedical

Engineering, University of Pavia, Italy

HIT-UltraVision

Title:

Multi-level Wavelet Residual Network

Members:

Pengju Liu 1,2 – lpj008@126.com,

Kai Zhang 1, Jingdong Liu 2, Jiye Liu 1,

Hongzhi Zhang 1,2, Wangmeng Zuo 1

Affiliations:

1 – School of Computer Science and Technology, Harbin

Institute of Technology, China;

2 – Harbin Ultravision Technology, China

ViPr

Title:

Aesthetic-Guided Enhancement with 2-way GAN Structure

Members:

Nelson Chong Ngee Bow – NelsonChong9323@gmail.com,

Lai-Kuan Wong, John See

Affiliations:

Multimedia University, Malaysia

MENet

Title:

Image Enhancement via Residual Dense Network and

Relativistic Average Discriminator

Members:

Jinghui Qin – qinjingh@mail2.sysu.edu.cn,

Lishan Huang, Yukai Shi, Pengxu Wei,

Wushao Wen, Liang Lin

Affiliations:

Sun Yat-Sen University, China

Rainbow

Title:

Residual Fusion Network

Members:

Zheng Hui – zheng hui@aliyun.com,

Xiumei Wang, Xinbo Gao

Affiliations:

School of Electronic Engineering, Xidian University, China

MiRL

Title:

Image Enhancement using an Ensemble of Convolutional

Neural Networks

Members:

Kanti Kumari – kumarikanti66@gmail.com,

Vikas Kumar Anand, Mahendra Khened,

Ganapathy Krishnamurthi

Affiliations:

Medical Imaging and Reconstruction Laboratory, Department

of Engineering Design, Indian Institute of Technology Madras,

India
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