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Abstract. This research focuses on the analysis of measurements from distributed sensing of 

structures. The premise is that ambient temperature variations, and hence the temperature 

distribution across the structure, have a strong correlation with structural response and that this 

relationship could be exploited for anomaly detection. Specifically, this research first investigates 

whether support vector regression (SVR) models could be trained to capture the relationship 

between distributed temperature and response measurements and subsequently, if these models 

could be employed in an approach for anomaly detection. The study develops a methodology to 

generate SVR models that predict the thermal response of bridges from distributed temperature 

measurements, and evaluates its performance on measurement histories simulated using numerical 

models of a bridge girder. The potential use of these SVR models for damage detection is then 

studied by comparing their strain predictions with measurements collected from simulations of the 

bridge girder in damaged condition. Results show that SVR models that predict structural 

response from distributed temperature measurements could form the basis for a reliable anomaly 

detection methodology.  

1. Introduction 

Bridges are valuable assets of the national highway infrastructure and their maintenance 

and management imposes a significant cost on the economy. In the UK, local authorities and 

Network Rail [1] estimated that they would require over £1.95 billion for the repair and 

strengthening of their bridge stock. The Federal Highway Administration (FHWA) [2] in the 

USA noted that almost 24% of the country’s bridge stock was classified as structurally 

deficient or functionally obsolete in 2011. Therefore there is significant interest among the 

bridge engineering community in innovative technologies and approaches that reduce 

lifecycle costs of asset management.  Current assessment procedures rely primarily on visual 

inspections, which have the following drawbacks:  

 They often fail to detect early-stage damage [3]; Repairs undertaken at an advanced stage 

of deterioration are generally expensive and cause significant traffic disruption. 

 They seldom provide sufficient data for accurately characterizing structural behaviour 

[3]. Consequently, estimates of structural capacity are typically conservative and impose 

unnecessary strengthening and replacement costs.  

Monitoring systems have the potential to overcome these limitations by enabling early 

detection of the onset of damage, and accurate evaluation of asset condition and behaviour.  

In the last decade, Structural Health Monitoring (SHM) systems have been deployed more 

frequently on bridges with the objective of tracking their real-time performance [3]. For 

example, three long-span bridges – Tsing Ma bridge, Kap Shui Mun bridge and Ting Kau 

bridge, are continuously monitored using over 800 permanently-installed sensors as part of 

the Wind and Structural Health Monitoring System (WASHMS) by the highways department 

in Hong Kong [4]. Wireless sensors that take advantage of energy-harvesting technologies 

are expected to further simplify the installation of future monitoring systems, and the storage 

and transmission of collected data [5-7]. These developments are envisaged to form the 
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underpinning technologies for smart infrastructures [8] of the future that continuously sense 

their environment and provide real-time asset condition for effective management. However, 

this transition is greatly dependent on the development of fundamental methodologies for 

processing and interpreting the deluge of measurements generated by sensing systems.  

The inverse engineering task of defining the state of a system from indirect measurements 

is often referred to as structural system identification [9]. System identification techniques 

[10] can be broadly classified into two categories: (i) model-based methods and (ii) data-

driven methods. Model-based methods identify one or more behaviour models of the 

structure that are representative of measured structural behaviour. Since models are directly 

useful for structural assessment, these methods have been extensively studied by researchers 

in structural health monitoring (SHM). Many have focused on the evaluation of modal 

parameters such as mode shapes, frequencies and damping from vibration-based monitoring 

(VBM) [3, 11]. Model-based methods have also been investigated for interpreting static 

measurements [12, 13]. In particular, multi-model strategies [14, 15] that explicitly account 

for modelling and measurement uncertainties have been developed and successfully 

illustrated for analyzing measurements from static load tests of full-scale bridges [16]. 

However, challenges still remain, the most difficult being the quantification of the effect of 

variations in ambient conditions [11] and in particular, temperature variations which are 

known to greatly affect structural response [11, 17, 18]. Recently, Kulprapha and Warnitchai 

[19] showed that behavior models could be developed for predicting the thermal response of 

a multi-span pre-stressed concrete bridge from distributed temperature measurements. 

However, model development and simulation is often time and resource-intensive and thus 

not suited for analyzing large volumes of measurements [20]. 

In contrast to model-based methods, data-driven methods require minimal structural 

information and hence offer a lot of promise for real-time interpretation of measurements 

from continuous monitoring. These methods attempt to detect anomalous structural behaviour 

by evaluating whether new measurements deviate sufficiently from measurements taken 

when the structure is assumed to be healthy (baseline) state. For example, measurements 

collected soon after construction could be assumed to represent the normal condition and new 

measurements could be compared against this data to detect damage. Researchers have 

investigated many statistical techniques for interpreting quasi-static measurements including 

wavelet transform [21], pattern recognition [22] and autoregressive moving average models 

[23]. However, these methods do not incorporate the effects of ambient temperature 

variations and therefore detect anomalous structural behaviour only at advanced stages of 

damage since damage-induced changes in structural response are often masked by larger 

changes due to diurnal temperature variations.  

Previous long-term monitoring studies have illustrated that daily and seasonal temperature 

variations have a great influence on the structural response of bridges [24, 25], and that this 

influence may even exceed the response to vehicular traffic [26]. Catbas et al. [26] monitored 

a long-span truss bridge in the USA and observed that the annual peak-to-peak strain 

differentials for the bridge were ten times higher than the maximum traffic-induced strains. 

Measurements taken from the Tamar bridge in the UK by Koo et al. [27] also showed that 

thermal variations were the major driver of deformations in the structure. Therefore there has 

been considerable interest in the SHM community on quantifying the effect of ambient 

conditions on structural response [28-30] and in particular, employ it for damage detection. 

The anomaly detection approach proposed by Posenato et al. [31, 32] relies on correlations 

between strain measurements and seasonal temperature variations. However, this approach 

based on moving principal component analysis (MPCA) requires a large set of reference 

measurements and is also unable to detect anomalous behaviour unless damage is very 
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severe. Laory et al. [33] later illustrated the importance of including temperature effects in the 

interpretation process by showing that eliminating seasonal temperature variations from the 

measurement histories could negatively affect the performance of MPCA. However, no 

previous study has yet attempted to exploit the inherent relationship between distributed 

temperature and response measurements for anomaly detection.  

This research attempts to explicitly capture the relationship between temperature 

distributions and response using support vector regression (SVR) models, and exploit this 

relationship for damage detection.  SVR essentially employs the same theoretical concepts as 

support vector machines (SVM), which are a class of supervised learning methods widely 

used in the computing community for classification tasks. SVRs are chosen in this research 

due to their many successful applications for anomaly detection in diverse subjects such as 

computer networks, finance and medicine [34, 35]. In the civil engineering domain, Ray and 

Teizer [36] used SVR to create blind spot maps based on the construction machinery 

operator’s head pose; the maps could then aid in warning operators of the presence of objects 

in their blind spots. SVRs have also been previously used in SHM applications. Shengchao et 

al. [37] proposed a SVR-based fault detection method to detect anomalies in the structure of 

F-16 fighters without requiring prior measurements for a faulty condition. Other applications 

in SHM include structural integrity assessment [38] and structural system identification [39]. 

SVR has also been shown to effectively capture correlations between temperatures and modal 

frequencies [40]. However, previous studies have not examined the application of SVR for 

quasi-static measurements, the focus of this research.  

This research aims to develop a fast and robust method for anomaly detection by taking 

advantage of the correlations between temperature distributions across a structure and the 

measured structural response. The paper first presents an approach for generating SVR 

models from distributed temperature and response measurements. It then describes a strategy 

of using such models for anomaly detection. The paper evaluates the feasibility of this 

methodology on measurements that are obtained from simulations of numerical models 

representing a bridge girder in healthy and damaged states. It will also assess the performance 

of the developed methodology in the presence of noise and outliers in measurements.  

2. Methodology 

A typical bridge management framework that employs feedback from monitoring in the 

decision-making process is shown in Figure 1. The management process is iterative with 

results from monitoring being used to plan and prioritize interventions (e.g. repair, 

strengthening) and measurements from the bridge helping with condition assessment. The 

anomaly detection methodology that is presented in this paper is expected to form part of a 

suite of data interpretation techniques present within such a framework. These techniques, 

which may include both model-based and data-driven strategies, will supply information on 

real-time structural behaviour and condition. 

This study will develop data-driven strategies for integrating the thermal response of 

bridges in the measurement interpretation process (shaded block in the measurement 

management module in Figure 1). It is, in principle, a first step towards using distributed 

temperature and response measurements for structural performance monitoring. The 

objectives are to (i) demonstrate that a data-driven strategy could accurately predict the 

thermal response of a structure from distributed temperature measurements and (ii) such a 

strategy could then form the basis of an anomaly detection methodology. While the examples 

in the paper predominantly focus on the relationship between temperature distributions and 
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the strains they introduce in the structure, the proposed concepts are, however, applicable in 

general to all types of structural response (e.g. tilt, displacement). 

 

 Figure 1: A typical framework for bridge management  

  

 

 Figure 2: A flow chart of the proposed anomaly detection methodology.  

A flowchart of the measurement interpretation strategy presented in this paper is shown in Figure 

2. Measurements collected from sensors are first pre-processed to handle noise and remove outliers. 

These are initially used to train a regression model that captures the relationship between distributed 

temperature measurements and the measured thermal response. This training phase referred to as 

model identification in Figure 2 could happen when the structure is known to behave normally such as 

immediately after construction. The trained regression model is subsequently employed for predicting 

the structure’s thermal response. During this phase, which is noted as model evaluation in Figure 2, 

the predictions from the regression models are compared with measured thermal response. The 

prediction errors are later analyzed within a post-processing phase. This study employs signal 

processing techniques to detect anomalous behaviour from the time series of prediction errors. The 

emphasis in this paper will be on the concept of employing support vector regression (SVR) 

for predicting the thermal response of bridges and on the post-processing of SVR output. The 
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following section describes the approach for developing SVR models that form the basis for 

the proposed anomaly detection methodology.  

3. Support Vector Regression (SVR)  

3.1 Theory 

SVR uses the same features that are central to support vector machines (SVM). In SVMs, 

datasets are often first transformed to a higher dimensional feature space using a kernel trick. 

Optimization is then used to find the hyper-plane that best separates datasets in this 

transformed feature space. The vectors that define the hyper-plane are referred to as support 

vectors. The process of finding the support vectors can be computation-intensive due to the 

tuning required as well as the quadratic optimization that is involved. The only addition in 

SVR is a loss function that determines the degree of complexity and generalization provided 

by the regression.  

There are two main classes of SVR approaches – ɛ-SVR and ν-SVR. ν–SVR is used in this 

study since it requires less tuning and fewer number of parameters than ɛ-SVR. It also 

automatically minimizes the loss function and has been shown to support more meaningful 

data interpretation [41, 42]; this premise is validated by results from this research.  

As for any machine learning technique, the core task in developing a regression model is 

to find model parameters that minimize the prediction error. The sensitivity of the SVR 

model is greatly dependent on the value specified for ν – a parameter which determines the 

number of support vectors and the number of bias support vectors. In addition to ν, values for 

two other parameters – a regularization constant (C) and gamma (γ), that also affect the 

performance of the SVR model have to be specified. Five-fold cross-validation is employed 

to evaluate the best values for C and γ. In this procedure, a data set is split into five equal 

parts such that one part constitutes the learning set that is trained on the other four parts. The 

values for C and γ are chosen such that they maximize the coefficient of determination (or 

squared correlation coefficient (R
2
)), which is derived as follows: 

               
  

               
               (1) 

where ypi and yri represent the prediction and measurement at the i
th

 time-step,    is the mean 

value of the observed data and n is the number of observations. Lastly, several types of kernel 

functions are examined in this research. However, for reasons of brevity, results are presented 

only for linear kernels, which were also observed to give the best performance. 

3.2 SVR for Anomaly Detection 

Temperature and response measurements collected during an initial reference period when 

the structure has no damage constitute the training set. All measurements are scaled between 

0 and 1 to reduce the time required to compute a SVR model. After training, distributed 

temperature measurements are provided as input to the SVR model and its predictions 

compared against measured thermal response. The difference (∆yi) between the predicted and 

measured response at a given sensor location (Eq. 2), i.e. prediction error, is a measure of the 

structure’s deviation from normal behaviour.  

                        (2) 
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In this study, strain histories are obtained from simulations of a numerical model that 

represents a bridge girder in healthy and damaged states. This numerical model is described 

in detail in the following section.  

4. Numerical Model 

A numerical model (see Figure 3) representative of a typical reinforced concrete girder 

found in highway bridges is employed as a test-bed in this study. The model is created using 

8-noded plane stress elements in Ansys [43]. Each element has the following dimension: 

360     300 mm   500 mm (                      ). Fiber Bragg grating (FBG) 

sensors that measure both strains and temperatures are assumed to be present on top and 

bottom faces at the quarter-spans of the girder. They have accuracies of ±1μɛ and ±0.1°C. 

The locations of these sensors are shown in Figure 3 as S-1, S-2, etc.   

 Figure 3: Numerical model of a bridge girder with S-i (i = 1, 2, …, 12) showing the assumed FBG 

sensor locations; the damaged element is near S-2.  

The main purpose of setting up the numerical model is to simulate measurements of 

strains and temperatures similar to those generated by distributed sensing systems in 

continuously-monitored bridges under daily and seasonal temperature variations. The 

temperature distribution in a bridge is dependent on several factors including the ambient 

temperature, the geographical orientation of the bridge and its exposure to the sun. These 

effects could lead to complex, nonlinear temperature gradients in the bridge. This study 

focuses on the computational modelling of the relationship between temperature distributions 

and thermal response. Since it is the first such investigation into the thermal response of 

bridges, it evaluates the proposed approach for linear temperature gradients. Specifically, the 

following temperature distribution (see Figure 4) is considered: TEMP1 – a scenario 

representing linear temperature gradients across the length and depth of the girder (Figure 4). 

It is similar to the scenarios used in a previous study by Posenato et al [31]. Other forms of 

linear temperature gradients and combinations of these distributions have also been evaluated 

in this research to ensure that the proposed methodology is not sensitive to the nature of 

temperature distribution. However, results for these cases are not presented in this paper since 

its focus is on the central theme of anomaly detection. 

 

 Figure 4: Temperature distribution for model in Figure 3; arrows show the direction of temperature 

increase. 
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Temperature histories from the European Climate Assessment & Dataset project (ECAD) 

project [44] are used to define the temperature distributions outlined in Figure 4. The 

histories are comprised of minimum, average and maximum daily temperature readings for a 

specific geographic location. Values for T1-T4 in Figure 4 for each time step are derived 

from the ECAD temperature histories. This study uses temperature histories recorded in 

Camborne, Cornwall, UK. Sensor readings are assumed to be taken during the hours when 

the bridge has minimal vehicular traffic. This is to ensure that the effects of ambient 

temperature variations dominate the measurements. This study also assumes the frequency of 

measurement collection to be one reading per day.  

The model is used to simulate measurements from a bridge in both normal and damaged 

states. The structure is assumed to behave normally for the first three years. Damage is 

introduced after 1100 days (≈ 3 years) as a reduction in the material stiffness in one element. 

In concrete bridges, damage is often initiated by the corrosion of reinforcing steel due to 

chemical ingress. This tends to occur closer to mid-spans since the bending moments and the 

widths of resulting flexural cracks are largest around these locations. In an attempt to 

generate realistic damage scenarios, damage is modelled close to the middle of the first span 

of the bridge girder as shown in Figure 3. The following damage scenarios are considered:  

(i) D1 – instant stiffness loss of 30%; 

(ii) D2 – instant stiffness loss of 10%; 

(iii) D3 – instant stiffness loss of 5%; 

(iv) D4 – gradual stiffness loss – 1% reduction in stiffness every 15 days for 10 months 

(until it reaches 10%); 

(v) D5 – gradual stiffness loss – 1% reduction in stiffness every 30 days for 10 months. 

Measurements from full-scale structures often include outliers and noise. To account for 

this, randomly distributed outliers are introduced to the data set to represent malfunctioning 

sensors or external effects that may temporarily affect the sensors. They are introduced in 

both temperature and response measurements. We consider three outlier scenarios – O1, O2 

and O3, equivalent to outlier percentages of 1%, 2% or 4% respectively. Magnitudes of 

outliers are assumed to be between -100 and +100 units. Measurement noise is added using a 

uniformly distributed random variable that takes values below 1% (N1), 2.5% (N2) or 5% 

(N3) of the peak-to-peak range of measurements from the first year.  

5. Results 

5.1 Performance of SVR model 

The efficiency of the SVR strategy proposed in Section 3 is evaluated on data from the 

numerical model described in Section 4. Strain outputs from the numerical model are taken as 

the measurement histories in this study. Measurements are simulated for several scenarios, 

where each corresponds to a combination of a damage scenario and certain levels of outliers 

and noise. For example, scenario D1O1N1 refers to measurements simulated from the 

numerical model for damage case D1 taken together with outliers and noise levels 

corresponding to scenarios O1 and N1 respectively. Figure 5 shows the strain history at 

sensor S-2 of the girder (Figure 4b) for scenario D1. The figure shows that damage modelled 

as a 30% loss in stiffness is not visually discernible from the time series. The effects of 

damage are masked by the larger changes in strains due to daily and seasonal temperature 

variations.  
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A SVR model is created for each strain measurement location. Distributed temperature 

measurements constitute the input to the SVR model.  In this study, five-fold cross validation 

is chosen for the training phase. In this procedure, the dataset is randomly divided into 5 

parts; 4 parts are used for training and 1 part for testing the SVR model. Measurements taken 

during the first year form the training and test sets. The Libsvm package [45] is used for 

generating SVR models. A linear kernel is selected for the SVR. The SVR model is then 

evaluated for the task of predicting the structural response, i.e., strains. Figure 6 illustrates 

predictions from a SVR model trained on the first year of measurements from scenario 

D1N3. The SVR model is observed to predict strains to a high degree of accuracy.  

 

Figure 5: Temperature (left) and strain (right) readings from sensor S-2; dashed line indicates the 

introduction of damage. 

  

Figure 6: Comparison of measured and predicted strains for scenario D1N3 for two years (left) and 

a zoomed-in view for two weeks (right).  

The prediction error (y), which is the difference between the measured strain and the 

prediction from the SVR model, could be an indicator of damage. This difference is plotted in 

Figures 7, 8 and 9 for sensor S-2 for damage scenarios D1, D3 and D5. There is a noticeable 

drop in the prediction error ∆y after the damage is introduced; this illustrates that there is a 

deviation from normal behaviour. The time series could also be indicative of a transition to a 

new stable state upon collection of sufficient measurements after damage occurrence. This 

could help in monitoring progress of damage or deterioration. In the next step, time histories 

of predicted errors are analyzed with signal processing methods for automated detection of 

onset of anomalous structural behaviour.  
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5.2 Post-processing of SVR predictions 

This research applies moving fast Fourier transform (MFFT) [46] to find statistical 

evidence of anomalous behaviour from the time series of prediction errors. MFFT is the fast 

Fourier transform of a moving window of data points from a time series, which in this case is 

on a sequence of ∆y values. An anomaly is said to be detected when the indicator, which is 

the amplitude of the lowest frequency from MFFT, deviates significantly from its baseline 

value. The baseline value is defined as the mean value () of the indicator during the 

reference period, i.e., the first year. The maximum permissible deviation from the baseline 

value beyond which a measurement is classified as an anomaly is defined as a constant n 

times the standard deviation (σ) of the indicator values during the reference period [33]. The 

assumption is that indicator values follow a Gaussian distribution with mean  and standard 

deviation , and therefore, measurements that lead to indicator values outside the interval of 

[-nσ,+nσ] have a high probability of representing anomalies. While increasing n reduces 

the sensitivity of the anomaly detection technique, it also minimizes the likelihood of false 

alarms. In this study, n=6 is chosen since it is observed to provide consistent and accurate 

results as shown below. The influence of this parameter on the performance of this 

methodology will be the focus of future research.  

The time to damage detection is measured as the number of days between the introduction 

of damage and the detection of an anomaly. Results are illustrated for three damage scenarios 

D1, D3 and D5 in Figures 7, 8 and 9 respectively. In all three scenarios, the MFFT indicator 

shows a visible jump after damage occurrence and clearly detects anomalous structural 

behaviour.  

 

Figure 7: Time series of prediction errors (∆y) at sensor S-2 for scenario D1 (left) and results from 

MFFT (right); dashed line indicates the introduction of damage 

0 500 1000 1500 2000

-12

-10

-8

-6

-4

-2

0

2

x 10
-3

P
re

d
ic

ti
o

n
 e

rr
o

r 
( 

y
)

Days
500 1000 1500

0

2

4

6

8

10

12

x 10
-3

A
m

p
li
tu

d
e
 o

f 
th

e
 l
o

w
e
s
t 

fr
e
q

u
e
n

c
y

Days

+6
-6



10 

 

 

Figure 8: Time series of prediction errors (∆y) at sensor S-2 for scenario D3 (left) and results from 

MFFT (right); dashed line indicates the introduction of damage 

 

Figure 9: Time series of prediction errors (∆y) at sensor S-2 for scenario D5 (left) and results from 

MFFT (right); dashed line indicates the introduction of damage. 

5.3 Performance under noise and outliers 
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window. The application of IQR to temperature and strain time series from sensor S-2 for 

scenario D5O3 are shown in Figures 10 and 11 respectively.  

 

Figure 10: Time series of temperatures collected at S-2 for scenario D5O3, before (left) and after 

(right) outlier removal. 

 

Figure 11: Time series of strains collected at S-2 for scenario D5O3, before (left) and after (right) 

outlier removal; dashed line indicates the introduction of damage. 
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length of one month is chosen for this task. This procedure is illustrated in Figures 12 and 13. 
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outlier removal respectively for sensor S-2 under scenario D5O3. The plots on the right in 

Figures 12 and 13 provide the results from MFFT. It is clear that the removal of outliers 
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MFFT (see Figure 13).  
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Figure 12: Time series of prediction errors (∆y) at sensor S-2 for scenario D5O3 after pre-

processing strain/temperature measurements for outliers (left) and results from MFFT (right); dashed 

line indicates the introduction of damage. 

  

Figure 13: Time series of prediction errors (∆y) (left) produced after applying IQR analysis to data 

in Figure 12 and corresponding results from MFFT (right); dashed line indicates the introduction of 

damage. 
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Figure 14: Time series of prediction errors (∆y) at sensor S-2 for scenario D5N2 (left); results from 

MFFT of the ∆y time series (right); dashed line indicates the introduction of damage. 

5.4 Discussion  

The previous section presented notable results for only a few scenarios. This research, 

however, has investigated the proposed methodology that combines SVR and MFFT for a 

much larger set of scenarios. These results are summarized in Table 1. As expected, time to 

detect damage varies depending upon the chosen scenario. The introduction of outliers and 

noise has a significant impact on the performance of the methodology. The presence of noise 

and outliers in the measurements increase the time to detect damage and for large levels of 

noise, the methodology completely fails to detect anomalies as shown in Table 1. 

This study has also compared the performance of the proposed methodology with moving 

principal component analysis (MPCA) of the response time histories as previously proposed 

by Posenato et al. [31]. These are presented in Table 1. Results illustrate the superior 

performance of the proposed methodology over the MPCA-based approach. The MPCA 

approach fails to detect damage in all scenarios except for the ones where the intensity of 

damage is the strongest i.e. a reduction of 30% of material stiffness. Moreover, the evidence 

for occurrence of an anomaly may also be weak, i.e., the threshold is exceeded only briefly 

and the eigenvectors do not clearly indicate anomalous behaviour by transitioning to a new 

stable state as would be expected. An example of such behaviour is illustrated for scenario 

D1O1 in Figure 15. 
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Table 1: Time (days) to anomaly detection of the proposed methodology and MPCA [31] for a 

range of scenarios 

Algorithm 

Noise and 

outlier 

scenario 

Damage scenario 

D1 D2 D3 D4 D5 

Proposed 

approach/ 

MPCA [31] 

- 7/4 25/x 19/x 81/x 126/x 

O1 5/70* 22/x 21/x 79/x 116/x 

O2 8/x 17/x 42/x 105/x 139*/x 

O3 25/x 9/x 75/x 80/x 129/x 

N1 3/62 106/x 153/x 140/x 105/x 

N2 105/52 276/x 225/x 102/x 297/x 

N3 71/x 151/x x/x x/x 436*/x 

O1N1 43/56 129/x x/x 294/x 265/x 

O1N2 159/89 x/x x/x x/x x/x 

O1N3 242/x x/x x/x x/x x/x 

* –  weak evidence of anomalous behaviour 

x – failure of algorithm to detect anomaly 

 

Figure 15: Plot of the component corresponding to sensor S-2 in the first principal component 

from MPCA of strain measurements for scenario D1O1 

6. Conclusions 

Conclusions from this study are as follows: 

 The relationship between distributed temperature and response measurements can 

form the basis for anomaly detection techniques that are faster and more accurate than 

the interpretation of the response time histories using MPCA.  

 SVR models can be trained to accurately predict the thermal response of a structure 

from distributed temperature measurements.  
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 The prediction error, which is the difference between a prediction from a SVR model 

and a corresponding measurement, is a reliable indicator of damage. The time series 

of prediction errors can be analyzed by MFFT for anomaly detection. 

 The proposed methodology that combines SVR and MFFT is shown to reliably detect 

anomalous structural behaviour from distributed response and temperature 

measurement in the presence of outliers and measurement noise. 

Future research will evaluate the developed methods on measurements from laboratory 

and full-scale structures. Work is also underway on extending these approaches to find the 

location of damage. Further investigation is required on the sensitivity of the SVR-based 

approach for anomaly detection to tuning parameters such as ν. A long-term research goal is 

to combine the developed methods with strategies that identify traffic loads on the structure.  
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