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Abstract. This last decade, the success of Graphics Processor Units
(GPUs) has led researchers to launch a lot of works on solving large
complex problems by using these cheap and powerful architecture. Asso-
ciation Rules Mining (ARM) is one of these hard problems requiring a lot
of computational resources. Due to the exponential increase of data bases
size, existing algorithms for ARM problem become more and more ineffi-
cient.Thus, research has been focusing on parallelizing these algorithms.
Recently, GPUs are starting to be used to this task. However, their major
drawback is the threads divergence problem. To deal with this issue, we
propose in this paper an intelligent strategy called Transactions-based
Reordering ”TR” allowing an efficient evaluation of association rules on
GPU by minimizing threads divergence. This strategy is based on data
base re-organization. To validate our proposition, theoretical and exper-
imental studies have been carried out using well-known synthetic data
sets. The results are very promising in terms of minimizing the number
of threads divergence.
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1 Introduction

Finding hidden patterns from a large data base is a challenging problem in ar-
ticficial inteligence community (AI). Association Rules Mining (ARM) is one of
the most used techniques allowing the extraction of useful rules among a trans-
actional data base. Because of the exponential increasing of data bases size, the
existing ARM algorithms are highly time consuming. Parallel computing is then
used to reduce the computation time of highly complex ARM algorithms. Re-
cently, Graphics Processor Units (GPUs) are considered as one of the most used
parallel hardware to solve large scientific complex problems. Indeed, nowaday
computer architectures are hybrid. Hybrid architectures are mainly composed of
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two components, a CPU containing a multi-core processor and a main memory
and the GPU host composed of hundreds of computing cores (threads) and a hi-
erarchy of memories with different carachteristics. The GPU threads are grouped
on blocs and a bloc is scheduled on several warps containg generally 32 threads
executed in parallel. Threads within the same warp follow the SIMD model
(Single Instruction Multiple Data) and should execute the same instruction at
any time. This property can be the source of threads divergence when distinct
threads of the same warp are constrained to execute different instructions.

Several GPU-based ARM algorithms have been proposed in the literature ([1-
3, 6 and 8]). These algorithms reduce perfectly the execution time of the ARM
process. However their major drawback is the threads divergence problem. In
association rules mining, the rule evaluation is time consuming. The evaluation
of the rules consists on calculating two statistical measures (the support and the
confidence of each rule). To determine these measures, transactional data bases
must be entirely scanned for each evaluation. In [8], the authors proposed an
efficient threads mapping strategy to evaluate the rules. Each thread is mapped
with one transaction and a single rule. After that, sum reduction is used to
compute the global evaluation of such rule. This technique induces threads di-
vergence between threads because the transactions have in general different data
values with different sizes (see Section 3 for more details).

The main goal of this paper is to propose an efficient strategy minimizing
GPU-threads divergence in the rules evaluation process. The idea is to perform
a pre-processing step before the mining process. The transactional data base is
re-organized according to the length of each transaction. This operation allows
grouping the set of transactions having the same size and then assign them to the
same warp. However, it causes unload balancing between GPU blocs. To deal
with this issue, we propose a new strategy to be added to the pre-processing
step. The transactions are first sorted according to the number of items, then
assigned successively to the threads. To validate the proposed approaches, sev-
eral experiments have been carried out on well-known synthetic data sets. The
results are very promising in terms of the number of threads divergence and then
improving the overall execution time.

The remainder of the paper is as follows, the next section presents a state-of-
the-art on GPU-based ARM algorithms. Section 3 explains the GPU-threads di-
vergence in the evaluation rules process. Section 4 presents the proposed strategy
to avoid threads divergence. Analytical and experimental study of the suggested
strategy are detailed in Section 5. Finally, we conclude this work in Section 6.

2 Related Work

Association rule mining attempts to discover a set of rules covering a large
percentage of data and tends to produce an important number of rules. However,
since the data bases are increasingly large, ARM process has became a high
intensive computing.


