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Abstract. The study reported was devoted to investigate to what extent bagging 
approach could lead to the improvement of the accuracy machine learning re-
gression models. Four algorithms implemented in the KEEL tool, including two 
evolutionary fuzzy systems, decision trees for regression, and neural network, 
were used in the experiments. The results showed that some bagging ensembles 
ensured higher prediction accuracy than single models. 
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1   Introduction 

Ensemble learning systems combine the output of machine learning algorithms, called 
“weak learners”, in order to get smaller prediction errors (in regression) or lower error 
rates (in classification). The individual estimator must provide different patterns of 
generalization, thus in the training process diversity is employed. Otherwise, the en-
semble would be composed of the same predictors and would provide as good accu-
racy as the single one. It has been proved that the ensemble performs better when 
each individual machine learning system is accurate and makes errors on different 
examples [2], [10]. Although, there are many taxonomies for that, there is one recog-
nized group the so-called data resampling, which generates different training sets to 
obtain unique regressor or classificator. To this group we may include bagging [3], 
boosting [18], and stacking [21].  

The most popular method - bagging, which stands for bootstrap aggregating, is one 
of the most intuitive and simplest ensemble algorithms providing a good performance. 
Diversity of regressors is obtained by using bootstrapped replicas of the training data. 
That is, different training data subsets are randomly drawn with replacement from the 
original training set. So obtained training data subsets, called also bags, are used then 
to train different regression models. Finally, individual regressors are combined 
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through an algebraic expression, such as minimum, maximum, sum, mean, product, 
median, etc.[16]. 

Although the ensemble learning systems are more common in classification, they 
are also applied to regression problems. Bagging has been employed among others to 
regression trees [4], Gaussian process [7], SVM [22], and neural networks [9]. You 
can find also some works on applying ensemble fuzzy systems to solve classification 
[5], [12] and prediction problems [11], but they are not too numerous. 

In our previous works [13], [14] we tested different machine learning algorithms, 
among others genetic fuzzy systems trying to select the most appropriate ones to build 
data driven models for real estate appraisal using MATLAB and KEEL. Since ensem-
ble learning can be used to improve the performance of a model and reduce the like-
lihood of an unfortunate selection of a poor one, in this paper we focused our efforts 
into investigating to what extent the bagging approach could lead to the improvement 
of the accuracy machine learning regression models devoted to assist with real estate 
appraisals. 

The concept of a data driven models for premises valuation, presented in the paper, 
was developed based on the sales comparison method. The architecture of the  
proposed system is shown in Fig. 1. The appraiser accesses the system through the 
internet and input the values of the attributes of the premises being evaluated into the 
system, which calculates the output using a given model. The final result, that is a 
suggested value of the property, is sent back to the appraiser. 

 

 

 

Fig. 1. Information systems to assist with real estate appraisals 

Actual data used to generate and learn appraisal models came from the cadastral 
system and the registry of real estate transactions referring to residential premises sold 
in one of big Polish cities at market prices within two years 2001 and 2002. They 
constituted original data set of 1098 cases of sales/purchase transactions. Four attrib-
utes were pointed out as price drivers: usable area of premises, floor on which prem-
ises were located, year of building construction, number of storeys in the building, in 
turn, price of premises was the output variable. 


