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Abstract

Advanced Persistent Threat (APT) is one of the most serious types of cyber attacks, which is a

new and more complex version of multi-step attack. Within the APT life cycle, the most common

technique used to get the point of entry is spear-phishing emails which may contain disguised

executable files. This paper presents the disguised executable file detection (DeFD) module, which

aims at detecting disguised exe files transferred over the connections. The detection is based

on a comparison between the MIME type of the transferred file and the file name extension.

This module was experimentally evaluated and the results show successful detection of disguised

executable files.

Keywords—Cyber attacks, advanced persistent threat, spear-phishing emails, disguised exe-

cutable file, malware, intrusion detection system.

I. Introduction

Over the last decade, cyber attacks and intrusions have increased substantially, utilising

different tools and techniques such as malware, botnets [1], [2], [3] and social engineering [4].

Furthermore, since the Internet of Things (IoT) has emerged, the number of devices con-

nected to wireless networks is increasing rapidly [5], [6]. One of the most serious types of

cyber attacks is the Advanced Persistent Threat (APT) [7], which is targeting a specific

organisation and it is performed through several steps. The main aim of APT is espionage

and then data exfiltration. Therefore, APT is considered as a new and more complex version
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of multi-step attack [8]. These APTs form a problem for current detection methods [9],

[10] as they use advanced techniques like social engineering [11] and make use of unknown

vulnerabilities. Moreover, the economic damages due to a successful APT attack can be

very expensive. The expected cost of attacks is the major motivation for the investments in

intrusion detection and prevention systems [12]. APTs are currently one of the most serious

threats to the companies and governments [13].

A novel approach for APT detection is proposed in [14]. The suggested system undergoes

two main phases, the first one detects eight techniques commonly used in APT life cycle.

For that purpose, eight detection modules are presented, which are disguised exe file detec-

tion, malicious file hash detection [15], malicious domain name detection [16], malicious IP

address detection [17], malicious SSL certificate detection [18], domain flux detection [19],

scan detection, and Tor connection detection [20]. The second phase includes a correlation

framework to link the outputs of the detection modules.

Within the APT life cycle, the most common technique used to get the point of entry

is spear-phishing emails [21] which may contain disguised exe files. This paper presents

the disguised exe file detection (DeFD) module, which aims at detecting disguised exe files

transferred over the connections. The detection is based on a comparison between the MIME

type of the transferred file and the file name extension.

The remainder of this paper is organized as follows. Section II presents the related work

to APT detection. The disguised exe file detection module and its algorithm are explained

in Section III. Section IV shows the evaluation results and Section V concludes the paper.

II. Related Work

A classification model for APT detection is presented in [22]. This model is built based on

machine learning algorithms. First, the legitimate traffic for normal users is analysed aiming

to extract the CPU usage, memory usage, open ports and number of files in the system32

folder. A piece of malware, which is previously used for the APT attack, is injected into the

network and the four features are extracted. The dataset of benign and malicious features

are used to train the detection model using different machine learning algorithms.

TerminAPTor, an APT detector, is described in [23]. This detector uses information flow

tracking to find the links between the elementary attacks, which are triggered within the
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APT life cycle. TerminAPTor depends on an agent, which can be a standard intrusion

detection system, to detect those elementary attacks. A statistical APT detector, similar

to TerminAPTor detector, is developed in [24]. This system considers that APT undergoes

five states which are delivery, exploit, installation, C&C and actions; and several activities

are taken in each state. The generated events in each state are correlated in a statistical

manner.

An APT detection system based on C&C domains detection is introduced in [25]. This

work analyses the C&C communication based on the observation that the access to C&C

domains is independent, while the access to legal domains is correlated.

An approach for APT detection based on spear phishing detection is explored in [26].

This approach depends on mathematical and computational analysis to filter spam emails.

Tokens, which are considered as a group of words and characters such as (click here, free,

Viagra, replica), should be defined for the detection algorithm to separate legitimate and

spam emails.

An active-learning-based framework for malicious PDFs detection is suggested in [27].

These malicious PDFs can be used in the early steps of APT to get the point of entry.

An approach based on Data Leakage Prevention (DLP) is proposed in [28]. This approach

focuses on detecting the last step of APT which is the data exfiltration. A DLP algorithm

is used to process the data traffic to detect data leaks and generate "fingerprints" according

to the features of the leak.

A context-based framework for APT detection is explained in [29]. This framework is

based on modelling APT as an attack pyramid in which the top of the pyramid represents

the attack goal, and the lateral planes indicates the environments involved in the APT life

cycle.

An in-depth analysis of Duqu is presented in [30]. A European organisation was targeted

by attackers using the Duqu malware to steal data. The authors propose the Duqu detector

toolkit, which consists of six investigation tools developed to detect the Duqu malware

involved in the APT attacks.

With regards to the processing of multiple streams of events, IBM suggests a conceptual

model for event processing in [31]. It describes the basic requirements to design an efficient

correlation system. The work presented in [32] is based on finite state machines and uses
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a query language for event processing. Both systems can process the events in real time, a

key limitation shared by both approaches is that they can not detect so called low & slow

attacks, which take place over an extended time period.

Finally, APT detection systems face serious shortcomings in achieving real time detec-

tion [33], detecting all APT attack steps [33], balance between false positive and false

negative rates [30], and correlating of events spanning over a long period of time [31] [32].

To address those weaknesses, a new approach for APT detection has been presented in [14],

and this paper is a step towards developing the proposed system.

III. Disguised executable File Detection (DeFD)

According to Mandiant APT1 report [34], spear phishing is the most commonly used

technique to get the point of entry in APT. The spear phishing emails contain either a

malicious attachment or a hyperlink to a malicious file. The subject line and the text in the

email body are usually relevant to the recipient. Executable files supposed to end in .exe

are made to appear as simple document files (pdf, doc, ppt, excel) to convince the victim

to click on it.

The DeFD module detects disguised exe files transferred over the connections. In other

words, it detects if the content of the file is exe while the extension is not exe. Figure 1 shows

the methodology of DeFD; the network traffic is processed, all connections are analysed and

all exe files identified when transferring over the connections are filtered. This filtering is

based on the file content. Following this, the file name extension should be checked to decide

about raising an alert on disguised exe file detection.

Different security systems are used to monitor the network traffic [35] [36]. The DeFD

module is implemented on top of the Bro [37] [35]. Bro event engine reduces the incoming

packet stream into a series of higher-level events, more than 300 events.

Algorithm 1 shows the implementation pseudo-code of the DeFD module. The network

traffic is processed; this module waits for file_over_new_connection event to be generated

by Bro. This event indicates that a file has been seen in the process of being transferred over

a connection [38]. Then describe() function is applied on that file; this function provides a

text description regarding metadata of the file, so the file name can be extracted.

This method is able to detect disguised exe files in both cases, uploaded and downloaded,
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Fig. 1. Methodology of the disguised exe file detection.

but DeFD aims to detect only downloaded disguised exe files, as they are the ones used in

the second step of APT. Thus, DeFD checks the current connection, in which a new file

has seen being transferred, if it is established by a host from the monitored network. This

is done by checking the connection source IP address through is_local_addr function; this

function returns true if an address corresponds to one of the defined local networks, false if

not. For this reason, the subnet of the monitored network should be defined.

Following this, the mime_type [39], which can be extracted from file_over_new_connection

event, is checked for its presence in t_exe_file table. t_exe_file table contains the MIME

types of the files which DeFD aims to find and filter, i.e. MIME types of exe files. Therefore,

if the transferred file is an exe file (based on its mime_type), DeFD checks whether the

extension in the file name is exe; this file name extension is extracted from the output of

the describe() function previously mentioned. If the file name extension is not exe, this

means it is a disguised exe file. Before an alert is raised, DeFD checks if an alert regarding

the same host and for the same disguised exe file has been generated during the previous

day. This check is to ensure that DeFD does not generate the same alert about the same

set (host, file) during one day, therefore, DeFD checks if the current set exists in the

t_suppress_disguised_exe_alert table, this table contains all detected sets during the last

day.
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Algorithm 1 Implementation pseudo-code of DeFD
1: Get t_exe_file table

2: Get file_over_new_connection event

3: fname ← file name

4: if the connection is established by a host from the monitored network then

5: if the file MIME type is in t_exe_file table then

6: if file MIME type = fname extension then

7: if the same disguised_exe_alert has been generated over the last day then

8: goto End

9: else

10: Generate an event (disguised_exe_alert)

11: Write disguised_exe_alert into disguised_exe_detection.log

12: Send an alert email to RT

13: Suppress the same disguised_exe_alert over the next day

14: end if

15: else

16: goto End

17: end if

18: else

19: goto End

20: end if

21: else

22: goto End

23: end if

24: End

If the current set (host, file) had not been detected during the previous 24 hours, DeFD

generates disguised_exe_alert event to be used in the FCI correlation framework. The

malicious connection information is written into a specific log disguised_exe_detection.log, to

keep a historical record of the monitored network. An alert email regarding disguised exe file
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detection is sent to RT, where the network security team can perform additional forensics and

respond to it. The current detected set (host, file) is added into the t_suppress_disguised_exe_alert

table where it stays for one day to ensure that DeFD does not generate another alert about

the same set during the same day. The written information into disguised_exe_detection.log

is:

timestamp = c$start_time ,

a ler t_type = " di sgu i sed_exe_aler t "

connect ion = c$ id

in f ec ted_host = c$id$or ig_h

ma l i c i o u s_ f i l e = fname

IV. Evaluation Results

To evaluate the effectiveness of the DeFD module, a download of disguised exe file

was simulated via the campus network. An experimental server was set up, using Bro, to

passively monitor the campus live traffic. DeFD was run on that experimental server for the

purpose of disguised exe file detection. Two exe files were randomly selected, SkypeSetup.exe

and ViberSetup.exe, and their names’ extensions (exe) were changed into pdf and doc

extensions, i.e. SkypeSetup.pdf and ViberSetup.doc respectively. The two disguised exe files

were uploaded to the speedyshare.com public server. Then a host working on a computer

connected to the Internet through the monitored network was used to connect to that public

server and download the modified files. As shown in Figure 2, DeFD was able to detect both

malicious downloads and write the information regarding each connection into a specific log.

#fields timestamp     alert_type                orig_h               orig_p resp_h         resp_p infected_host malicious_file
#types time              string                      addr                 port    addr            port     addr               string
1407424021.202210  disguised_exe_alert 147.251.17.197 56973 207.244.73.42 80 147.251.17.197 SkypeSetup.pdf
1407424040.255414  disguised_exe_alert 147.251.17.197 53105 207.244.73.42 80 147.251.17.197 ViberSetup.doc
#close 2014-08-07-19-15-07

Fig. 2. The log produced by the DeFD module.

This experiment was repeated a hundred of times using different disguised exe files with

different extensions. DeFD was able to detect all the malicious files, the average detection

delay was 270 ms with a standard deviation of 54 ms.
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V. Conclusion and Future Work

This paper presents the disguised exe file detection (DeFD) module, which aims at de-

tecting disguised exe files transferred over the connections. The detection is based on a

comparison between the MIME type of the transferred file and the file name extension.

For future work, the output of this module will be correlated with the outputs of other

detection modules, developed to detect commonly used techniques over the APT life cycle,

to raise an alert on APT detection.
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