
A
s the amount of location informa-

tion increases, location becomes

one of the most vital attributes of

a social media user, one that can

bridge the gap between the user’s online and

offline activities. If all social media information

were geolocated, then social media could play

an important role in addressing serious and sig-

nificant real-world problems, such as election

prediction,1 epidemic forecasting,2 and emer-

gency detection.3

However, the disclosure of location raises

serious privacy and security concerns. Users

providing location-specific status updates and/

or sharing locations may make it possible for

attackers to identify their trajectories, possibly

causing serious security problems. Because of

such privacy and security concerns, most users

are unwilling to publish or exactly describe

their locations in social media. Therefore, it is

only possible to identify users’ locations from

public information, such as user profiles and

social relationships.

For the purposes of this discussion, we

classify location into residence and current.

Residence location is defined as the city-level

place where most of a user’s activities occur. It

captures the user’s long-term geographic range

rather than a real-time spatial point. Although

current location has a finer granularity, city-level

residence is as sufficient as current location for

many important applications. Also, because

most social media content is generated at a

user’s residence location, it is effective and effi-

cient to use it to approximate the locations of

most user-generated content. Many location-

based applications tend to leverage residence

location as a symbolic feature. Therefore, in

this work, we focus on users’ residence loca-

tions in social media.

To predict a user’s residence location, most

prediction methods leverage user-generated

content (content-based approach), social rela-

tionships (social-based approach), or a combi-

nation of both methods (combined approach).

Content-based methods predict locations by

identifying location words in user-generated

content. These methods do not perform well

with social media because of the weak relation-

ship between the user’s true geographic posi-

tion and the location mentioned in the

content. Moreover, high computation costs

result in poor scalability of these methods.

Social-based approaches assume that friends in

social media are located near each other, so

they leverage the user’s social relationships to

predict locations for unknown users. These two

lines of research are orthogonal and comple-

ment each other. Thus, jointly considering the

content and social information has the poten-

tial to more optimally infer users’ residence

locations. (See the “Related Work in Location

Prediction” sidebar for earlier work on this

topic.)

This line of work still faces several chal-

lenges, however. First, given that only a few

users’ residence locations are known (data spar-

sity), how do we make full use of that data to

infer the unknown locations for the majority of

users? Second, users’ following behaviors and

their generated content are often casual and

uncertain, resulting in noisy data. Therefore,

we cannot directly apply our existing prior to

solve the sparsity problem. Finally, both social

and content data contain heterogeneous infor-

mation, and they play different roles in predict-

ing residence locations. How do we balance

them?

Considering all these challenges, we propose

a novel framework for residence location
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By jointly considering

social, visual, and

textual information

for geographically

nearby social media

users, the proposed

framework can infer

missing residence

location information.
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Related Work in Location Prediction
In recent years, there has been extensive research in the

location prediction field, particularly work focused on social

media. This active research area can be differentiated into

three primary types: location categories, inference techni-

ques, and spatial sources.

Various location prediction methods can have different

goals. Some approaches predict users’ residence locations,

some infer the location a user is talking about, and others

focus on where a tweet was posted. The use of location

information differs for each goal. For example, the location

mentioned in a tweet may be leveraged for disaster detec-

tion or emergency response, the location where a tweet

was posted could be used by a location-based service, and

a user’s residence location could be utilized by a personal

service or market survey.

Most inference technique research can be broadly classi-

fied into two approaches that use either natural language

processing (NLP) or gazetteers. NLP-based approaches lev-

erage language models, and gazetteer-based approaches

use a toponymy dictionary to determine location. The gaz-

etteer-based approach does not require training data, but

it often performs poorly if the content is not in the gazet-

teer. NLP-based approaches may leverage gazetteers as a

baseline or to train models.

Different spatial information sources are used for location

inference, and location prediction research can be broadly

divided into three categories: content-based, social-based,

and combined approaches.

Zhiyuan Cheng, James Caverlee, and Kyumin Lee focused

on the residence location inference in Twitter by leveraging

the local terms posted in a specific geographic region.1

Swarup Chandra, Latifur Khan, and Fahad Bin Muhaya devel-

oped a language model based on users’ conversations.2 In

their model, all terms in the same conversation belong to the

conversation initiator. Hau-wen Chang and his colleagues

inferred user locations without training data by proposing

the location distributions of terms based on a Gaussian mix-

ture model.3 Their experiments confirmed that the method

achieves better accuracy. Unlike these methods utilizing user-

generated content, our method employs social relationships

and textual and visual content, and it works independent of

language.

Lars Backstrom, Eric Sun, and Cameron Marlow intro-

duced a location estimation method for Facebook using

probabilistic inference based on a user’s friends.4 They first

assigned the probability of friendship given users’ geo-

graphic distances and then evaluated a user’s location by

employing maximum likelihood estimation. Adam Sadilek,

Henry Kautz, and Jeffrey P Bigham predicted users’ trajecto-

ries based on social relationships.5 These social-based

approaches assume users at the same distance have the

same probability of friendship. In fact, this is usually invalid.

Therefore, these models cannot differentiate users with dif-

ferent influence.

Eunjoon Cho, Seth Myers, and Jure Leskovec proposed

an approach based on social relations and content to pre-

dict the user’s current location.6 Rui Li and his colleagues

developed a unified discriminative influence model to pro-

file users’ residence locations based on both user-generated

contents and social relations.7 They integrated signals from

both tweets and friends in a unified probabilistic framework

to address the problems of sparsity and noise. Based on

their model, a multiple location profiling model was also

proposed to address the problem of multilocations.8

In the proposed methods we describe here, the NLP

models are leveraged for the user’s location as well as an

update’s location, whereas the social relationship is only

leveraged to estimate the users’ residence locations. Our

work focuses on residence location, which is defined as the

place where most of the user’s activities occur.
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inference in social media by jointly considering

social, visual, and textual information. First, we

propose a data-driven approach to explore the

use of friendship locality, social proximity, and

content proximity for geographically nearby

users. Based on these observations, we then pro-

pose a location propagation algorithm to effec-

tively infer residence location for social media

users. We extensively evaluate the proposed

method using a large-scale real dataset, and the

results demonstrate that we can achieve 15 per-

cent relative improvement over state-of-the-art

approaches.

Locations in Social Media
Locations help us find users or tweets in social

media. Users provide pieces of location infor-

mation in their content and profiles, such as

text, images, tags, profiles, time zones, and GPS

coordinates.

The textual content in social media such as

Twitter or Weibo can be no longer than 140

characters, and it is often written in unstruc-

tured language. Identifying location informa-

tion from such textual content is difficult

because some toponyms are seldom used and

cyberwords or abbreviations are widespread.

Even the specific place names users include in

posts do not always identify their current loca-

tion. Links in content might include check-in

geotags from location-based services4 or geo-

tagged pictures on Flickr. GPS coordinates are

mostly provided by mobile devices and usually

identify the user’s current location.

Most social media users maintain a profile

page. Users can include their residence loca-

tions in the location field in their profiles. Still,

the location entries in social media profiles are

heterogeneous and have a relatively large geo-

graphic scope. The location field may also con-

tain fake location information. One study

found that only 66 percent of submitted con-

tent refers to geographic information and

approximately 2.6 percent of users post multi-

ple locations.5 In addition to the location field,

other parts of profiles that could help us infer

user locations include the time zone and

UTC24-Offset.

Problem Statement
To ease our further description, this section

defines the terminology and describes the prob-

lem we use here. In a social media platform

such as Tencent Weibo (http://t.qq.com), for

any given user, we can detect user locations and

following relationships between the users. If a

user vi follows vj, that does not necessary indi-

cate that vj follows vi. However, if vj and vi fol-

low each other, we define the relationship

between vi and vj as friends.

We summarize a social media as a graph

G ¼ G V ;Eð Þ, where V is the user set of vi and E is

the relationship set of e vi; vj

� �
from vi to vj. Gen-

erally, every user vi is related to a location ‘i. We

view ‘i as a coordinate point (longitude, lati-

tude) in the geographic space. Our goal is to

predict the missing locations. Located users are

denoted by Vl ¼ v1;…; vlf g, and the unlocated

users are denoted by Vu ¼ fvlþ1;…; vlþug. Using

this notation, we can define the problem of

user location prediction as follows: given a

social graph G V ;Eð Þ, predict the residence loca-

tion of each unlocated user fv 2 Vug so that

the predicted location ‘v is close to the true

location ‘true
v .

Location Propagation
We studied approximately 200,000 users

sampled from Tencent Weibo (http://t.qq.

com), including their IDs, followers, followees,

and residence locations. We collected one

month of tweets generated or shared by these

sampled users. We observed three phenomena:

friendship locality, social proximity, and con-

tent proximity.

The first observation, friendship locality,

comes from this hypothesis: users’ online social

graphs somehow reflect their offline social rela-

tions. Considering the spatial limitations in the

physical world, we assume that geographically

nearby users are more likely to establish friend-

ships, and we hoped to validate this hypothesis

using the real data. Figure 1 gives a log-log plot

for the probability of friendship versus distance

between users. We can observe an obvious

power law in this figure that demonstrates the

existence of friendship locality. Based on this

observation, we see that residence location

can be propagated along friendship relations,

which fundamentally motivated us to adopt a

label-propagation model for residence location

inference.

Based on the first observation, we further

dug into the probability of two users sharing

the same residence location: social proximity.

Given friendship locality, we also assume that

geographically nearby users tend to have more

common friends. We validated this hypothesis

with real data. Figure 2 plots the probability ofIE
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two users sharing the same residence location

versus their percentage of common friends. We

can see that the probability of two users sharing

the same residence location monotonically

increases with the increase of the percentage of

their common friends, demonstrating the exis-

tence of social proximity. Hence, we can see

that social proximity is quantified by the con-

cept that the number of common friends is a

key factor of location propagation probability

between any pair of users.

The third observation, content proximity,

deals with user-generated content. Because

user-generated content in social media mainly

comes from users’ lives in the physical world,

geographically nearby users may tend to pub-

lish similar georelated content. To validate this

assumption, in Figure 3, we plotted the proba-

bility of two users sharing the same residence

location versus the similarity of their generated

content. We can see that the probability of two

users sharing the same residence location

monotonically increases with the increase of

content similarity in both modalities. Thus, the

content proximity is another key factor of loca-

tion propagation probability between any pair-

wise users.

Location Propagation Probability

Based on all these observations and insights, we

propose a social-content joint location propa-

gation framework. From the raw data of social

relations and profiles as well as textual and vis-

ual user-generated content, we extract a social

graph with known locations as the propagation

medium, calculate the content and social prox-

imity to define the propagation probability,

and integrate them into a location propagation

algorithm to infer the residence locations for

unknown users.

Definition 1 (Content Proximity). The con-

tent proximity is defined as a linear combina-

tion of textual content similarity and visual

content similarity:

Pcon i; jð Þ ¼ bStxt i; jð Þ þ 1� bð ÞSvis i; jð Þ;
0 < b < 1:

Here we represent the georelated textual

content using word vectors and georelated

images using visual word vectors. Then we use

the cosine distance to measure the content

proximity.
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Figure 1. Friendship locality. The Tencent Weibo user data shows that

residence location can be propagated along friendship relations.
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Figure 2. Social proximity. The probability of two users sharing the same

residence location increases with the percentage of common friends.

Definition 2 (Social Proximity). We define

the social proximity as the Jaccard distance

between the target users:

Pcon i; jð Þ ¼
Fi \ Fj

�� ��
Fi [ Fj

�� �� :
Definition 3 (User Similarity). The similarity

Pij is defined as a linear combination of social

proximity Pcon i; jð Þ and content proximity

Pcon i; jð Þ:

Pij ¼ aPcon i; jð Þ þ 1� að ÞPsoc i; jð Þ;0 < a < 1:
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Definition 4 (Location Propagation Proba-

bility). The location propagation probability

ti;j denotes the probability of location propaga-

tion from user vi to user vj:

ti;j ¼ P i! jð Þ ¼ wijP
l¼u
k¼1wkj

:

We use a standard normal distribution to cal-

culate the weight wij:

wij ¼ exp �
P2

ij

2r2

( )
:

Model Formulation

In this article, we extend the label propagation

algorithm used in previous work6 to predict

locations. Algorithm 1 (see Figure 4) is a

semi-supervised, iterative algorithm designed

to infer labels for items connected in a network.

Usually, the true labels are known for only a

small fraction of network nodes, which serve as

a source of ground truth to infer the labels of

the other nodes. The algorithm proceeds itera-

tively, and in each round, items receive the

label that occurs most frequently for their

neighbors. Herein, we apply the label term to

the residence location term.

We define a ðlþ uÞ � ðlþ uÞ probability prop-

agation matrix T to measure the probability of

location propagation from users to their

friends:

T ¼

t1;1 t1;2 … t1;lþu

t2;1 t2;2 … t2;lþu

..

. ..
. . .

. ..
.

tlþu;1 tlþu;2 … tlþu;lþu

8>>><
>>>:

9>>>=
>>>;
:

We define the location label normalized

matrix L lþuð Þ�p, where p is the number of loca-

tions. Initialize the matrix as

L
0ð Þ

ij ¼
1; ‘ij is the location of user vi

0; else

�
:

We theorize that the location propagation

prediction algorithm converges:

L tð Þ � L t�1ð Þ¼ T tð ÞL 0ð Þ �T t�1ð ÞL 0ð Þ

¼ T t�1ð Þ T� 1½ �L 0ð Þ:

Every row of the probability propagation

matrix T is nonnegative and the sum is 1, so

lim
t!1

T t�1ð Þ ¼ 0:

Hence L must converge, so the algorithm

converges.

Experimental Results
We first sampled 2 million users from the com-

plete dataset of the Tencent microblog, in-

cluding their IDs, followers, followees, and

residence locations. We also collected one

month of microblogs generated or shared by

these sampled users. For the residence loca-

tions, we extracted both city-level (city, prov-

ince) and province-level locations from their

profiles. In total, our dataset includes 355 cities

and 31 provinces as the pool of residence

locations.
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Figure 3. Content proximity. The probability of two users sharing the same

residence location increases with their (a) textual content and (b) visual

content similarity.
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By identifying city and province names from

the text in location profiles, we obtained the

corresponding latitude and longitude pairs, cal-

culated the geodistance between cities of users,

and observed the relationship between proba-

bility of friendship. The curves in Figure 1 show

that the probability distribution exhibits a

power law.

We first identified users with city-level loca-

tions and then randomly selected 500,000 users

from them to produce our testbed. Among

them, we randomly selected 100,000 located

users with at least 20 microblogs and 20 labeled

followers and followees.

Evaluation Methods

We compared our method with the state-of-

the-art methods based on social graphs.6,7 A

social network based approach (FDM) was pro-

posed to predict a user’s location based on a

social graph that treats all followers and follow-

ees as the user’s friends.6 A unified discrimina-

tive influence (UDI) model infers a user’s

residence locations based on both social and

content.7 The location prediction approach

(LPA) is based on our location propagation

algorithm.

For our evaluation, we retained 20 percent of

the known users as ground truth, used the dif-

ference between predicted location and the

ground truth location to evaluate the perform-

ance, compared the accuracy of different

approaches both at the city and province levels,

and showed the effectiveness of location propa-

gation by comparing it with the baseline

approaches.

For each test user vi 2 V, we calculated the

error distance Errið Þ, which represents the dis-

tance between the predicted location ‘i and the

true residence location ‘true
i :

Erri við Þ ¼ EarthDist ‘i; ‘
true
i

� �
:

We defined the average error distance (AED)

and accuracy (ACC) as

AED ¼
P

vi2VErr við Þ
Vj j

and

ACC ¼
V \ vij‘i ¼ ‘true

i

� ��� ��
Vj j :

Results

Table 1 shows the performance of our method

as well as the FDM and UDI approaches, all

three of which profile user locations based on

social graphs. The results show that our

approach outperforms the baseline approaches.

The AED results in Table 1 show an improve-

ment over the baseline approaches. Because

AED is easily influenced by outliers, we report

AED at different percentages. AED at x percent

denotes that the average error distance of the

top x percent of predictions. When we compare

AED 80 percent and AED 100 percent, the aver-

age error distance increases to 800 km rapidly

because the average error distance is influenced

by the users predicted inaccurately. Hence, we

do not just pay attention to AED 100 percent.

Table 1 also shows that the location propaga-

tion algorithm yielded promising accuracy. LPA

improves in accuracy by 15 percent at the city

level and 20 percent at the province level over

the baseline approaches.

Algorithm 1

Require: G  = (V, E); {v1, 1� }, ..., {vl , 1� } 

Ensure:   { vl  + 1, 1�  + 1}, ..., { vl  + u, 1�  + u} 

  1: Calculate weight of user similarity wij

  2: Calculate the propagation matrix T

  3: Initialize L(0)

      // The u bottom lows are assigned as 0 

  4: for t = 0; L  converges; t + + do

  5: L (t)

(t)

 = T L(t–1)

      // In the t th iteration, each user receives the location 

      propagated of friends according to the similarity matrix, 

      updates its probability distribution 

  6: Clamp the labeled data 

      // Keep the initial locations of located users 

  7: end for

  8: Return location of unlocated user. 

Figure 4. Location propagation algorithm. Algorithm 1 is a semisupervised,

iterative algorithm designed to infer labels for items connected in a network.

Table 1. Accuracy comparison table.*

Evaluation method FDM UDI LPA

ACC city (%) 52.1 59.4 68.2

ACC province (%) 58.3 71.5 73.7

AED 80 percent 320 251 238

AED 100 percent 987 830 783

*Social network based approach (FDM), unified discriminative influence (UDI)
model, and location prediction approach (LPA).
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To explore our experimental results more

closely, we plotted accumulative accuracy

curves at various distances for each approach

(see Figure 5a). A coordinate point x; yð Þ in the

curve shows that y percent of users are correct

for x kilometers. The curves show that LPA is

more accurate than the baseline approaches at

different distances. This is because the LPA

approach assumes that more friends are close

by, while the baseline approaches require that

nonfriends be further away, which may not

always be true.

To get more insight into the proposed

method, we implemented two variants. One is

a purely social-based LPA, and the other is a

content-based LPA. Table 2 and Figure 5b give

the experimental results, which demonstrate

that both social proximity and content proxim-

ity contribute significantly to residence loca-

tion inference.

Finally, we compared the efficiency of our

approach and the baseline approaches. Our

approach is almost constant, while the baseline

approaches are linear. When the number of

users is low, our approach and the two baseline

approaches take approximately 2 seconds. As

the number of users increases, however, the

running time of our approach remains almost

constant, whereas that of the baseline ap-

proaches increases rapidly. Our approach only

considers a user’s friends, which is an almost

constant number. The baseline approaches, on

the other hand, consider all users, including

both friends and nonfriends, so it is linearly

correlated to the volume of the dataset. Thus,

our approach is much more efficient and

scalable.

Conclusion
Location inference for social media users is a

vital problem, and we could further extend our

current methods by combining the temporal

feature. It can help us study users’ migration

over time. In addition, we can extend our ap-

proach for other attributes, such as users’ gen-

der or occupation. MM
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AED 100 percent 810 800 783
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