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Abstract
Jaundice occurs as a symptom of various diseases, such as hepatitis, the liver cancer, gallbladder or pancreas. Therefore, 
clinical measurement with special equipment is a common method that is used to identify the total serum bilirubin level 
in patients. Fully automated multi-class recognition of jaundice combines two key issues: (1) the critical difficulties in 
multi-class recognition of jaundice approaches contrasting with the binary class and (2) the subtle difficulties in multi-class 
recognition of jaundice represent extensive individuals variability of high-resolution photos of subjects, huge coherency 
between healthy controls and occult jaundice, as well as broadly inhomogeneous color distribution. We introduce a novel 
approach for multi-class recognition of jaundice to detect occult jaundice, obvious jaundice and healthy controls. First, region 
annotation network is developed and trained to propose eye candidates. Subsequently, an efficient jaundice recognizer is 
proposed to learn similarities, context, localization features and globalization characteristics on photos of subjects. Finally, 
both networks are unified by using shared convolutional layer. Evaluation of the structured model in a comparative study 
resulted in a significant performance boost (categorical accuracy for mean 91.38%) over the independent human observer. 
Our work was exceeded against the state-of-the-art convolutional neural network (96.85% and 90.06% for training and 
validation subset, respectively) and showed a remarkable categorical result for mean 95.33% on testing subset. The proposed 
network makes a performance better than physicians. This work demonstrates the strength of our proposal to help bringing 
an efficient tool for multi-class recognition of jaundice into clinical practice.

Keywords  Occult Jaundice · Total Serum Bilirubin (TBil) · Convolutional Neural Network (CNN) · Region Annotation 
Network (RAN)

Introduction

Jaundice also known as an abnormal condition is a 
common finding for patients among at-risk populations 
(e.g., infectious mononucleosis [1], malaria [2], hepatitis 
[3], cirrhosis of the liver [4], gallbladder disease [5] and 
pancreatic cancer [6]). Jaundice represents a stained 
yellow color in the skin or sclera and is a byproduct of 
old red blood cells due to bilirubin metabolic disorders. 
Levels of total serum bilirubin (TBil) in blood are normally 
below 17.1 �mol/L, and levels over 17.1 �mol/L typically 
result in jaundice [7, 8]. Jaundice is further classified as 
two types: occult jaundice (clinical) and obvious jaundice 
(subclinical). Obvious jaundice can be confirmed by finding 
levels of TBil over 34.2 �mol/L that can cause a yellowish 
pigmentation, in particular, the skin and whites of the eyes. 
Level between 17.1 �mol/L and 34.2 �mol/L causes occult 
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jaundice, which would not lead to yellowish staining or 
mucous membranes by bilirubin [9]. Noticeably, causes 
of jaundice vary from non-serious to potentially fatal [10]. 
In this work, a multi-class recognition of jaundice was 
developed to provide an optimal diagnostic schedule, which 
can control the heme load imparted to the circulation early 
and make substantial diagnosis as well as prognosis result 
of underlying cause [11].

Existing works in jaundice recognition are driven 
by the estimation of bilirubin levels on conventional 
chemical and biological procedures, such as urine test, 
serum evaluation and liver function check which are time-
consuming, invasive and expensive. In the last decade, 
several automatic and semi-automatic methods have been 
developed to classify two general categories (i.e. healthy 
controls and obvious jaundice) [12–16]. Some methods 
use non-invasive jaundice measurement [12, 17–20] 
or sequential Bayesian model [21] or with computer 
version [22]. Manual multi-class recognition for jaundice 
(including occult jaundice) on photos of subjects is a 
challenging task. There are three crucial challenges: (1) 
skilled individuals have rich experience, which are difficult 
to inherit; (2) the task is time-consuming, invasive and 
expensive that makes it infeasible for large-scale datasets 
in primary-level hospitals and clinical practice; and (3) 
over-fatigue might bring about missed diagnosis that 
increases harmful level of disease which may result in 
casualty. Three classes of photos of subjects of jaundice 
are presented in Fig. 1. Consequently, we proposed a novel 
model for multi-class recognition of jaundice, which can 
alleviate the heavy workloads of skilled individuals and 
provide them with more human service.

Recently, artificial intelligence [23–26] has remarkable 
improvement of image classification [27–30], object 
detection [31–37] and recognition techniques [38–40]. 
[38] introduced various techniques used for object 
recognition system. [41] proposed a framework to uncover 
knowledge in a database, bringing light to disguise 
patterns which can help in credible decision making. [33] 
presented an approach that can efficiently detect objects in 
an image while simultaneously generating a high-quality 
segmentation mask for each instance. Current approaches 
train models in multi-stage training algorithm (pipeline 
method) that provides a jointly learning algorithm to 
classify object proposals. Multi-class recognition of 
jaundice requires the accurate prediction of jaundices 
which is a more challenging task due to the complexity, 
which creates two serious obstacles. (1) eye object must 
be localized on photos of subjects (termed as ’eye with 
annotation’) and (2) these candidates must be precise 
classified, i.e., precise multi-class recognition of jaundice. 
In this paper, we study a single training model that uses 
joint learning algorithm to localize eye object with 
possible annotations for training to provide an accurate 
and reliable solution and at the same time compromises 
speed, accuracy or simplicity. We train, validate and test 
our work on photos of subjects that could be useful in 
optimal values learning of millions weights in our deep 
networks. We test and process comparison with different 
strategies and network architectures. Results of experiment 
and comparisons provide not only its performance 
outperforming an independent human expert, but also 
suggest our best performing network significantly differing 
from the state-of-the-art classifier with RAN.

Fig. 1   Three classes of jaundice photos of subjects. There is great 
insight into photos of subjects and appear the broad variability, high 
coherency of sclera region, as well as extensive inhomogeneity on 

photos of subjects. These photos of subjects were all collected at 
original photo from smartphone under an image data acquisition and 
retrospective study protocol
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Methods

Methods that were used in this study were applied to 134 
healthy and 268 jaundiced subjects sclera images. The 
study was approved by the Ethics Committee of the 2nd 
Xiangya Hospital, Central South University. Informed 
consent was obtained from the subjects for the publica-
tion of the article. These data were collected from the 2nd 
Xiangya Hospital and Hunan Provincial People’s Hospital. 
Outpatients and inpatients in the Department of Gastro-
enterology and Hepatology who had just received serum 
bilirubin assay were selected as subjects according to their 
test results. Those with serum bilirubin level of 1.7-17.1�
mol/L and more than 17.1�mol/L were classified as nor-
mal control group and jaundice group, respectively. Class 
between the two groups was defined as inter-class jaun-
dice. Subjects with serum bilirubin level of 17.1-34.2�
mol/L and more than 34.2 �mol/L were classified as occult 
jaundice group and obvious jaundice group, respectively. 
Class between the two groups was defined as intro-class 
jaundice. During the data collection phase, subjects were 
asked to sit upright, upper sclera was exposed, and the 
camera was about 25cm away from the face. Using 12 MP 

iPhone 8 Plus smartphone and no flash when using this 
smartphone camera, subjects′ upper sclera photos were 
taken and results were obtained in a specific room with 
a good lighting condition. The resolution value of the 
obtained images was 96 dpi, and for the other stage, these 
images were transferred to Dell xps8930 server and image 
processing methods and machine learning were used on 
these images, respectively.

The proposed model recognizes multi-class jaundice 
and is based on learning, data-driven approach. The 
R-JaunLab utilized learning approach, which can 
automatically annotate eye region and learn hierarchical 
feature representation. The R-JaunLab performed a 
data-driven approach by using the data augmentation 
manner, which reinforces the multi-class manner to 
yield efficient performance and more reliability. Hence, 
the overall approach proposes an end-to-end model to 
recognize varied jaundice. Fig. 2 illustrates the R-JaunLab 
architecture that reaches a breakthrough for the above-
mentioned obstacles by employing region annotation 
network and hierarchical feature representation. The 
main contributions of R-JaunLab are summarized in the 
following insights:

Fig. 2   Illustration of the proposed workflow. The proposed approach 
consists of three phases, such as training phase, validation phase and 
testing phase. The training stage learns the sufficient feature represen-
tation, which localizes the eye region and recognizes the proposals to 

classify jaundice. The purpose of the validation helps to optimize and 
fine-tune parameters in each epoch. The testing phase assesses the 
achieved performance of the R-JaunLab
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–	 R-JaunLab model is proposed for the multi-class 
recognition of jaundice, which is processed in end-
to-end manner. The model achieves a significant 
accuracy and suggests that it is potential to greatly 
reduce the skilled individuals workload and assist an 
early therapeutic schedules. Automatic recognition of 
multi-class jaundice has more values for clinicians and 
provides an reliable solution than binary classification 
in jaundice diagnosis, therapy and prognosis. 
Nevertheless, this domain has not ever investigated in 
the literature.

–	 R-Jaundice is composed of two approaches. The first 
approach employs a region annotation network by using 
deep convolutional structure, and the second approach 
is the jaundice recognizer that classifies jaundice by 
using the proposed eye candidates. Using the possible 
’annotations’ training of neural networks, the RAN 
module tells the R-JaunLab which proposes to classify.

–	 An efficient jaundice recognizer is proposed to compute 
similarities, localizations, context and globalization 
of feature representation on photos of subjects and 
employs prior knowledge between intro-class and 
inter-class of jaundice. Therefore, the R-JaunLab 
has excellent capabilities of feature learning that can 
distinguish more features under photos of subjects.

In Section  2.1 we introduce the architectures and 
characteristics of RAN. In Section 2.2 we develop a novel 
model for multi-class recognition of jaundice with shared 
feature from RAN.

Region Annotation Network

A region annotation network (RAN) takes an photos of subjects 
(of any size) as input and output for an eye region proposal, 
each with an Bland-Altman score [42, 43]. We model this 
process with a encoding–decoding CNN [44] to generate eye 
region proposal, which shares with the multi-class recognition 
of jaundice network. Region annotation network is a fine pixel-
wise detection from eye region annotations.

According to the structure, the RAN consists of two main 
parts: the contracting encoding and expansive decoding 
units. The nonlinearity applied to the basic convolutional 
operations is a rectified linear units (ReLU [45], it is 
computed as Eq.  1) to prevent the vanishing gradient 
problem in both parts of the network. In the encoding 
path, 2 × 2 max-pooling operations (introduced in [46]) are 
performed to downsample the image by using maximum 
activation function. In the decoding path, we use 2 × 2 
upsampling layers. Skip connection combined downsampled 
features from encoding path with the corresponding 
upsampled output from decoding path.

We apply a minimum bounding-box approach [32] for 
computation of eye proposals on the last convolutional 
layer, which are shared for both networks. The minimum 
bounding-box approach takes nonzero region, which maps 
a corresponding eye region. Each minimum bounding 
box segment has proposal of eye region for multi-class 
recognition of jaundice. For minimum bounding box 
algorithm (Eq. 2.1), we exploit the parameterizations of the 
four coordinates as follows [32]:

where x and y are the eye region’s center coordinates, and 
w and h are the eye region’s width and height, respectively. 
x, xa and x ∗ denote the predicted eye region, eye region 
and ground-truth label, respectively. Eq. 2.1 is minimum 
bounding box algorithm segment of proposal per eye 
region. For potential eye region on each sample of photos 
of subjects, Eq.  2.1 assigns a binary label, when the 
potential eye region has the probability higher than 0.7. It is 
remarkable that nonzero values of the binarized label are a 
positive annotation for eye region and a negative annotation 
relevant to a non-eye region, as the probability of Eq. 2.1 is 
lower than 0.3.

We minimize an objective function following the binary 
cross-entropy (BCE) loss [47] in R-JaunLab. Our loss 
function for a region attention proposal network is defined 
as Eq. 3:

This is a loss function between probabilities, where p̂ 
represents the distribution of the ground-truth and p is the 
probable distribution of eye region proposal. The loss is 
zero only if pi and p̂i are equal; otherwise, loss is a positive 
number. Moreover, the smaller the probability difference, 
the smaller the loss. The region annotation network provides 
several advantages for detection tasks: 

(1)	 This model performs the global location and context at 
the same time.

(2)	 It is suitable for very few training samples and provides 
remarkable performance for detection tasks.

(3)	 An end-to-end successive processes the entire photo in 
the forward propagation and directly produces shared 
computation of minimum bounding box.

(1)ReLU(x) =

{
x, if x > 0

0, if x ≤ 0

(2)

ex = (x − xa)∕wa, ey = (y − ya)∕ha

ew = log (w∕wa), eh = log (h∕ha)

e∗
x
= (x∗ − xa)∕wa, e∗

y
= (y∗ − ya)∕ha

e∗
w
= log (w∗∕wa), e∗

h
= log (h∗∕ha)

(3)Lran(pi) = −

n∑
i=i

p̂i log pi + (1 − p̂i) log (1 − pi)
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Sharing Features for RAN and Jaundice 
Classification

Convolutional neural networks have shown substantially 
higher accuracy of image classification on the ImageNet 
competition of large-scale visual recognition challenge 
(ILSVRC) [48, 49]; there is an increasing interest in the field 
of medical imaging [50–56]. Nevertheless, slow exploitation 
of CNNs in biomedical community is partly because training 
and testing on biomedical image datasets are relatively 
insufficient labeled that rest upon large skilled individuals. 
In this paper, transfer learning [54, 55, 57, 58] is capable of 
breaking through the very little training data problem.

For the multi-class recognition of jaundice, we employ 
a bottleneck features transfer learning of the 16-layer 
model from VGG16 [29], which consists of sequential 13 
convolutional layers and 3 fully connected layers. The last 3 
fully connected layers in VGG16 were replaced with a global 
average pooling [59], a layer with 100 outputs and a multi-class 
softmax classifier [60]. (Modified VGG16 is termed jaundice 
recognizer and shown in Fig. 3.) The loss function of the 
model for the multi-class probability distribution is as follows 
in Eq. 4, where ĉ is a true probability distribution, i.e. one-hot 
coding for labels, and c is the probability distribution of eye 
region proposal, i.e. the result of softmax classifier output.

In the training stage, the weights of the 13 convolutional 
layers serve as feature extractor. Training of the jaundice 
recognizer employs the end-to-end strategy, which extracts 
automatically discriminative, semantic and hierarchical 
features from low level to high level. The jaundice 
recognizer takes into account the relationship between 
intro-class and inter-class of the predicted proposals that 
can overcome the barriers from various photos of subjects. 
Particularly, the similarities of photos are measured as by 
the distance of feature space.

Both RAN and jaundice recognizer are trained 
independently. Therefore, R-JaunLab develops a algorithm 
that describes a unified network composed of RAN and 
jaundice recognizer with shared convolutional layer (as 
shown in training block in Fig. 2), rather than learning 
separate networks. In Fig.  2, the RAN and jaundice 
recognizer models are fused into one networks during 
training. In each iteration of RAN network, the forward 
propagation generates eye region proposals, which are 
also the input data of jaundice recognizer. The shared 
convolutional layer in jaundice recognizer accepts the 
predicted eye region as input and convolutes. Therefore, both 
models are combined by the shared convolutional layer and 
form a unified network, i.e. R-JaunLab.

Workflow Overview

General workflow of R-JaunLab contains three top-down 
steps, as shown in Fig. 2. The detailed stages are described 
as follows:

–	 Training stage: The training stage learns to extract 
proposals of eye region by using region attention network 
on photos of subjects and classifying feature characteristics 
of different classes. After importing three classes patient-
wise images, the R-JaunLab first learns to predict minimum 
bounding boxes by RAN and share the relevant eye region 
proposals that propagates as input for jaundice recognizer 
network. This recognition network is a pre-trained VGG16 
model, which is initialized with an ImageNet, and fine-tuned 
with end-to-end strategy for the multi-class recognition task. 
During the training, the recognition network learns the 
localization, context, globalization and hierarchical features 
and optimize the relevant parameters. The assembled 
features propagate into softmax classifier. The results of the 
three classes are transmitted to constrained loss function, 
which maximize the features of inter-class and minimize 
the features of intra-class.

(4)Ljc(ci) = −

n∑
i=1

ĉi log ci

Fig. 3   Layer structures of the modified VGG16 neural networks used 
in the study (called jaundice recognizer). Blue: weights were frozen 
and training is unavailable; Green: final classifier and is trainable
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–	 Validation stage: The validation process fine-tunes 
hyper-parameters and avoids overfitting. The best model 
is preserved for testing. The validation stage optimizes 
the multi-class recognition model on the photos of 
subjects, as demonstrated in validation boxes of Fig. 2.

–	 Testing stage: The goal of the testing stage is to assess 
the performance of the R-JaunLab. R-JaunLab process 
evaluation of multi-class recognition of jaundice and is 
shown in the testing box of Fig. 2. The first step performs 
eye region proposals with shared convolutional layer and 
then feature hierarchy (e.g. simple features, obvious features 
and discriminative features) can be learned or extracted via 
repeated iterations and fed into a trainable recognizer.

Finally, we comprehensively evaluate two training 
strategies. The first one directly trains R-JaunLab on patient-
sourced photo dataset, i.e. training the ’R-JaunLab from 
scratch’. Another one employs transfer learning technique that 
initialized with pretrained ImageNet and then fine-tunes it on 
photos of subjects dataset, i.e. training the ’R-JaunLab from 
transfer learning’. The ’R-JaunLab from scratch’ performed 
worse in both accuracy and cross-entropy loss. ’R-JaunLab 
from transfer learning’ is more valuable and is chosen as the 
final strategy. Moreover, the number of training iteration was 
50 due to the optimal accuracy from the validation and test set.

Implementation Details

The CNN models are exploited to perform the training on 
a Dell xps8930 server, which contains hexacore 3.20 GHz 
processor, 16 GB RAM and one NVIDIA GeForce GTX 
1070 video card. This work was implemented in Python by 
using the Keras framework, which back with a TensorFlow.

Data Augmentation: As for our tasks, there are relatively 
small data available; we utilize excessive technique for data 
augmentation [61, 62] through four types of transformation. 
The transformation operators are according to the matrix 
(Eq. 5) as follows:

(5)

Tflip =

⎡
⎢⎢⎣

1 0 0

0 − 1 0

0 0 1

⎤
⎥⎥⎦

Tzoom =

⎡⎢⎢⎣

zx 0 0

0 zy 0

0 0 0

⎤⎥⎥⎦

Tshift =

⎡⎢⎢⎣

1 0 r × sx
0 1 c × ty
0 0 1

⎤⎥⎥⎦

Trotation =

⎡⎢⎢⎣

cos(�) − sin(�) 0

sin(�) cos(�) 0

0 0 1

⎤⎥⎥⎦

zx, zy of Tzoom was uniformly sampled from (0.3, 1). Tshift 
processes a shift transformation, where r and c are the row 
number and the column number of the photo, respectively. 
sx and ty from Tshift matrix are sampled uniform in the range 
(-0.2, 0.2). � in Trotation is uniformly sampled from the range 
(-5, 5).

Learning Rate Policy:  The RAN is an end-to-end 
model and trained by using the root mean square prop 
(RMSprop [63]) algorithm, which changes adaptive the 
learning rate to speed up the training procedure and is 
initialized with learning rate � of 0.0001. The mini-batch 
size of RAN is 32 per photos of subjects. We adopt a 
momentum term � of 0.9. The form of RMSprop (Eq. 6) 
is derived as follows:

For training the jaundice recognizer and learning 
weights, we employ the stochastic gradient descent (SGD 
[64, 65]) algorithm, mini-batch size of 32 and a cross-
entropy cost function. SGD is computed as Eq. 7:

Here, � is the learn rate and sets as 0.0001 for mini-
batches on photos of subjects. We employ 0.9 and 0.0005 
for momentum and weight decay, respectively [23].

Loss Function: High accuracy of loss for multi-class 
recognition of jaundice is critical in this study. We define 
loss function in R-JaunLab for an photos of subjects as Eq. 8:

Here, a mini-batch takes the i as index and pi of the ith 
predicted probability of an eye region. p̂i is the ground-
truth label. When the prediction is positive, p̂i is 1. If the 
prediction is negative, p̂i is 0. ci is a class and represents the 
jaundice type (such as, benign, occult jaundice or obvious 
jaundice). ĉi is prediction associated with a positive eye 
region. The loss Lran refers to Eq. 3 in subsection 2.1, and the 
loss Ljc refers to Eq. 4 in subsection 2.2. The term pi means 
the multi-class recognition loss, which is activated only 

(6)

E
[
g2
]
t
= �E

[
g2
]
t−1

+ (1 − �)g2
t

�t−1 = �t −
�√

E
[
g2
]
t
+ �

g2

(7)

Jtrain(�) =
1

2m

m∑
i=1

(h�(x
(i)) − y(i))2

�j∶= �j − �
1

m

�

��j
Jtrain(�)

∶= �j − �
1

m

m∑
i=1

(h�(x
(i)) − y(i))x

(i)

j

(8)

L(pi, ci) =
1

Nran

∑
i

Lran(pi, p̂i)

+ 𝜆
1

Njc

∑
i

piLjc(ci, ĉi)
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for positive eye region ( pi = 1 ) and is disabled otherwise 
( pi = 0 ). The outputs of the ran and jc layers include pi and 
ci respectively.

The two terms of Eq. 8 are normalized by Nran and Njc . 
� is weight factor and controls the trade-off of ran and jc 
losses. The ran term is normalized with Nran = 512 and the 
jc term is normalized with Njc = 112 . By default we control 
0 ≥ � ≤ 1 . By optimizing cross-validation, the weight term 
� is finally optimized with 0.5. Equation 8 is optimized by a 
SGD with momentum 0.9.

Results

Characteristics of Photos of Subjects:  Initially, we 
obtained frontal photos of subjects (one image per subject), 
which passed image quality review and were used for the 
proposed model. The images were collected from the 
Second Xiangya Hospital of Central South University and 
labeled according to bilirubin levels testing (i.e. indicator 
of TBIL), which is conventional chemical and biological 
procedures (Fig. 4 text side). The left side of Fig. 4 uses 
yellow boxes on photos of subjects to localize the region 
of interest, which is always solely the eye region.

The subjects include both genders and the age of patient 
vary from 14 to 82 years. The dataset provides 402 patient-
wise images and consists of 134 healthy individual (H), 90 
occult jaundice (OC) and 178 obvious jaundice (OB) through 
TBIL level. Images are of RGB, three-channel and 4600 × 
3400 size. Table 1 shows the photos of subjects distributions 
of three classes for each jaundice diagnosis category.

Reliability and Generalization: To promote reliability 
of the results, the whole photos of subjects are split into three 
groups according to patient-wise: training subset, validation 
subset and testing subset (as listed in Table 1). The ratio of 
three groups is 7:2:1 on the photos of subjects according 
to patient-wise. During the training phase, the training 
subset is used for the R-JaunLab model and parameters of 
different neurons are optimized. The validation subset is 

used to test the generalization capabilities of our model. The 
testing subset is used to evaluate the multi-class recognition 
accuracy of jaundice and reliability for clinicians.

In this study, the photos of subjects are augmented by 
applying elastic deformation and resolve the very little 
training data problem. The data augmentation is done on 
the training phase due to the standard method in machine 
learning community [62].

Threefold of the photos of subjects are non-overlapping. 
The results of all experiment are computed accuracy for 
mean with an average standard deviation and are evaluated 
using auxiliary performance metrics, named precision, 
sensitivity as well as specificity [66–69]. To evaluate 
the generalization, R-JaunLab and RAN are compared 
with other state-of-the-art classifiers and are validated on 
experiments of the multi-class jaundice recognition.

Recognition rates: Evaluating the performance of the 
proposed model on photos of subjects, there are two computing 
methods for reporting the results [70]. An independent test of 
validation subset and testing subset was employed to compare 
the recognitions of R-JaunLab (i.e., image-level) with the 
recognitions made by experts (i.e., expert-level). Six human 
experts with significantly clinical experience in the Second 
Xiangya Hospital of Central South University were instructed 
to make the recognitions on the photos of subjects.

As a start, the recognition rate is evaluated at expert level. 
Ne is the number of photos of subjects. If Ner photos are 
correctly recognized, expert score can be defined as Eq. 9:

Second, we evaluate the recognition rate at the image 
level that provides an approach to estimate solely the multi-
class recognition accuracy of the R-JaunLab. Np is the 
number of photos of subjects from the validation subset or 
testing subset. Let Npr be correctly recognized number on 
patient-sourced photos, then the recognition rate of image 
level is depicted as Eq. 10:

(9)Sexpert−level =
Ner

Ne

(10)Simage−level =
Npr

Np

Fig. 4   Acquired photos of subjects with bilirubin level test informa-
tion of the same day

Table 1   Patient-wise distribution of photos of subjects dataset

Photos of subjects Jaundice class

Healthy Occult Obvious

Training Set 93 63 124
Validation Set 27 18 35
Testing Set 14 9 19
TBIL(�mol∕L) ≤ 17.1 (17.1, 34.2) ≥ 34.2
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We compute the average score of the both recognition 
experiments (expert-level and image-level), which are 
assigned on validation subset and testing subset. The score 
of multi-class recognition of jaundice achieved a remarkable 
high performance and is reliable (as shown in Fig. 5). The 
total score for mean is 78.04% for the expert level and 
image level is 89.84% . The validation set (score for mean 
with 89.04% and 5.25% standard deviation for mean) and 
testing set (score for mean with 90.83% and 7.19% standard 
deviation for mean) of the proposed model have almost the 
same score. The proposed method demonstrates similar 

recognition rates and strong generalization capabilities of 
novel network structure.

Performance: The performance of ’R-JaunLab from 
scratch’ and ’R-JaunLab from transfer learning’ is 
illustrated in Fig. 6 and demonstrates that transfer learning 
strategy is promising better than training from scratch. 
Training and validation from scratch roughly converge both 
to a low accuracy, which will be under-fitting. In the plot, 
the R-JaunLab training could benefit from transfer learning.

After 50 epochs (iterations through the whole dataset), 
the training and validation results of ’R-JaunLab from 
transfer learning’ show that it possesses not only excellent 
performance in both accuracy and cross-entropy loss but 
also uniform convergent, which demonstrates that the 
’R-JaunLab from transfer learning’ has generalization and 
the capability to avoid over-fitting and under-fitting [72].

Data augmentation is used in R-JaunLab to enhance 
the small dataset and achieved significant performance as 
shown in Fig. 7. In comparison with the two datasets (Aug 
and Raw), the average accuracy of the Aug is 95.01% and 
92.35%, while Raw is 76.5% and 75.5% (for training set 
and validation set, respectively), which demonstrates that 
augmentation available photos of subjects can meet the 
requirement of the model.

In order to differentiate the effect of input shape size 
between 112 × 112 and 224 × 224, we also performed 
a ’lower resolution input model’ recognizing between 
the same three categories, i.e., we just change the input 
resolution without further adjustment to R-JaunLab. In 
each case, the experiments were trained until convergence, 
and then their performance was evaluated on the validation 
subset and testing subset of the photos of subjects. 
Resulting resolution for this procedure is demonstrated 
in Fig. 8. Using the same photos of subjects, the ’lower 
resolution input model’ achieved an accuracy of 95.02% 
in training stage, 92.35% in validation stage and 95.33% 
in testing stage, respectively. Our ’lower resolution input 

Fig. 5   Multi-class recognition of jaundice performance among 
expert-level and image-level. The experiments from both are pro-
cessed on the same validation subset and testing subset. Accuracy for 
mean of image level: blue; accuracy for mean of expert level: orange; 
mean standard deviation of image level: red; mean standard deviation 
of expert level: violet

Fig. 6   The comparison between 
transfer learning and from 
scratch of R-JaunLab on train-
ing and validation subset. Accu-
racy and loss are plotted against 
the epoch during the length 
of training over the course of 
10,000 steps. Training from 
transfer learning: red; validation 
from transfer learning: green; 
training from scratch: blue; vali-
dation from scratch: yellow
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model’ improved about 2-3% accuracy, which shows that 
the capability of characteristic learning with 112× 112 input 
resolution for R-JaunLab is better than input resolution with 
224 × 224. Hence, 112× 112 is an optimal strategy of input 
resolution and is used to reduce the computational costs in 
this study.

The training phase processed about one hour and two 
hours thirteen minutes under the whole photos of subjects 
and photos of subjects with augmentation data, respectively. 
Different shape sizes of input resolution took respectively 
about 50 minutes for 112 × 112 and two hours ten minutes 
for 224 × 224 on the training subset. Data-augmented 
operators were used in training and validation phase and 
were executed on Python 3.6.5. In the test stage, a single 
mini-batch took about 0.04s on the raw testing subset.

Discussion

It is the first time that occult jaundice is suggested for early 
diagnostic control, which inspires multi-class recognition of 
jaundice challenge. In this work, we proposed R-Jaundice for 
multi-class recognition of jaundice on photos of subjects. 
R-JaunLab learns higher-level discriminating features with 
RAN and achieves reliable and accurate recognition scores. 
By validation of the challenge of the small dataset, the 
performance in the above section determined that our model 
is capable to acquire the eye region and has the remarkable 
performance in multi-class recognition of jaundice. 
Although the photos of subjects have high resolution that 
bring about inter-class and intra-class challenges in the 
multi-class recognition task, the distinguished power of 
the R-JaunLab is better than the state-of-the-art CNNs. 
Furthermore, R-JaunLab has stable performance in multi-
class recognition of jaundice on photos of subjects. The 
model demonstrates great value of applicability in clinical 
practice of jaundice. Since jaundice recognition faces a 

Fig. 7   R-JaunLab comparisons on photos of subjects between the raw 
photos (Raw) and augmented photos (Aug). Accuracy for mean of 
Aug: blue; accuracy for mean of Raw: orange; average standard devi-
ation of Aug: red; average standard deviation of Raw: violet

Fig. 8   R-JaunLab comparisons 
between the different shape 
sizes of the input resolution 
(i.e., 112 × 112 and 224 × 224 , 
respectively) The computational 
cost of both is almost constant. 
Input resolution with 112 × 112: 
blue; input resolution with 224 
× 224: orange
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time-consuming [73–75], invasive [76, 77] and expensive 
procedure [21, 78], our work could provide an automated 
multi-jaundice recognition system, which offers scientific, 
objective and concrete indexes.

Table  2 depicts several comparisons with popular 
classifiers and illustrates that the R-JaunLab outperforms 
other classifiers and marked in bold type. The Xception 
network proposed by [71] is a deep learning with depthwise 
separable convolutions and used for JFT (an internal Google 
dataset for large-scale image classification dataset) [79] with 
high accuracy. The Xception with RAN achieves about an 
accuracy with training set of 87.84% and with validation set 
of 83.29% in the multi-class recognition of jaundice photos 
of subjects. ResNet framework [27] is a residual learning 
CNNs proposed by Kaiming He and took the first place of 
localization and classification in the ILSVRC15 (ImageNet 
large-scale visual recognition challenge 2015). ResNet50 
with RAN achieves an accuracy of 90.61% on training set and 
82.13% on validation set. Inception model [30] proposed by 
Christian Szegedy is a convolutional network with inception 
architecture and reported 3.5% top-5 error and 17.3% top-1 
error on ILSVRC12 classification challenge validation 
set. InceptionV3 with RAN achieves about an accuracy 
of 92.90% and 85.51% (for training set and validation 
set, respectively). VGG architecture [29] is a traditional 
CNN proposed by Karen Simonyan and secured the first 
and the second places in the ILSVRC14 [49] localization 
and classification tracks, respectively. VGG19 with RAN 
achieves an accuracy of 88.76% in training phase and 77.48% 
in validation phase. Table 2 demonstrates also results of other 
performance metrics (e.g., respective precision, sensitivity 
and specificity) on training set and validation set. The scores 
of the proposed work exceeded the state-of-the-art classifiers 
under auxiliary performance metrics.

In the testing phase, we performed an experiment to 
identify predicted result of our model. This test suggests 
that the performance of R-JaunLab outperforms the state-
of-the-art prior models in multi-class recognition task of 
jaundice, as shown in Table 3. In the total accuracy for mean 
aspect, the proposed method is about 4% higher than the 
best performance of the existing methods and promoted 
to 95.33%. In particular, obvious jaundice was recognized 
correctly by experiment in 100% of all the photos of 
subjects, and healthy controls achieved 92% for accuracy 
and occult jaundice achieved 94% for accuracy.

Referring to Table  3, it can be found that accuracy 
distribution on each case appears substantially different in 
most model, except R-JaunLab. Xception with RAN yielded 
an accuracy for mean of 90.67%, 96%, 100% and 76% on 
photos of subjects in total average, healthy people, obvious 
jaundice and occult jaundice, respectively. ResNet50 with 
RAN yielded an average accuracy of 89.33%, 88%, 100% 
and 80% on testing images (for total average, healthy Ta
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people, obvious jaundice and occult jaundice, respectively). 
InceptionV3 with RAN yielded on photos of subjects an 
accuracy for mean of 91.33% on total average, 86% on 
healthy people, 100% on obvious jaundice and 88% occult 
jaundice. VGG19 with RAN yielded on testing photos an 
average accuracy of 88%, 84%, 98% and 82% (for total 
average, healthy people, obvious jaundice and occult 
jaundice, respectively). Furthermore, these classes identified 
by experiment were also verified by conventional chemical 
and biological procedures of TBIL.

It is a great advance that the R-JaunLab annotates the eye 
region and recognizes jaundices on the photos of subjects. 
The RAN network of R-JaunLab preserves fully information 
of eye region on the photos of subjects and performs the 
patch extraction methods. Patch-based methods are popular 
occurrence [70, 80, 81] by using biomarker for eye region, 
which is region of interest (RoI) for jaundice and only a 
fraction of photos of subjects. However, it brings up an 
distinct obstacle, while non-jaundice patches will result in 
deviations of the parameter optimization and learning, i.e., 
the non-jaundice region biases the proposed model in the 
training phase. Therefore, only the proposal that cropped 
by the yellow boxes meets the requirements of our work. 
Hence, we carefully use photos of subjects as input of the 
R-Jaundice model, which is more accurate and improves the 
efficiency of clinical diagnosis as well as prognosis.

Multi-class recognition has more clinical values than 
binary-class recognition (i.e., healthy controls and obvious 
jaundice), because recognition of occult jaundice makes 
possible non-invasive diagnosis, which relieves the pressure 
of the patient and assists the skilled individuals to make 
more early optimal therapeutic procedure. In addition, CNNs 
have been sufficiently developed and also performed for 

biomedical image analysis, e.g., image classification [82, 83], 
image segmentation [84–86] and image registration [87–89], 
but there still exists a lot of improvement of biomedical image 
data in contrast to computer vision community [27, 90–93]. 
The proposed model employs an optimal training strategy 
(i.e., transfer learning based on VGG16), which fine-tunes 
the optimal parameters and converges quickly. This schema 
contributes more to our challenging task.

Conclusions

In summary, architecture of R-JaunLab holds the following 
benefits of 1) automatic extraction of eye region; 2) 
automatically enriched learning of simple information, 
obvious information and discriminative information through 
feature hierarchy (i.e., low-level feature, middle-level feature 
and high-level feature, respectively); 3) uncomplicated 
training process (end-to-end); 4) promising performance of 
fine-tuning; and 5) finally, computer-assisted diagnose of 
multi-class jaundice is non-invasive method, which is based 
on photos of subjects.

Jaundice is a common and complex clinical symptom 
with potential involvement in hepatology, general surgery, 
infectious diseases, pediatrics, genetic diseases, gynecology and 
obstetrics. Currently, jaundice is ascertained by the combination 
of inspection of doctors and laboratory test for serum bilirubin 
level. However, the accuracy of visual examination depends on 
the experience and subjective judgment of doctors. Although 
the test results of serum bilirubin are objective and reliable, 
patients can only be tested in the medical institutions where the 
test is carried out. Moreover, the diagnostic method based on 
blood test is inconvenient and time-consuming and increases 
the public health expenditure.

This study proposed a computer-aided diagnostic system 
of jaundice based on the sclera photos, which can give 
a reliable answer after the sclera photos are input. Thus, 
jaundice can be diagnosed intelligently by the system 
without relying on doctors and medical institutions. 
Intelligent diagnosis can not only make up for personal 
experience limitations and visual resolution limitations of 
doctors, but also bring convenience for patients far away 
from hospitals, which could increase diagnostic accuracy 
and efficacy. We are trying to make this diagnosis system 
into software that can be installed on smartphones. In the 
future, as long as you have a camera smartphone, you can 
complete the diagnosis.
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Table 3   Summary of performance on testing subset for the healthy 
controls, obvious jaundice and occult jaundice. The recognition per-
formance with optimal shape size of input resolution and total aver-
age accuracy is also summarized in the columns denoted as input size 
and total, respectively

’Healthy’, ’Obvious’ and ’Occult’ represent three classes: healthy 
controls, obvious jaundice and occult jaundice, respectively

Network Input size Testing accuracy

Total Healthy Obvious Occult

RAN + Xception 
[71]

299 × 299 0.9067 0.96 1 0.76

RAN + ResNet50 
[27]

224 × 224 0.8933 0.88 1 0.8

RAN + Incep-
tionV3 [30]

224 × 224 0.9133 0.86 1 0.88

RAN + VGG19 
[29]

224 × 224 0.88 0.84 0.98 0.82

R-JaunLab 112 × 112 0.9533 0.92 1 0.94
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