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Abstract 

Purpose:  The early detection of organ failure mitigates the risk of post-intensive care syndrome and long-term 
functional impairment. The aim of this study is to predict organ failure in real-time for critical care patients based on a 
data-driven and knowledge-driven machine learning method (DKM) and provide explanations for the prediction by 
incorporating a medical knowledge graph.

Methods:  The cohort of this study was a subset of the 4,386 adult Intensive Care Unit (ICU) patients from the 
MIMIC-III dataset collected between 2001 and 2012, and the primary outcome was the Delta Sequential Organ Failure 
Assessment (SOFA) score. A real-time Delta SOFA score prediction model was developed with two key components: 
an improved deep learning temporal convolutional network (S-TCN) and a graph-embedding feature extraction 
method based on a medical knowledge graph. Entities and relations related to organ failure were extracted from the 
Unified Medical Language System to build the medical knowledge graph, and patient data were mapped onto the 
graph to extract the embeddings. We measured the performance of our DKM approach with cross-validation to avoid 
the formation of biased assessments.

Results:  An area under the receiver operating characteristic curve (AUC) of 0.973, a precision of 0.923, a NPV of 0.989, 
and an F1 score of 0.927 were achieved using the DKM approach, which significantly outperformed the baseline 
methods. Additionally, the performance remained stable following external validation on the eICU dataset, which 
consists of 2,816 admissions (AUC = 0.981, precision = 0.860, NPV = 0.984). Visualization of feature importance for 
the Delta SOFA score and their relationships on the basic clinical medical (BCM) knowledge graph provided a model 
explanation.

Conclusion:  The use of an improved TCN model and a medical knowledge graph led to substantial improvement in 
prediction accuracy, providing generalizability and an independent explanation for organ failure prediction in critical 
care patients. These findings show the potential of incorporating prior domain knowledge into machine learning 
models to inform care and service planning.

Keywords:  Organ failure, Intensive care, Medical knowledge graph, Explainable model, Temporal convolutional 
network, Knowledge graph embedding

Introduction
Multiple organ failure syndrome (MOFS) is a seri-
ous complication in intensive care unit (ICU) patients, 
with mortality rates ranging from 30 to 100% depend-
ing on the degree of organ failure [1]. The Sequential 

Organ Failure Assessment (SOFA) score was developed 
to describe the degree of organ failure over time and has 
been widely validated as the main criterion in the diag-
nosis of sepsis [2]. Identifying patients at risk of organ 
failure prior to any clinical manifestations would have a 
significant impact on the overall mortality and cost bur-
den of sepsis and MOFS [3].

The availability of massive medical data and advances 
in deep learning methods have provided new opportuni-
ties for identifying high-risk patients to assist ICU clinical 
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decision making. Models have developed based on ICU 
data to predict organ failure for patients; unfortunately, 
most existing deep learning methods [4–7] ignore the 
rich information embedded in medical knowledge, such 
as the correlations among different medical features and 
the importance of these features for different organ fail-
ure statuses, which leads to a bottleneck in model per-
formance. To address these problems, we proposed an 
approach that incorporates prior medical knowledge and 
focuses on different features for different organ failure 
statuses to achieve high real-time predictive accuracy.

Most deep learning methods have not achieved sig-
nificant deployment in clinical practice because most 
of them lack an explanation of how they operate, 
which is of paramount importance for clinical doc-
tors to make their own informed and confident deci-
sions [8]. Existing explanations [9, 10] provide insight 
into model training and parameters, i.e., concentrate 
on the specific features and the associated data which 
are responsible for a particular prediction or outcome. 
Independent explanations, which can be derived from 
external medical and biological evidence, theories, 
background knowledge, etc., are still lacking for deep 
learning models. A medical knowledge graph (MKG) 
is a reasonable approach for obtaining an independent 
explanation, carrying massive and structured medical 
background knowledge that is convenient for com-
puter calculation. MKGs are applicable to a variety 
of downstream tasks, and the knowledge that can be 
extracted from them is easily understood by doctors 
[11, 12].

In this study, we propose a data- and knowledge-driven 
approach (called DKM) that takes full advantage of medi-
cal knowledge, clinical data, and deep learning algo-
rithms to predict organ failure and provide explanations 
independent of the algorithms and clinical data.

Methods
Study design and data source
We trained and validated a prediction model based on 
the retrospective analysis of two nonoverlapping ICU 
databases:

(1)	 The MIMIC-III, an integrated, deidentified, com-
prehensive clinical dataset containing informa-
tion on all patients admitted to the ICUs of Beth 
Israel Deaconess Medical Center in Boston, MA, 
from June 1, 2001, to October 31, 2012. There were 
49,785 distinct hospital admissions to the ICUs 
during the study period.

(2)	 The eICU, a nonprofit program that was established 
by Philips and governed by customers, is a platform 

built from a repository of data used to advance 
knowledge of critical and acute care. It contains 
more than 3.3 million admissions from 2003 to 
2016 in 459 ICUs across the United States.

The MIMIC-III dataset was used for model training 
and internal validation, and the eICU was used for exter-
nal validation. Both sets of data included symptoms, 
vital signs, laboratory tests, International Classification 
of Disease (ICD-10) clinical diagnosis, and periopera-
tive information. The study protocols conformed to the 
ethical guidelines of the 1975 Declaration of Helsinki. 
The reporting of studies conforms to the Transparent 
Reporting of a multifeature prediction model for Indi-
vidual Prognosis or Diagnosis (TRIPOD) statement [13] 
(Supplementary Table 1). The institutional review board 
(IRB) of 3rd Xiangya Hospital approved these studies 
(No. 21117).

Patient cohorts
From both the MIMIC-III and eICU datasets, we 
included adult patients aged ≥ 18  years. Patients were 
excluded if they did not have a SOFA score or vital sign 
data (i.e., heart rate, systolic blood pressure, diastolic 
blood pressure, mean arterial pressure, respiratory rate, 
or body temperature) within the first day of ICU admis-
sion or if they had error values (e.g., age > 120 years). The 
flowchart of patient selection is shown in Fig. 1.

Data extraction and preprocessing
For both datasets, the ICU admissions of patients who 
met the above inclusion and exclusion criteria were 
included. The SOFA score was used to quantitatively 
describe the degree of organ failure in critical illness 
according to the function of six different organ systems 
(i.e., respiratory, cardiovascular, hepatic, coagulation, 
renal, and neurological systems). The SOFA score ranges 
from 0 to 4, with an increasing score reflecting worsen-
ing organ dysfunction, and was calculated every hour 
[14]. The outcome in this study was patient status in the 
next hour quantified by the Delta SOFA Score, which 
was calculated by the maximum SOFA score minus the 
admission SOFA score (Table 1). The seven categories of 
Delta SOFA score in the training set were balanced (Sup-
plementary Table 2).

In the MIMIC-III dataset, we extracted a set of fea-
tures, including demographics, vital signs, laboratory 
values, Elixhauser comorbidities [15], and intravenous 
drugs. The same drugs were combined manually (e.g. 
Insulin—70/30, Insulin—Glargine, Insulin—Humalog, 
Insulin—Humalog 75/25, Insulin—NPH, and Insu-
lin—Regular were all incorporated into Insulin). We 
used the Pearson correlation coefficient [16] to select 
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features relevant to the Delta SOFA scores from among 
the 234 features that were obtained from the MIMIC-
III dataset, resulting in a final set of 186 features with a 
threshold greater than 0.011 (Supplementary Table  2). 
All features were normalized and coded as multidimen-
sional discrete time series with 1-h time steps; those 
with multiple measurements within a 1-h time step 
were averaged (for example, heart rate). Drugs were 
coded as 1 or 0, where 1 indicated the use of the drug in 
the current hour and 0 otherwise. Drug dose and infu-
sion rate were not of interest.

To address missing data, we exploited the forward-fill 
imputation strategy [17] and made further improve-
ments as follows:

•	For an ICU admission, if a feature was missing at a 
certain time, the nearest nonmissing value of the 
feature before that time was utilized.

•	If all the features before the missing time were miss-
ing or the features were not measured for an ICU 
admission, the average value of the features across 
all the data were utilized.

To prevent data leakage, no information was trans-
ferred from the future to the past. In addition, to 
avoid data leakage between different datasets, we filled 
missing values in the training dataset and validation 
dataset separately.

The same preprocessing was performed for the eICU 
dataset. In addition, we excluded patients from the eICU 

Fig. 1  The flowchart of patient selection

Table 1  The SOFA score definition in this study

SOFA sequential organ failure assessment

Definition

Admission SOFA score The admission SOFA score is calculated based on the most severe value for each sub-score in the one hour 
after admission to ICU

Maximum SOFA score The maximum SOFA score is calculated based on the most severe value for each sub-score in the current hour

Delta SOFA score The delta SOFA score is calculated by the maximum SOFA score minus the admission SOFA score

Categories:
Status 1: Delta SOFA score ≤ 0, indicating that organ function is stable or getting better
Status 2: Delta SOFA score = 1
Status 3: Delta SOFA score = 2
Status 4: Delta SOFA score = 3
Status 5: Delta SOFA score = 4
Status 6: Delta SOFA score = 5 or 6
Status 7: Delta SOFA score > 6
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dataset whose feature measurement times were less than 
the average of those for the MIMIC-III dataset.

Basic clinical medical knowledge graph construction
To build a basic clinical medical knowledge graph 
(BCM-KG), features were mapped into the terms (i.e., 
entities) in the standard Unified Medical Language 
System (UMLS), and the related entities and relation-
ships were retrieved. The UMLS is a compendium of 
health and biomedical vocabularies and standards 
that provides a comprehensive thesaurus and ontol-
ogy of biomedical concepts and their mappings. In 
detail, features were mapped from continuous values 
to several entities representing diseases or symptoms 
(Supplementary Table 3); drugs were mapped to enti-
ties by names. Then, a search tool [18] was utilized to 
retrieve relationships and entities related to the enti-
ties linked to our 186 features with a search depth of 
2. Four vocabulary sources in the UMLS were used, 
namely, SNOMEDCT_US [19], MDR [20], RXNORM 
[21], and NCI [22]. We searched 127 types of entities 
(Supplementary Table 4) and 976 types of relationships 
(as shown in the Relationship Attribute table [23]). 
The medical knowledge graph was finally represented 
by triplets, each in the form of (h, r, t), where h indi-
cated the head entity, r was the relationship, and t rep-
resented the tail entity.

Basic clinical medical knowledge graph embedding
An embedding model called TransE [24] was utilized as 
the BCM-KG embedding model, as it can generally pre-
serve structural information in a knowledge graph with 
great robustness. TransE encoded entities and relation-
ships in the BCM-KG to a low-dimensional continuous 
vector space. For a triplet (h, r, t), the entity and relation 
vector were first initialized randomly. Second, a score 
function was defined to judge the correctness as:

which represented the negative distance between h + r 
and t; higher values of f (h, r, t) indicate that (h, r, t) had a 
higher probability of being true. By maximizing the score 
function, we finally obtained the embedding features xe.

Prediction model
A temporal convolutional network (TCN) [25], a variant 
of the convolutional neural network (CNN), was used to 
predict the Delta SOFA score from the previous SOFA 
score sequence with the origin features and embedded 
features. We designed a status adjustment module (SAM) 
to capture the importance of features on the outcome 
under different statuses. Furthermore, there are three 

f (h, r, t) = −h+ r − t 1
2

,

mechanisms that make the TCN perform well in time 
sequence modeling tasks: causal convolution, dilated 
convolution, and residual block.

The status adjustment module (SAM), as shown 
in Fig.  2, is a weight matrix in the embedding layer. 
Two weight matrices are set to separately adjust the 
weights of the original features and embedded fea-
tures in different patient states. For the original feature 
x1, x2, . . . , xj , . . . , xn , the SAM module adjusts them to 
xi1, xi2, . . . , xij , . . . , xin as:

where i represents the current patient state, and θij rep-
resents the weight of feature j when the patient state is i . 
For the embedded feature xe

1
, xe

2
, . . . , xek , . . . , x

e
m , the SAM 

module calculates xei  as:

where ϕik represents the weight of embedded feature k 
when the patient state is i , and m represents the embed-
ded feature numbers. Then, xi1, xi2, . . . , xij , . . . , xin and xei  
are concatenated as the input of the TCN. The improved 
TCN model with SAM is called the S-TCN model in this 
study.

Causal convolution
The TCN uses causal convolution, in which the output of 
time t is only convolved with elements at or before time 
t in previous layers. The value of time t in the previous 
layer only depends on the value of time t in the next layer 
and its previous value. Different from that in the tradi-
tional CNN, causal convolution is a unidirectional struc-
ture, and it cannot access future data, so no information 
is transferred from the future to the past.

Dilated convolution
For both causal convolution and traditional convolu-
tional neural networks; the duration of modeling is 
limited by the size of the convolution kernel. To obtain 
longer dependencies, more layers need to be stacked 
sequentially. TCN allows input interval sampling during 
convolution. Specifically, for input {v0, v1, . . . vi, . . . vT−1} 
and filter f :

{

0, 1, . . . , k − 1
}

 , the dilated convolution 
operation F on the ith element of the input sequence is 
defined as:

xij = xiθij ,

xei =

m
∑

k=1

xekϕik ,

F(i) =

k−1
∑

j=0

f
(

j
)

· vi−d·j
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where d is the dilation factor, k is the filter size, and 
i − d · j accounts for the direction of the past. Dilation is 
thus equivalent to introducing a fixed step between every 
two adjacent filter taps. Using a larger dilation factor ena-
bles the output at the top level to represent a wider range 
of inputs, thus effectively expanding the receptive field 
with fewer layers. Given filter size k and dilation factor 

d, the effective history of one such layer is (k-1) d. We 
increased d exponentially as the network deepened, i.e., 
d = O

(

2i
)

 , at level i of the network, which ensures that 
there are some filters that hit each input within the effec-
tive history while also allowing for an extremely large, 
effective history using deep networks. In addition, a 
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Fig. 2  Model development overview. a Data extraction and preprocessing. Data on patient ICU admissions were exported from multiple tables of 
the MIMIC-III database and filtered according to the inclusion and exclusion criteria. A set of 186 variables were selected as the prediction model 
input, and the outcome was the Delta SOFA score; both took a one-hour time step. An improved forward-fill imputation strategy was used to fill 
missing data, and the Pearson correlation coefficient was used to select the variables that were more relevant to the outcome. b Basic clinical medi-
cal knowledge graph (BCM-KG) construction and embedding. Continuous variables were discretized to medical terms according to the correspond-
ing medical standards. The search tool provided by the UMLS knowledge graph was utilized to link discretized variables to the UMLS entities and 
search the related entities, constructing the BCM-KG. An embedding model called TransE was utilized as the BCM-KG embedding model. c DKM 
prediction model. The status adjustment module (SAM) was added to the model embedding layer of a temporal convolutional network (TCN). After 
multiplying by the weight in SAM, the features were concatenated with the feature embedding and used as TCN input to predict organ failure. d 
Explanation for prediction. Patients in different organ failure statuses had different feature importance. Entities and relationships associated with 
important features were visualized
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spatial dropout is added after each dilated convolution 
for regularization.

Residual connections
A residual block [26] contains a branch leading out to a 
series of transformations R, whose outputs are added to 
the input v of the block:

Since the receptive field of the TCN depends on the 
network depth n, filter size k, and dilation factor d, stabi-
lization of a deeper and larger TCN becomes important. 
Each layer, more specifically, consists of multiple filters 
for feature extraction. Therefore, a generic residual mod-
ule is employed in place of a convolutional layer.

Model training and validation process
Data for each ICU admission were connected by a fixed 
separator as the model input. The parameters of the 
model were set as follows: the optimizer was stochas-
tic gradient descent (SGD), the kernel size was set to 3 
(k = 3), and the remaining block level was set to 7 (l = 7). 
The size of the hidden unit was 400, and the size of the 
embedding was set to 80. A dropout rate of 0.1 was used 
to avoid overfitting. The learning rate was adjustable, with 
an initial value of 4. When the training loss in the current 
epoch was greater than that in the previous three epochs, 
the learning rate was divided by 10. Regarding model 
verification, we used tenfold cross-validation to compare 
the model performance of DKM with that of the S-TCN 
and TCN on the MIMIC-III cohorts using the area under 
the receiver operating characteristic curve (AUC), which 
comprehensively evaluates the balance between sensitiv-
ity and specificity, precision, and the F1 score, which is 
the harmonic mean of precision and recall. The Wilcoxon 
signed-rank test was performed to assess the significance 
of the differences among these three models. In addi-
tion, we compared the performance (precision and F1 
score) of the TCN model with that of three other clas-
sic deep learning models, including the gated recurrent 
unit (GRU), CNN and long short-term memory (LSTM). 
Finally, we validated our method externally on the eICU 
dataset using the AUC and precision. To explain the role 
of knowledge and the SAM, we also verified the AUC of 
the S-TCN and TCN in the eICU.

Explanation for prediction
The explanation of our prediction model was described 
in two aspects. First, we visualized feature importance for 
different Delta SOFA score statuses calculated from the 
SAM, where 

∣

∣θij
∣

∣ indicates the importance of the jth fea-
ture when the current organ failure status is i. Second, we 

o = Activation(v)+ R(v)

presented the relations between features and other enti-
ties in the BCM-KG by exploring the paths between them 
using a depth-first search method [27].

Results
Basic statistics
The complete MIMIC-III dataset comprised 49,785 ICU 
admissions, corresponding to 38,597 adult patients, 
with information available on 4579 charted observa-
tions and 380 laboratory measurements. In this study, we 
included 4386 of the ICU admissions in the MIMIC-III, 
corresponding to 3924 patients, and 2816 admissions in 
the eICU. In the MIMIC-III dataset, the mean age was 
56.46 ± 13.27  years, 58.4% of the patients were female, 
and the median length of ICU admission was 2  days 
(interquartile range 1–4). Characteristics from external 
validation populations were not entirely similar to those 
from the MIMIC-III cohort. The illness severity (initial 
SOFA score, Glasgow Coma Scale (GCS) scores, length 
of ICU stay) of the eICU patients was greater than that 
of MIMIC-III patients. The baseline characteristics of the 
two cohorts are shown in Table 2.

A total of 422,788  h of 186 features and Delta SOFA 
scores of the 4,386 MIMIC-III admissions were used to 
train and validate the prediction model, and a total of 
1,048,576  h of the 2,816 eICU admissions were used to 
externally validate the prediction model. By retrieving 
relationships and entities in the UMLS related to 186 
features, a BCM-KG was generated containing 101,909 
entities (e.g., ‘metoprolol’, ‘hypertension’) covering all 186 
features, 235 relations (e.g., ‘treat’, ‘is a’), and 249,690 tri-
plets (e.g., [metoprolol, treat, hypertension]).

Model performance
Using the original TCN model with the MIMIC-III 
cohort, the precision was 0.695, and the F1 score was 
0.696. Applying the SAM to the model (i.e., S-TCN) sig-
nificantly increased the precision and F1 score to 0.904 
and 0.909 (P < 0.001), respectively. When adding the rep-
resentation learning features of the BCM-KG (i.e., DKM), 
the DKM showed a higher precision of 0.923, F1 score of 
0.927 (P < 0.001) and NPV of 0.989 compared with the 
S-TCN. The specific results of the tenfold cross-valida-
tion of the DKM are presented in Supplementary Table 5. 
The AUCs of these three models were 0.898, 0.966, and 
0.973, respectively (Fig. 3). In addition, the TCN outper-
formed the other deep learning models (i.e., GRU, CNN 
and LSTM) (Table 3), achieving precision improvements 
of 0.045, 0.078 and 0.029, respectively, and F1 score 
improvements of 0.038, 0.149 and 0.019. Besides, the 
TCN outperformed the non-deep learning method logis-
tic regression, achieving precision improvements of 0.201 
and F1 score improvements of 0.189.
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The AUC values of the DKM, S-TCN and TCN with the 
eICU cohort are shown in Fig. 3. The S-TCN and TCN 
showed a smaller AUC than with the MIMIC-III cohort. 

Note that while 157 intravenous drugs were included 
among the input features to the training model, some 
were missing in the external validation set, as they were 

Table 2  Description of MIMIC-III and eICU cohorts

The data are presented as the means ± standard deviations (SDs) for continuous features and as proportions for categorical features and expressed as the median 
interquartile range (IQR) when the data possessed a skewed distribution

COPD chronic obstructive pulmonary disease, CKD chronic kidney disease, SOFA sequential organ failure assessment, SBP systolic blood pressure, DBP diastolic blood 
pressure, GCS glasgow coma scale, ICU intensive care unit

MIMIC-III (n = 4,386) eICU (n = 2816)

Hospital characteristics Teaching tertiary hospital General hospitals (including 
90.87% Teaching tertiary 
hospital)

Age (years) 56.46 ± 13.27 56.36 ± 15.78

Male gender (n, %) 2,561, 58.4% 1735, 61.6%

Premorbid complications

 Hypertension (n, %) 2,309, 52.6% 363, 12.9%

 Diabetes (n, %) 357, 8.1% 417, 14.8%

 COPD (n, %) 1,035, 23.6% 239, 8.5%

 CKD (n, %) 746, 17.0% 172, 6.1%

Congestive heart failure (n, %) 882, 20.1% 270, 9.6%

Initial SOFA score 0 (0, 2) 11 (9, 12)

Initial vital signs

 Respiratory rate (/min) 18.84 ± 5.55 20.56 ± 7.89

 Heart rate (beats/min) 85.36 ± 17.29 98.40 ± 23.28

 Temperature site (℉) 98.08 ± 3.44 96.84 ± 8.96

 Oxygen saturation 89.63 ± 9.12 95.84 ± 5.89

 SBP (mmHg) 120.52 ± 21.81 112.58 ± 25.53

 DBP (mmHg) 64.79 ± 14.38 62.72 ± 18.50

 GCS score 11 (11, 15) 14 (9,15)

Procedures during the 24 h of data collection

 Mechanical ventilation (n, %) 1811, 41.3% 197, 7%

 Length of ICU stay (days) 2.03 (1.17, 4.09) 16.85(0.87, 110.92)

Fig. 3  Receiver operating characteristic (ROC) curves for the organ failure prediction in MIMIC-III and eICU cohorts respectively
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not available in the eICU (Supplementary Table  2). The 
final model (DKM) achieved an AUC of 0.981 (> 0.75), 
precision of 0.860 and NPV of 0.984 on the external 
validation set, indicating good discriminability and cali-
bration. Compared with the TCN and S-TCN, the final 
model (DKM) has a good generalization ability after 
introducing the knowledge graph embedded information 
and SAM model.

Model explanation
Feature importance can be obtained from the weight 
matrix of the SAM of the prediction model. Patients 
with different organ failure statuses had different feature 
importance values. If a patient is in the status of 5 Delta 
SOFA score, which means the organ failure is worse than 
admission, the top 5 important drugs for the next predic-
tion were oseltamivir, fluconazole, amikacin, vitamin K, 
and nitroprusside (Fig. 4), and the top 5 important meas-
ures were the international normalized ratio, urea nitro-
gen level, blood platelet count, age, and hematocrit level. 
All feature importance values for the different organ fail-
ure states are shown in Supplementary Table 6.

We searched the hidden relations in the BCM-KG 
among entities with greater effects on organ failure and 
those representing the features included in the predic-
tion model. In Fig. 4, each feature included in the predic-
tion model is marked in red. We showed that knowledge 
can help to associate entities in organ failure prediction 
together through the triplets in the BCM-KG. Although 
metoprolol and chronic kidney disease stage 1 are not 
strongly relevant literally, given the linkage to BCM-KG, 
they can establish associations with each other through 
different paths.

Discussion
Much of the contemporary focus in organ failure man-
agement is on early intervention, which allows caregiv-
ers to identify and make treatment decisions based on 
a reliable estimate of the deterioration of organ systems 
in the near future. In a well-designed randomized clini-
cal trial, compared with standard care, the application 

of early warning systems was proven to help reduce the 
risk of unexpected events [28]. Our study extends exist-
ing real-time organ failure prediction methods, most of 
which collect features at a certain time granularity and 
predict the outcome indicators of the next period. For 
example, Meyer et  al. [4] used 52 patient features col-
lected every half hour to predict renal failure, and Yang 
et al. [5] extracted a total of 168 features collected hourly 
for the early detection of sepsis. In this study, the clini-
cal data from the electronic health records of thousands 
of patients were constructed into a real-time prediction 
dataset containing 234 features collected hourly, which 
was used to construct a model that can predict organ 
failure in patients of any ICU duration in the next hour 
by a TCN, which has good performance (AUC of 0.973, 
precision of 0.923, NPV of 0.989, F1 score of 0.927) 
and requires less training time and memory than other 
sequence models.

Existing data-driven, deep learning methods usu-
ally combine their own data characteristics to make the 
model learn more features to achieve higher prediction 
accuracy. For example, the MTRNN-ATT model pro-
vided by Chen [25] utilizes the relationships between 
organ systems and a shared long short-term memory 
(LSTM) unit to exploit the correlations between different 
tasks for further performance improvement, achieving an 
accuracy of 0.899. The Classifier-GAIN model provided 
by Zhang [26] achieved an F1 score of 0.848 by incorpo-
rating both observed data and label information. How-
ever, the temporal characteristics of the different features 
used for model construction were ignored in the current 
models. In natural language processing, focusing on the 
limitation/influence of the current prediction results on 
the next prediction significantly improves model perfor-
mance [29]. Therefore, we designed an SAM in the TCN 
model, capturing the influence of the current organ fail-
ure state on the next prediction. SAM can help the model 
capture more information from the features, that is, the 
different importance of features in different organ failure 
statuses. The experiments showed that the SAM signifi-
cantly improved the prediction performance from a pre-
cision of 0.695 to 0.904.

Most existing deep learning methods do not exploit 
medical knowledge, leading to a bottleneck in model per-
formance. To address these problems, approaches that 
incorporate prior medical knowledge and learn more 
model features by adding knowledge connections have 
been proposed to enhance the real-time predictive accu-
racy in this study. A knowledge graph is a data model 
that represents facts as nodes and relations between the 
nodes based on which knowledge is better structured 
and easier to parameterize [29]. Under a general medi-
cal KG, objects such as basic information, symptoms, 

Table 3  Performance of TCN and other classical deep 
learning models in organ failure prediction task

TCN temporal convolutional network, GRU​ gated recurrent unit, CNN 
convolutional neural network, LSTM long short-term memory

Model Precision F1 score

TCN 0.712379 0.713223

GRU​ 0.667374 0.675604

CNN 0.634055 0.564528

LSTM 0.68311 0.694437
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diseases, drugs, lab tests, and treatments can all be linked 
together through different types of referential relation-
ships, combined with the generation of low-dimensional 
embedding of entities and relations, increasing feature 
interactions [30, 31]. Sharma et  al. [32] incorporated 
domain knowledge via knowledge graph embedding for 
a UMLS, which improved the performance of the base 
architecture of the medical natural language inference 
task. To explore the interaction among the features that 
affect organ failure, we used the UMLS dataset to build 
a BCM-KG, which integrated the relations among enti-
ties in the UMLS and collected hundreds of thousands of 

medical knowledge elements. The representation learn-
ing features of BCM-KG improved the prediction perfor-
mance from a precision of 0.904 to 0.923. This suggests 
that incorporating extra medical knowledge provides 
more features for the model, thus improving the pre-
diction results. Furthermore, the external verification 
results show that our algorithm has good generalizabil-
ity, with an AUC of 0.981 and precision of 0.86. The AUC 
from external validation without knowledge was 0.803, 
which was 0.178 lower than that of DKM, indicating that 
knowledge might be a possible mechanism for improving 
model performance and generalizability. Overall, models 

(a) Top 20 important features of patients with Delta SOFA score = 5

(b) Partial relations between features and other entities in the BCM-KG
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Fig. 4  Explanation for prediction. a Top 20 features of patients with Delta SOFA score = 5. Variables represented by the blue columns were drugs 
correlated with the Delta SOFA score, and the red columns were lab and vitals correlated with the Delta SOFA score. b Partial relations between 
features and other entities in the BCM-KG. Entities used in the model were marked in red, other entities in BCM-KG were marked in black, and gray 
lines represented relations between entities. For example, “metoprolol” might treat “hypertension”, and was contraindicated with “hypotension”. 
CTRP Clinical Trials Reporting Program, NICHD National Institute of Child Health and Human Development, CPTAC​ Clinical Proteomic Tumor Analysis 
Consortium, GDC Genomic Data Commons
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that fused knowledge showed better performance than 
models based only on clinical data, which suggests that 
incorporating extra medical knowledge into clinical data 
could result in the better elucidation of clinical outcomes 
[33, 34].

Deep learning methods often lack explanations, which 
is of paramount importance for the introduction of AI 
models into clinical practice [35, 36]. Traditionally, there 
are three main types of explanation methods. The first 
method is the premodel explanation method, which 
mainly refers to preprocessing data, providing explana-
tions from the perspective of models and data, discover-
ing knowledge and laws from data, fully understanding 
the characteristics of the data distribution and under-
standing the problem to be solved to select the most rea-
sonable model to approximate the optimal solution of 
the problem. For example, Huang et al. [37] identified the 
contribution of each patient feature by attention weights 
to improve the interpretability of the clinical predictions. 
Feldmann et al. [9] used the Shapley value to analyze the 
effect of a feature to display the feature importance on 
prediction. In this study, we provide pre-model interpret-
ability by integrating the SAM in the prediction model to 
display the most important features contributing to the 
prediction in different organ failure statuses. The second 
method is in-model explanation methods such as linear 
models, parametric models or tree-based models. These 
models are interpretable in nature but are not suitable for 
the prediction of multisource time series data. The last 
method is the independent explanation method, which 
can supplement the explanatory deficiency of the black 
box model itself. Knowledge graphs are naturally built 
to be explainable [38]; many of the interactions between 
pathways associated with outcomes can be found in KGs 
as independent explanations, which plays an impor-
tant role for doctors, especially primary doctors. In this 
study, the correlations between two indicators, chronic 
kidney disease (CKD) stage 1 and hypertension, which 
have important influences on organ failure, are shown in 
Fig. 4. Metoprolol may treat hypertension, and CKD may 
be secondary to hypertension; that is, CKD is associated 
with metoprolol via the hypertension pathway. Metopro-
lol and CKD are also linked together through a total of 
11 paths, including the “Metoprolol” and “CTPR Agent 
Terminology” paths. We discovered the hidden relations 
between entities through the KG and utilized represen-
tation learning to embed components of the KG, includ-
ing entities and relations, into continuous vector spaces 
to simplify the manipulation while preserving the inher-
ent structure of the KG [39]. Those entity and relation 
embeddings can further be used to benefit all kinds of 

tasks, such as KG completion, entity classification, and 
entity resolution, which also improves the performance 
of our prediction model.

Our method also has limitations. First, the knowledge 
in BCM-KG originates from basic medical knowledge 
(UMLS), which is extremely broad and simple. In addi-
tion, only two-layer relations between entities were used 
to construct BCM-KG. These may lead to some invalu-
able explanations in our study. Satisfactory explanations 
can be achieved by introducing complete and specific 
professional knowledge. Additionally, this is a retrospec-
tive study, and selection bias and information bias are 
evitable. Although according to previous reports [40], 
only 6.2% of the models used prospective research data, 
while the remaining models used retrospective data, pro-
spective research should be encouraged.

Conclusion
In this study, we proposed a data-driven and knowledge-
driven model to predict organ failure in critical care 
patients, ultimately improving the prediction accuracy 
and providing generalizability and independent expla-
nations as a reference for clinical doctors. These find-
ings support the potential of incorporating prior domain 
knowledge into machine learning models to inform care 
and service planning and provide an idea for clinically 
explainable research.
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