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Abstract

Robins et al. (2008) introduced a class of in-
fluence functions (IFs) which could be used
to obtain doubly robust moment functions
for the corresponding parameters. However,
that class does not include the IF of parame-
ters for which the nuisance functions are so-
lutions to integral equations. Such parame-
ters are particularly important in the field of
causal inference, specifically in the recently
proposed proximal causal inference frame-
work of Tchetgen Tchetgen et al. (2020),
which allows for estimating the causal ef-
fect in the presence of latent confounders.
In this paper, we first extend the class of
Robins et al. to include doubly robust IFs
in which the nuisance functions are solutions
to integral equations. Then we demonstrate
that the double robustness property of these
IFs can be leveraged to construct estimating
equations for the nuisance functions, which
enables us to solve the integral equations
without resorting to parametric models. We
frame the estimation of the nuisance func-
tions as a minimax optimization problem.
We provide convergence rates for the nui-
sance functions and conditions required for
asymptotic linearity of the estimator of the
parameter of interest. The experiment re-
sults demonstrate that our proposed method-
ology leads to robust and high-performance
estimators for average causal effect in the
proximal causal inference framework.
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1 INTRODUCTION

Suppose independent and identically distributed data
from a distribution P over variables V are given and we
are interested in estimating a finite-dimensional func-
tional of the distribution g := ¥ (P). A common way
to do so is to use moment functions to construct esti-
mating equations for the parameter of interest. Such
moment functions usually depend on other (possibly
infinite-dimensional) functions indexing the distribu-
tion called nuisance functions. That is, despite the
fact that these functions are not of primary interest,
they may be needed to obtain an estimator of the tar-
get parameter. The concern is that bias in estimating
the required nuisance functions can induce excessive
bias for the parameter of interest, thus compromising
one’s ability for accurate inference about .

For many applications, one can construct an estimat-
ing equation in which the moment function depends
on two variation independent nuisance functions. An
estimator based on such a moment function is called
doubly robust if it is consistent even if one of the nui-
sance functions is not estimated consistently, provided
that the other nuisance function is. That is, double
robustness gives the user two chances to estimate the
parameter of interest correctly. In addition, in cases
where one of the nuisance functions has a slow conver-
gence rate, a parametric (1/n) convergence rate for the
functional of interest can still be obtained if the other
nuisance function can be estimated at a fast enough
rate (Tsiatis, 2007). The average causal effect is per-
haps the most well-studied functional for which under
certain conditions a doubly robust moment function
exists. For this functional, under the assumption of
no unobserved confounders, the nuisance functions are
the outcome regression function and the propensity
score (Herndn and Robins, 2020).

Robins and Rotnitzky (2001) and Chernozhukov et al.
(2016a) gave conditions for the existence and con-
structing doubly robust moment conditions in semi-
parametric models. A common approach for obtain-
ing such a moment function is based on using the
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influence function (IF) of the parameter of interest.
Robins et al. (2008) introduced a large class of dou-
bly robust IFs in which nuisance functions are always
in the form of a regression function. However, for
some functionals of interest, specially in the field of
causal inference, the nuisance functions are solutions
to complicated integral equations. A prominent ex-
ample of this case appears in the recently proposed
proximal causal inference framework (Tchetgen Tch-
etgen et al., 2020; Miao et al., 2018; Cui et al., 2020).
This framework enables estimating the average causal
effect when unobserved confounders are present in the
system, yet requires the existence of two conditionally
independent sets of proxies of the latent confounders
that are sufficiently rich to fulfill certain completeness
conditions, also referred to as proximal relevance as-
sumption (e.g., using measurements of biomarkers as
proxies of patients underlying biological confounding
variables). The proximal causal inference framework
unifies and connects several existing causal identifica-
tion and inference frameworks which leverage various
types of proxies, such as the instrumental variables,
negative controls, synthetic controls, and difference-
in-differences. As an example of a nuisance function
which is a solution to an integral equation, as we will
explain in detail in Section 4, under the assumptions
of the proximal causal inference framework, a nuisance
function h can be used for identifying the average
causal effect of a treatment variable on an outcome
variable, where h is a solution to the integral equation
in display (8).

Motivated by proximal causal inference framework,
in this paper, we first extend the IF class of Robins
et al. (2008) to include doubly robust IFs in which
the nuisance functions are solutions to integral equa-
tions (Section 3). In this case, one cannot simply fit
a flexible model for the nuisance functions by solving
a regression problem. We show that in this case, the
doubly robust moment functions, besides their afore-
mentioned desired properties, can also be used for con-
structing estimating equations for the nuisance func-
tions (Section 3.1). This enables us to solve the inte-
gral equations without resorting to parametric mod-
els. The main idea in our nuisance function estima-
tion approach is to estimate each function such that it
keeps the expected value of the moment function fixed
for the perturbations in the other nuisance function.
To implement this idea, we first define a perturbation
function which captures the change in the mean of
the moment function for a deviation in the nuisance
functions. Then we solve a regularized minimax opti-
mization problem which estimates one nuisance func-
tion as the function minimizing the perturbation for
the worst-case deviation in the other nuisance func-
tion. The proposed approach yields unbiased estimat-

ing equations for each nuisance function that are free
of any nuisance function. Moreover, the use of per-
turbation function elaborates the connection between
nuisance function estimation and reduces the sensitiv-
ity /bias in the estimation of the functional of interest.

Framing the problem of estimating the nuisance pa-
rameters as an optimization problem enables us to
use high-performance non-parametric machine learn-
ing tools to design our learners. Here we use repro-
ducing kernel Hilbert spaces (RKHS) (Section 5) and
present the closed-form solution for the minimax op-
timization problem for estimating the nuisance func-
tions. We characterize the convergence rate of the nui-
sance functions based on the recently proposed method
of Dikkala et al. (2020) that leverages the localized
Rademacher complexity of the class of nuisance func-
tions.

Equipped with high-performance estimators for the
nuisance functions, we use the cross-fitting approach
(Bickel and Ritov, 1988; Van der Vaart, 2000; Robins
et al., 2008; Zheng and Van Der Laan, 2010; Cher-
nozhukov et al., 2018) to design an estimator for the
parameter of interest (Section 3.2). We characterize
the measure of ill-posedness of the integral equations
that we need to solve, and investigate the complexi-
ties caused by ill-posedness of the integral equations
and their effect on convergence rate of the parame-
ter of interest. We present the requirements on the
convergence rate of the nuisance functions and ill-
posedness of the system which guarantees the estima-
tor to be asymptotically linear and root n consistent,
i.e., attains parametric convergence rate (Section 3.3).
Hence, one can use the influence function of the pro-
posed estimator to obtain confidence intervals for the
parameter of interest. In Section 4, we demonstrate
how proximal causal inference framework fits in our es-
timation setup and evaluate our proposed method by
estimating average causal effect in the proximal causal
inference framework on synthetic data as well as real-
data in Section 6.

2 RELATED WORK

There are few other works on using a doubly robust
moment function for estimating the nuisance func-
tions. One approach is to estimate the nuisance func-
tions by minimizing the variance of the doubly robust
estimator (Cao et al., 2009; Tsiatis et al., 2011; van der
Laan and Gruber, 2010). Another perspective is fo-
cusing on bias reduction rather than variance reduc-
tion and our proposed method also falls into this cat-
egory (Van der Laan, 2014; Vermeulen and Vanstee-
landt, 2015; Avagyan and Vansteelandt, 2017; Cui and
Tchetgen Tchetgen, 2019). Especially, Vermeulen and
Vansteelandt (2015) proposed the bias reduced doubly
robust estimation approach, which locally minimizes
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the squared first-order asymptotic bias of the doubly
robust estimator in the direction of the nuisance pa-
rameters under misspecification of both working mod-
els. Vermeulen and Vansteelandt (2015) only consider
parametric working models for the nuisance functions;
a restriction that we avoid in the present work similar
to Robins et al. (2008) and Cui and Tchetgen Tchet-
gen (2019). In fact, our method can be viewed as a
proposal for generalization of that work to the non-
parametric setup.

There is a growing attention in the literature to the
use of machine learning approaches for estimating
causal quantities Athey et al. (2016); Farbmacher et al.
(2020); Kallus and Zhou (2018); Nie and Wager (2017);
Shalit et al. (2017); Wager and Athey (2018); Cher-
nozhukov et al. (2019); Oprescu et al. (2019); Kallus
et al. (2019); Dikkala et al. (2020); Bennett et al.
(2019); Hartford et al. (2017), with a particular re-
cent interest in minimax machine learning methods
(Bennett et al., 2019; Dikkala et al., 2020; Muandet
et al., 2019; Liao et al., 2020; Chernozhukov et al.,
2020; Kallus et al., 2021). However, it is important to
note that in several of these works such as (Dikkala
et al., 2020) and (Bennett et al., 2019), the target is
a dose-response curve. Therefore, the target of esti-
mation is unique. In our work, we use the machine
learning tools for estimating functions which are nui-
sance functions for our parameter of interest, and in
general, they do not need to be uniquely identified for
the parameter of interest to be uniquely identified.

Finally, regarding the proximal causal inference frame-
work, existing results mostly rely on parametric as-
sumptions for the working models for the nuisance
functions, with the exception of (Singh, 2020), (Mas-
touri et al., 2021), and the independent, concurrent
work (Kallus et al., 2021). However, the functional
classes, assumptions, and convergence analysis for the
parameter of interest in those works are different from
ours. Specifically, Singh (2020) does not use the in-
fluence function for estimating the causal effect. Mas-
touri et al. (2021) only considers the so-called proximal
g-formula approach for estimation, which is the result
mentioned in Theorem 3 of our paper. Because the in-
fluence function is not used in that work, the bias will
be first order and therefore, larger than the bias in our
work which is not only second order but also product
bias. That is, the bias in our method is guaranteed
to be of smaller order. In fact, while our estimator
is root-n consistent (under the assumptions of Theo-
rem 2), the estimator in that work will generally fail
to be root-n consistent due to slow convergence rate of
their nonparametric estimator of the bridge function.
Kallus et al. (2021) consider the use of a minimax
learning method in proximal causal inference frame-

work. However, the functional class, assumptions, and
convergence analysis for the parameter of interest in
that work is different from ours. That work is primar-
ily focused on average causal effect in proximal causal
inference, yet we work with a broad functional class
and we focus on the double robustness property to
derive the estimators and convergence analysis. The
functional class considered in (Kallus et al., 2021) is
a special case of our class of functionals. This can
be seen by including the function 7 in that paper in
functions ¢g; and gs in our functional. Also, we make
explicit use of double-robustness or product-bias prop-
erty in establishing that our estimator is root-n consis-
tent, regular and asymptotically linear. Please see the
Supplementary Materials for a detailed description of
the related work.

3 PROPOSED METHOD

Let V' denote the variables from which independent
and identically distributed data is collected, and let
1o be the finite-dimensional parameter of interest. We
consider the class of regular parameters 1y for which
the influence function (IF) is of the form!

IFy (V) = qo(Ve)ho(Vi)g1 (V) + qo(Vg) g2 (V)
+ho(Va)gs(V) + ga(V) — o,

where ho(-) and go(-) are nuisance functions, V, and
V}, are (not necessarily disjoint) subsets of V, and
g1, 92, g3, and g4 are known measurable functions. The
IF can be used as a moment function for estimating
g, and with slight abuse of notation, we define the
moment function

IFE(Vi,q,h) = q(Vy))h(Va)g1 (V) + q(Vy)g2(V)
+h(Vi)gz(V) + ga(V) — .

Parameters with IF of the form (1) appear in many
settings, especially in causal inference and missing
data problems. It includes functionals such as average
causal effect, expected product of conditional expecta-
tions, expected conditional covariance, semiparametric
regression, marginal structural mean models, marginal
mean under missing at random assumption and cer-
tain cases of data missing not-at-random problems,
etc. This also applies to the nonparametric instru-
mental variable problems. For instance, the moment
function in (Chernozhukov et al., 2016b, p. 20) is in
the proposed class with the choice of v as h and A as
q. This class is an extension of the class introduced
in (Robins et al., 2008) in that we allow the nuisance
functions to have different arguments. That is, in the
class of Robins et al. (2008), V; = V},. However, as
mentioned in Section 1, requiring that V, = V}, will
exclude functionals for which the nuisance functions

(1)

'See (Van der Vaart, 2000) for the definition of regular
parameters and their influence functions.
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are not solutions to regression problems. Specially, it
will exclude functionals in the proximal causal infer-
ence framework such as the proximal extensions of the
aforementioned examples. Also it will exclude func-
tionals arising in shadow variable approaches to miss-
ing data (Miao et al., 2015). In (Li et al., 2021), noting
that E[h(X,Z) | R =1,X,Y] = v(X,Y), the influence
function given in Equation (16) is in the proposed class
with the choice of  as h and v as q. Our framework
provides a unified nonparametric adversarial estima-
tion framework for all these problems. An important
example we will use in this paper is the proximal av-
erage causal effect, with the IF given in (10).

We require the following assumption on the IF, which
is satisfied for a large class of doubly robust IF's, in-
cluding the one for average causal effect, discussed in
Section 4.

Assumption 1. The nuisance functions qg and hg are
variation independent, that is, they vary over a Carte-
sian product set Q x H, where we assume Q and H
are dense in Ly(Py,) and Lo(Py,), respectively. In
addition, the (possibly infinite dimensional) parame-
ters governing the marginal distribution of VaUV}, are
variation independent of qo and hg.

As an example, in the proximal causal inference frame-
work that we focus on in Section 4, one can always
choose parameters such that Assumption 1 is satisfied.
In the integral equation for the proximal setup for es-
timating the average causal effect, two out of three pa-
rameters of the function h, the conditional distribution
of W given Z, A, X, and the conditional distribution
of Y given Z, A, X can always be chosen to be varia-
tional independent. One can choose to pick the first
two, which is the requirement of Assumption 1.

The form of the IF (1) provides us with the double
robustness property, which states that an estimator
based on the moment function IF(V';, q, h) is consis-
tent even if we misspecify one of the nuisance functions
(but not both). This property is especially crucial in
setups with high-dimensional or non-parametric nui-
sance functions.

Proposition 1 (Double-robustness). For all choices
of nuisance functions h and q,

]E[IF(V7w07quh0)] :E[IF(vaana ho)] (2)
=E[IF(V;¢0,q0,h)] = 0.
3.1 Leveraging Double-Robustness to
Estimate Nuisance Functions

We note that the nuisance functions in IF (1) are not
functions of the parameter of interest. Therefore, we
can first focus on estimating the nuisance functions.
In this subsection, we establish that the doubly ro-
bust moment function, besides its desired properties

for estimating the parameter of interest, can also be
leveraged for constructing estimating equations for the
nuisance functions.

We define the perturbation at function pair (g, h) to-

wards the pair (¢, h) as
pr(g, hi ¢, h) == IF(V; 4o, g+, h+h)—IF(V;to,q, h).

Double robustness property in equation (2) indicates
that at the pair (qo,h) for true function ¢ and any
function h, the expected value of the perturbation
function towards any other function h + i should be
zero. This motivates the following approach for esti-
mating the nuisance functions: We choose (4, h) as the
true nuisance function pair if it is the solution to the

following estimating equations.
E[prt(q, h; 0, )] = 0
Elprt(q, 1 4,0)] = 0

Using these equations, and leveraging the fact that the

IF is linear in each nuisance function, we propose the

following optimization-based estimation approach for
estimating the nuisance functions.

(4, h) =arg min { max E[prt(q, h; 0, h)]
(CHORN

Vh, h,
Vg, q.

. (3)
+ m(?XE[th(Q> h; q,O)]}

Optimization (3) demonstrates the connection be-
tween estimating the nuisance functions and the pa-
rameter of interest. Specifically, it shows that finding
the nuisance functions indeed requires minimizing the
perturbation function, and hence the sensitivity of the
parameter of interest to the nuisance functions.

We note that due to Assumption 1, the optimum value
of (3) can be obtained by solving two separate opti-
mization problems.

Proposition 2. Under Assumption 1, the solution

(G, h) to the optimization (3) is obtained by solving

0 = argminmaxE [h(Vi)[a(Vo)gr (V) + g5(V)]].

h = arg m}}n mgx]E {Q(V:])[h(vh)gl(v) + 92(V)]}v

That s, ¢ and h can be estimated using separate opti-

mizations. The solutions (§, h) satisfy

E[h(Vi)g1(V) + g2(V)|Vy] = 0,

; _ (4)
E[G(V)g1(V) + g3(V)|Vi] = 0.

In the case that V; = V}, conditional moment equa-
tions (4) suggest that the nuisance functions can be
estimated by solving standard regression problems.
However when V;, # V},, those moment equations will
be inverse problems known as Fredholm integral equa-
tion of the first kind.
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Unfortunately the optimization problems in Proposi-
tion 2 are not stable. For instance, for the first opti-
mization, if for a choice of ¢, E[q(Vy)g1(V)+g3(V) | V3]
is not zero, there exists a choice of h that can make
E[h(Vh)[g(Vq)g1(V) + gs(V)]] arbitrary large, regard-
less of how close ¢ is to the ground-truth. That is, the
objective function can be made arbitrarily large for
sufficiently rich function space for h unless ¢ is eval-
uated at the truth, and this can happen even in the
neighborhood of the truth. Since in reality we work
with finite data, for any choice of ¢ we get a large value
for the objective function depending on the function
space and data, and we cannot converge to the cor-
rect parameter; leading to miss-specification. There-
fore, we add a squared regularization term for robust-
ness against misspecification and stability of the opti-
mization, as well as improving the convergence rates.
Hence, we will instead focus on the following regular-
ized optimization problems.

4= argmmm}?xE[ (V)lg(Vg) g1 (V) +g5(V Vh)}
(5)
h = argmin max B (V) [(Vi)gr (V) +92(V)] (V) |-
(6)

In the following result, we show that the proposed pe-
nalized optimizations solve the integral equations (4).
That is, the stability term does not introduce bias.

Theorem 1. The solutions to the optimization prob-
lems (5) and (6) satisfy the conditional moment equa-
tions in (4).

Proposition 2 and Theorem 1 show the connection be-
tween perturbing doubly robust functionals and con-
ditional moment function; an observation which to the
best of our knowledge is new to this work.

3.2 Estimation Procedure
We use cross-fitting estimation approach of Cher-
nozhukov et al. (2018) for separating the estimation of
the nuisance functions from the parameter of interest.
This approach provides us with the benefit that weaker
smoothness requirements are needed for the nuisance
functions. In the cross-fitting approach, we partition
the samples into L equal size parts {Iy,...,I}. Con-
sider the finite data version of the estimators from the
optimization problems (5) and (6), obtained by replac-
ing the population expectation operator E[-] with the
sample average operator E[] For ¢ € {1,...,L}, we es-
timate the nuisance functions (¢, he) on data from all
parts but I,. For all /, let 1&4 be the estimation of g
obtained by solving \1 | Ezeu (Vi;qﬂg,q},iu) = 0.
Our final estimator of v is obtained by
L ~

Y. (7)

£=1

)=

| =

3.3 Asymptotic Analysis

In this subsection, we study the asymptotic properties
of the cross-fitting estimator in display (7). We require
the following regularity conditions for the results.

Assumption 2.
are bounded.
(i) There exists a constant o
(g1 (V) |V, Vi]| > o1 > 0.

(#i) Functions qo and hg are square-integrable with
respect to the underlying measure P.

(i) Functions g1, g2, g3, and ga

such that

(iv) min { sup,, [de(vy)| + sup,, [ho(vn)],
supy, ldo(vy)| + sup,,, he(on)|} < oo.

In addition to the regularity conditions, we require
conditions on the convergence of the nuisance func-
tions. In our results, we show that the projected
space is the right space to impose the convergence
constraints on. Below, we use the conventional no-
tations P, [-] and P[] to denote empirical and popula-
tion expectations with respect to the variable V. Note
that for a function f, unlike the operator E[f(V)], in
P[f(V)], the operator does not take the expectation
with respect to the possible randomness in the func-
tion f. For any function f, we use the norm notation
Ifll2 == +/P[f?]. We need the following definition for
our convergence assumption.

Definition 1. For any given wvalue § > 0, for
given, function spaces Q and M, let QI {q S
HP VoIValll, < 6}, and HIP == {h € H :
HP[ (Vi)|V] H2 < 8}. We define the local measure of
ill-posedness as 7,() = sup,cois ||qll2, and 14,(0) =

suppes [|hll2-

7,(8) and 73,(9) are defined as measures of ill-posedness
of the conditional expectation operator. This measure
was originally proposed in (Chen and Pouzo, 2012)
and is commonly used in the econometrics literature.
The intuition behind this measure is as follows: Pro-
jecting functions on a space makes them closer (and
hence hard to distinguish) in terms of the Ls-norm.
The measure of ill-posedness relates a certain Lo dis-
tance post-projection, to the corresponding largest Lo
distance of the functions before projection (i.e. the
extent to which projection shrinks the distance). In
other words, how much resolution is lost due to the
projection. Therefore, a large ill-posedness measure
7,(0) implies that V; does not capture much of the
information in V},.

Assumption 3. () g ~aoll2 = 0,(1), [lhe ~holl2 =
op(1), i.e., they converge to zero in probability.

(id) [|Plg2(V){a@e(Va) = (Vo) HVall, = O(ry(n)), and
HP[gl(V){hé(Vh) —ho(Vh)}Wq]H2 = O(r(n)), where
(TQ(n)arh,(n)) Satisfy
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min {rh (n)7, (rq(n)) ,Tq(n)Th (rh(n)) } = o(n_%).

Part (i) of Assumption 3 requires the consistency of
the estimators of the nuisance functions. In Section
5, we provide an RKHS-based estimation framework,
under which, for certain choices of the kernel (such as
the Gaussian or Sobolev kernels), this assumption is
satisfied. Part (i¢) of Assumption 3 requires a certain
rate of convergence for the estimated nuisance func-
tions. However, instead of requiring a convergence
rate for each nuisance function, we require a rate for
their product. Hence, in case that one of them is
not converging fast enough the other nuisance func-
tion can compensate. This is one of the main attrac-
tions of double robust estimators. In Section 5, we
will study the local measure of ill-posedness and con-
vergence rates related to part (i7) for the case that
a reproducing kernel Hilbert space is used as the hy-
pothesis class.

We have the following result regarding the convergence
of the cross-fitting estimator.

Theorem 2. Under Assumptions 2 and 3, the esti-
mator W in (7) is asymptotically linear and satisfies

Vil — o} = Vn E[IF (Vi 4o, qo, ho)] + 0p(1),

where 0, (1) demonstrates a sequence of variables which
converges to zero in probability, and \/n{Y — Yo}

converges in distribution to the Gaussian distribution
N(07 var (IF(V’ 1/}07 q0, hO))) ‘

As a corollary of Theorem 2, one can use the influ-
ence function of the proposed estimator to obtain con-
fidence intervals for the parameter of interest.

Remark 1. In our approach, we use an IF, which
always leads to a second order bias. This fundamen-
tal property was recently popularized by Chernozhukov
et al. (2018) in terms of Neyman Orthogonality prop-
erty. However, note that our result is even stronger
because not only does our estimator have second or-
der bias, but also it has the so-called mized bias prop-
erty, which is the basis of double-robustness and is not
guaranteed by Neyman Orthogonality. Please see the
Supplementary Materials for a detailed discussion.

4 AVERAGE CAUSAL EFFECT
UNDER PROXIMAL CAUSAL
INFERENCE FRAMEWORK

In this section, we apply the proposed minimax esti-
mation approach to estimating average causal effect
from observational data. Let A be a binary treat-
ment variable and Y be the outcome variable. For
a € {0,1}, let Y@ be the counterfactual outcome vari-
able representing the outcome if (contrary to the fact)
the treatment is set to value a. The Average causal

U
Z/jf\
w
\A// \

Y

Figure 1: A proximal DAG.

effect (ACE) captures the difference in the expected
value of the counterfactual outcome variables, that is
ACE = E[Y(®) — YO Therefore, it suffices to fo-
cus on the problem of estimating the counterfactual
mean of form 1y = E[Y(®)], for a € {0,1}. The most
popular assumption for studying average causal effect
is the so-called conditional exchangeability assumption
(Hernén and Robins, 2020). Intuitively, this assump-
tion requires that we have collected enough covariates
of the units in the study that conditional on those co-
variates, the observational data is effectively as good
as a conditionally randomized experiment. That is,
conditional on the covariates, the units in the treated
and untreated groups are exchangeable.

Despite its popularity, the exchangeability assumption
is often violated even in laboratory settings as there
may be confounders of the treatment and the out-
come which are latent. Hence, causal inference ap-
proaches are needed that are capable of handling un-
observed confounders. Proximal causal inference is one
such approach in which, although latent confounders
are allowed, presence of certain proxy variables for
the confounders is required. Formally, the proximal
causal inference framework allows for unobserved con-
founder variable (possibly vector-valued) U, observed
confounder X, and requires access to proxy variables
Z and W which satisfy the following conditions.

Assumption 4.

o V(@2 =Y (@) glmost surely, for all a and z.
o W2 =W almost surely, for all a and z.
o (Y@ W) 1 (A, 2)|(U, X), for ac {0,1}.

Note that Assumption 4 implies Y 1l Z|A,U, X and
W U (A, Z)|U, X, which can be taken as primitive
identification conditions if one does not wish to enter-
tain an intervention on Z. Figure 1 depicts an example
graphical representation that satisfies these assump-
tions (the gray variable U is unobserved).

In order to obtain identifiability, Miao et al. (2018)
considered the following assumptions.

Assumption 5 (Consistency and Positivity). (4)
YA2) =V, (ii) 0 < Pr(A=1|U,X) < 1 a.s.
Assumption 6. (i) For any a, z, if Elg(U)|Z, A =
a,X = z] = 0 almost surely, then g(U) = 0 al-
most surely. (ii) There exists an outcome confounding
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bridge function ho(w,a,x) that solves the following in-
tegral equation

E[Y|Z, A, X] = E[ho(W, A, X)|Z, A, X].  (8)

Miao et al. (2018) established the following nonpara-
metric identification result.

Theorem 3 (Miao et al. (2018)). Under Assumptions
4, 5, and 6, the counterfactual mean E[Y (®)] is non-
parametrically identified by E[Y (®)] = E[ho(W, a, X)].

Cui et al. (2020) proposed an alternative proximal
identification result based on the following counterpart
of Assumption 6.

Assumption 7. (i) For any a, z, if E[g(U)|W, A =
a,X = z] = 0 almost surely, then g({U) = 0 al-
most surely. (it) There exists a treatment confound-
ing bridge function qo(z,a,x) that solves the following
integral equation

1
E[QO(Z,G,X)‘WA = a?X] =

Pla=aw,x) @
Cui et al. (2020) established the following nonpara-
metric identification result.

Theorem 4 (Cui et al. (2020)). Under Assump-
tions 4, 5, and 7, the counterfactual mean E[Y (@]
is nonparametrically identified by E[Y(®)] = E[I[(A =
a)qo(Z,a,X)Y].

Remark 2. Part (i) in Assumption 6 and 7 is known
as completeness condition; a technical condition cen-
tral to the study of sufficiency in statistical inference.
Regarding part (it) of these assumptions, note that
equations (8) and (9) define inverse problems known
as Fredholm integral equations of the first kind. A
sufficient condition for part (ii) of Assumption 6 is
the following completeness assumption together with
certain mild regularity conditions (Miao and Tchet-
gen Tchetgen, 2018): For any a, x, if E[g(Z)|W, A =
a, X = x] =0 almost surely, then g(Z) =0 a.s. Simi-
lar result holds for part (ii) of Assumption 7.

Let V = (X, Z,W,A,Y). Cui et al. (2020) derived
the locally semiparametric efficient influence function
for the parameter of interest 1y in a nonparametric
model in which both confounding bridge functions are
unrestricted, at the intersection submodel where both
are uniquely identified as

IF’L/JU(V) = _I(A = a)QO(ZvA’X)hO(VVv A7X)

FI(A= )Y (2, A X) + ho(Wya, X) — g, )

This influence function satisfies our generic doubly ro-
bust functional form in expression (1) with the choice
of g1(V) = —I(A = a), gs(V) = I(A'= @)Y, ga(V) =
1, and g4(V') = 0. Therefore, we can apply Theorem 1
to obtain the following result.

Proposition 3. For arm A=a, let (Ga, ha) be a solu-
tion to the population-level minimax optimizations

he = arg m}jn max E[{—I(A = a)h(W, X)
q

+1(A=a)Y}q(Z, X) - QQ(Z,X)L
Go = argngnm}?XE[{—I(A =a)q(Z,X)

+ 1}A(W, X) — h*(W, X)].

Then functions §(z,a,z) = I(a = 0)Go(z, ) a =
ho( a =

k +1(
1)§1(z,z), and h(w,a,x) = I(a = 0)ho(w,z) + I(
1)hq(w, x) solve the integral equations (8) and (9), re-

spectively.

Note that surprisingly, the propensity score does not
appear in the moment equations in Proposition 3; a
fact previously noted in (Cui et al., 2020), although
motivated from a different perspective.

5 DOUBLY ROBUST KERNEL
ESTIMATOR

In this section, we describe solving the minimax prob-
lems (5) and (6) when an RKHS is used as the hypothe-
sis class. We demonstrate that in this case, fast conver-
gence rates can be obtained and we present a closed-
form solution for the optimization problem which ren-
ders an easy implementation of the method possible.
We further provide results regarding estimating the
ill-posedness measure for RKHSes.

Consider the finite data version of the estimators by re-
placing the population expectation operator E[] with
sample average operator I@[] We propose the follow-
ing Tikhonov regularization-based optimizations:

¢ = argmin sup E[h(Vi)[a(Vy)g1 (V) + g3(V)]
9€Q heH (11)

— (V)] = A lIRl13, + AGllallG.

h = arg irélﬁ sggE[Q(Vq)[h(Vh)gl(V) +g2(V)] (12)

= ¢*(Vy)] = A&llallg + A lIhl13,

where we assume H and Q are RKHSes with kernels
K4 and Ko, respectively, equipped with the RKHS
norms || - || and || - || . Since the form of the two op-
timization problems are the same, in the following, we
only discuss optimization problem (12). We drop the
superscripts h from )fé and )\% to make the notations
less cluttered, and denote sample size by n.

5.1 Closed-Form Solution for the Minimax
Optimization

We start by showing that the optimization prob-

lem in Equation (12) has a closed-form solution.

Define KQ,n = (KQ(‘/q“qu))ijl and KHJL =

(K% (Vhi, Viy))itj=1 as the empirical kernel matrices

corresponding to spaces Q@ and H, respectively.

Proposition 4. Equation (12) achieves its optimum
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at h =" ;K (Va,,-), with o defined as

o =— (Ky,ndiag(gi,n)Tdiag(gin) Kpn + nQAHKHVn)T
KH,ndiag(gl,n)Fana

where I' = 1Kg (1Ko, + Aol,) ™1, diag(gi,n) is a
diagonal matriz with g1(V;) as the i-th diagonal entry,
and ga. = [g2(V1) -+~ g2(V1,)] ", and T denotes Moore-
Penrose pseudoinverse.

5.2 Convergence Analysis of the Nuisance

Functions
In Section 3, we observed that the solution to the
population level optimization problem (6) satisfies
the conditional moment equation E[A(V})g1 (V) +
92(V)|V,] = 0, which is equivalent to E[g1(V){ﬁ(Vh) -
ho(Va)}|Vq] = 0. Hence, to quantify the performance
of an estimator ﬁ, we define the projected risk of the
estimator as

R(h) = |[P[gr(V){R(Vi) = ho(Vi)}[ Ve [,
We will use the recently proposed approach of Dikkala
et al. (2020) for bounding the projected risk of the reg-
ularized minimax estimator in (12). The bound that
we provide is based on the critical radii of the involved
function classes, which are defined by upper bounding
the localized Rademacher complexity of the class. See
the Supplementary Materials for the definition of lo-
calized Rademacher complexity, critical radius, as well
as a computation method when an RKHS is used as
the function class.

For any function class F, let Fg == {f € F: || f||% <
B}. We require the following conditions on the func-
tion classes H and Q for the convergence rate results.

Assumption 8. (i) H and Q are classes of b-
uniformly bounded functions, where without loss of
generality, we assume b = 1. The functions g1 and
g2 are also bounded. (ii) Q is a symmetric class, i.c.,
ifq € Q, then —q € Q. Also, Q is a star-convez class,
ie., if ¢ € Q, then aq € Q, for all a € [0,1]. (iii)
ho € H with B an upper bound on ||ho||3,. (iv) For all
h € H, Plgr(V){(Va) = ho(Vi)}|Va] € Qroyn—noyz,-
Specifically, with U = 2L?B, for all h € Hp, we have
Plg1(V){h(Vh) — ho(Va)}| V4] € Qu.

Theorem 5. Define the function class Gp =
(Vv = ag(V){h(Vi) = ho(Vi)}P[g1(V){h(V2) —
ho(Va)}|Vy], where o € [0,1),h € H,h — hg € Hp}.
Let 6, be an upper bound on the critical radii of Qu

and Gg, and define § = 6, + ¢ %, for some

constants ¢ and c1. If A\g > % and Ay > AgL%co,
for some constant ¢z, then under Assumption 8, with
probability 1 — 3¢, the estimator h in (12) satisfies

- A
R(h) = O(6+ = holl3,).

5.3 Characterization of Ill-posedness
Measure

In Section 3, for any given value d > 0, we defined the
local measure of ill-posedness. Due to the Tikhonov
regularization used in our minimax estimator, assume
that there exists a constant C', such that the output of
the estimator satisfies h* —hgo € He. Therefore, we de-
fine H = {h € He : |[P[R(Va)|Vy]||, < 6}, and focus
on the measure of ill-posedness 73 (d) = SUD;, ¢qy19 172

If H is an RKHS, 7,(6) can be bounded using the
eigenvalues of the RKHS and a measure of dependency
between V, and V},. This also implies that convergence
of the projected risk to zero leads to vanishing of the
RMSE; i.e., as required in Assumption 3, the estimator
is consistent. Let {y;}52; and {¢;}52; be the eigen-
values and eigenfunctions of the RKHS H. For any
m € Ny, let V,,, be the m X m matrix with entry (i, 5)
defines as [V;,];,; = E[E[¢; (Va)|V]E[¢; (Vi) |Vq]]. Note
that the quantity on the right hand side of the equality
measures how much the eigenfucntions are smoothened
by the conditional expectation operator. For instance,
if V), = V4, as is in the case of ACE under no un-
measured confounders, then V,, will be the identity
matrix of size m. Similarly, for the proximal setup,
if the proxy variables are very informative about the
unobserved confounder, V}, and V, will be highly cor-
related, and the matrix V,, will be close to identity
matrix.

Lemma 1 (Dikkala et al. (2020)). Let A, be the
minimum eigenvalue of V,,, and suppose that for all
i <m < j, [E[EG(VA)IVAIE; (Vi) Vil | < A, for
some constant c. Then

7,(0)* < min {4—62 + (4¢* +1)C }

h ~ meNg L)\, Hmt1y-
As an example of the application of Lemma 1, sup-
pose we use an RKHS, such as a Sobolev RKHS,
with polynomial eigendecay, i.e., t,,, ~ m~%, and the
smoothing effect of the conditional expectation oper-
ator is also polynomial, i.e., Ay, ~ m~°, which im-
plies that 7,(8) = O(67+%). By Theorem 2, we need
Vrry(n)re(n)@® = o(1). Therefore, if 7,(n) = n=""
and 74(n) = n~"s, we require & < rj + Zfb for /n-
convergence of the functional of interest.

6 EXPERIMENTS

Synthetic-Data Experiments. We investigate op-
erational characteristics of our framework by applying
doubly robust kernel estimators developed in Section
5 to estimate hg and gy in Section 4 in a range of
simulation settings.? We generate the data such that

2The implementation is publicly available at
https://github.com/andrewyyp/Kernel-Doubly-Robust.



AmirEmad Ghassami, Andrew Ying, Ilya Shpitser, Eric Tchetgen Tchetgen

0.4 0.4-

0.4-

0.2-
I

(72} [2]
8 0.0 8
e} o) ()
-0.2 -0.2
-0.4 i i i -0.4 i
OR IPW DR OR
estimator

o= 5 5l

estimator

1
bias
N
|
o
|

|

Il

PW DR OR IPW DR
estimator

Figure 2: Boxplots of simulation results when n = 800, 1600, 3200, respectively.

the assumptions in Section 4 hold. We consider sam-
ple size n € {800, 1600, 3200} and repeat each simu-
lation for 100 times. The details of the data generat-
ing mechanisms as well as additional simulation results
considering different data generating mechanisms are
provided in the Supplementary Materials. We esti-
mate the average causal effect using 5 folds cross fit-
ting, with 5 folds cross validation to tune the hyperpa-
rameters and kernel bandwidths when learning hy and
qo- We then compare the performance of estimation of
ACE obtained from the following three approaches: (%)
Proximal outcome regression (POR) estimator, which
is based on the result in Theorem 3, (i) Proximal in-
verse probability weighting (PIPW) estimator, which
is based on the result in Theorem 4, and (é¢7) Proximal
doubly robust (PDR) estimator, which is based on the
IF in display (10). The results of the comparisons are
shown in Figure 2. All three estimators attain smaller
bias as sample size becomes larger. As expected, the
PDR estimator outperforms POR and PIPW estima-
tors in all cases.

Real-Data Analysis. We reanalyze the Study to
Understand Prognoses and Preferences for Outcomes
and Risks of Treatments (SUPPORT) with the aim
of evaluating the causal effect of right heart catheter-
ization (RHC) during the initial care of critically ill
patients in the intensive care unit (ICU) on survival
time up to 30 days (Connors et al., 1996). The same
dataset has been analyzed using proximal framework
in (Tchetgen Tchetgen et al., 2020; Cui et al., 2020)
with parametric estimation on nuisance parameters.
Data are available on 5735 individuals, 2184 treated
and 3551 controls. In total, 3817 patients survived
and 1918 died within 30 days. The outcome Y is the
number of days between admission and death or cen-
soring at day 30. We include 11 baseline covariates to
adjust for potential confounding. We kept choices of
Z and W the same as in (Tchetgen Tchetgen et al.,
2020; Cui et al., 2020). Details on baseline covariates,
hyperparameters and bandwidths are given in the Sup-
plementary Materials. The results are summarized in
Table 1.

Concordance between the three proximal estimators
offers confidence in modeling assumptions, indicating

Table 1: Causal effect estimates (standard deviations)
and 95% confidence intervals.

ACE (SDs)  95% ClIs
Upor  -1.76 (0.24) (-2.23, -1.29)
dprpw 159 (0.24)  (-2.07, -1.11)
Yppr  -1.70 (0.24)  (-2.17, -1.22)

that RHC may have a more harmful effect on 30 day
survival among critically ill patients admitted into an
intensive care unit than previously reported. In clos-
ing, our proximal estimates are well aligned with re-
sults obtained in (Tchetgen Tchetgen et al., 2020; Cui
et al., 2020).

7 CONCLUSION

We have demonstrated that the double-robustness
property of a moment function can be used for con-
structing estimating equations for the nuisance com-
ponents of the moment function. We framed the idea
in terms of a minimax optimization approach, in which
we choose a nuisance function such that it minimizes
the perturbation of the expected value of the moment
function for the worst-case deviation in the other nui-
sance function. Framing the problem in terms of an
optimization, enabled us to use tools from machine
learning for implementing the idea and techniques
from statistical learning theory to analyze the con-
vergence rates. Specifically, we used kernel methods
for designing the learners and Rademacher complex-
ity analysis for obtaining the convergence rates. As
is the case with most of nonparametric learners, the
approach introduces challenges such as choosing the
hyper parameters and having larger time complexity.
However, it gives us robustness with respect to model
misspecification compared to parametric learners. We
provided conditions on the product error of the nui-
sance functions, as well as the ill-posedness of a condi-
tional expectation operator to obtain the property of
asymptotic linearity for the estimator of the param-
eter of interest. We investigated the application of
the developed methodology in estimating the average
causal effect in the proximal causal inference frame-
work. The experiment results confirmed the superior-
ity of the double robust learner compared to methods
that only use one part of the distribution.
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Supplementary Material:
Minimax Kernel Machine Learning for a Class of Doubly Robust
Functionals with Application to Proximal Causal Inference

A RELATED WORK

In recent years, doubly robust moment functions have been proposed for several different parameters of interest
(Scharfstein et al., 1999; Robins and Rotnitzky, 2001; Bang and Robins, 2005; Kang et al., 2007; Vansteelandt
et al., 2008; Rotnitzky et al., 2012; Van der Laan and Rose, 2011; Okui et al., 2012; Tchetgen Tchetgen and
Shpitser, 2012; Chernozhukov et al., 2016a, 2018). The predominant approach for constructing doubly robust
moment functions is by using the influence function of the parameter of interest. The seminal work of Scharfstein
et al. (1999) took this approach for the study of estimating the average outcome in the presence of missing data.
Chernozhukov et al. (2016a) derived several novel classes of doubly robust moment conditions by adding to
identifying moment functions the nonparametric influence functions, and discussed sufficient conditions for the
existence of doubly robust estimating functions. In our work, we study a general class of doubly robust influence
functions as our moment function, which is an extension of a class introduced in (Robins et al., 2008).

There are few other works on using a doubly robust moment function for estimating the nuisance functions.
One approach is to estimate the nuisance functions by minimizing the variance of the doubly robust estimator
(Cao et al., 2009; Tsiatis et al., 2011; van der Laan and Gruber, 2010). Another perspective is focusing on bias
reduction rather than variance reduction and our proposed method also falls into this category (Van der Laan,
2014; Vermeulen and Vansteelandt, 2015; Avagyan and Vansteelandt, 2017; Cui and Tchetgen Tchetgen, 2019).
Especially, Vermeulen and Vansteelandt (2015) proposed the bias reduced doubly robust estimation approach,
which locally minimizes the squared first-order asymptotic bias of the doubly robust estimator in the direction of
the nuisance parameters under misspecification of both working models. Vermeulen and Vansteelandt (2015) only
considers parametric working models and the estimating equations are based on the derivative of the functions.
There is no straight forward generalization of their approach in the literature, and stability concerns in terms of
framing that approach as optimization problem can arise. In fact, our method can be viewed as a proposal for
generalization of that work to the non-parametric setup.

Our approach is related to the series of work (Blundell et al., 2007; Chen and Pouzo, 2012; Chen and Christensen,
2018) in which functionals of non-parametric instrumental variable response curve are considered. Specifically,
Chen and Pouzo (2012) proposed a class of penalized sieve minimum distance estimators for this task. Our
work provides analogous techniques for a large class of doubly robust functionals using minimax estimation of
nuisance functions with the hypothesis class chosen to be an RKHS.

There is a growing attention in the literature to the use of machine learning approaches for estimating causal
quantities (Athey et al., 2016; Farbmacher et al., 2020; Kallus and Zhou, 2018; Nie and Wager, 2017; Shalit et al.,
2017; Wager and Athey, 2018; Chernozhukov et al., 2019; Oprescu et al., 2019; Kallus et al., 2019; Dikkala et al.,
2020; Bennett et al., 2019; Hartford et al., 2017), with a particular recent interest in minimax machine learning
methods (Bennett et al., 2019; Dikkala et al., 2020; Muandet et al., 2019; Liao et al., 2020; Chernozhukov et al.,
2020; Kallus et al., 2021). It is important to note that in works such as (Dikkala et al., 2020) and (Bennett et al.,
2019), the target is a dose-response curve. Therefore, the target of estimation is unique. In our work, functions
h and ¢ are just nuisance functions for our parameter of interest, and in general, they do not need to be uniquely
identified for the parameter of interest to be uniquely identified. For the convergence analysis of the kernel
estimator, we used the results of Dikkala et al. (2020). However, their loss function is a special case of the loss
functions resulted from our function class. Also, we utilized the universality property of RKHSes and tailored
and streamlined the proof and arguments to account for this property. Also, we modified the presentation form
of the hyper parameters. Also, the starting point of our approach is a doubly robust functional not a conditional
moment function as in (Dikkala et al., 2020), and the connection between the former and the latter was not
stated in the literature before and is one of the contributions of our work. In our work, we start from perturbing
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a doubly robust functional and prove that this can lead to a conditional moment function.

The authors in the concurrent work (Chernozhukov et al., 2020) also use results of Dikkala et al. (2020) for
function estimation, yet they do not use the double-robustness property for estimating nuisance function and
their approach is for a different functional class. The functional class considered in that work does not includes
the influence function of the proximal framework. Therefore, we believe that class is not suited for the goal of
our paper. Also, that work does not leverage the mixed bias property which is our main tool for estimation. In
general, their functional class is restricted to those that do not require ill-posedness concerns regarding projection;
both hypothesis spaces are on functions with same arguments.

Finally, regarding the proximal causal inference framework, there is a growing literature on using proxy variables
for causal inference from observational data. Extensive discussion of proxy variables encountered in health and
social sciences can be found in (Lipsitch et al., 2010; Kuroki and Pearl, 2014; Miao et al., 2018; Shi et al., 2020a,b;
Sofer et al., 2016). The proximal causal inference framework has been recently also extended to other setups such
as mediation analysis (Dukes et al., 2021; Ghassami et al., 2021), data fusion (Ghassami et al., 2022; Imbens et al.,
2022), and longitudinal data analysis (Ying et al., 2021; Shi et al., 2021; Imbens et al., 2021). The specific model
that we use in our paper is developed in (Miao et al., 2018; Miao and Tchetgen Tchetgen, 2018; Tchetgen Tchetgen
et al., 2020). Specifically, Miao et al. (2018) established sufficient conditions for nonparametric identification of
causal effects using a pair of proxies. Their setup was further studied in (Vlassis et al., 2020) and (Deaner, 2021).
Also, Cui et al. (2020) developed an efficient semiparametric estimator for the proximal framework. Cui et al.
(2020) also proposed estimating equations for the nuisance functions. That work considers a parametric working
model for the nuisance functions. Then considers the parameters of the nuisance functions as the parameter
of interest and derives the influence functions for these parameters in order to generate estimating equations
for the latter. This leads to unconditional moment equations that may be used to estimate parametric models
for nuisance bridge functions, yet under certain considerations, as we establish in this paper, these moments
equations can generate conditional moment equations allowing for nonparametric estimation of bridge functions.
We emphasize that our nonparametric conditional moment equations are generated using a completely different,
and more general argument than that of Cui et al. as it applies to a broader class of functionals.

Existing results for proximal causal inference mostly rely on parametric assumptions for the working models
for the nuisance functions, with the following exceptions: (Singh, 2020) which uses RKHSes, however, does not
use the influence function for estimating the causal effect. Mastouri et al. (2021) only considers the so-called
proximal g-formula approach for estimation, which is the result mentioned in Theorem 3 of our paper. Because
the influence function is not used in that work, the bias will be first order and therefore, larger than the bias in
our work which is not only second order but also product bias. That is, the bias in our method is guaranteed
to be of smaller order. In fact, while our estimator is root-n consistent (under the assumptions of Theorem
2), the estimator in that work will generally fail to be root-n consistent due to slow convergence rate of their
nonparametric estimator of the bridge function. Also, in an independent, concurrent work, Kallus et al. (2021)
consider the use of a minimax learning method in proximal causal inference framework. However, the functional
class, assumptions, and convergence analysis for the parameter of interest in that work is different from ours.
The convergence analysis for the stabilized minimax optimization in that work is also based on the results of
Dikkala et al. (2020). However, that work is primarily focused on ACE in proximal causal inference, yet we
work with a broad functional class and we focus on the double robustness property to derive the estimators and
convergence analysis. The functional class considered in (Kallus et al., 2021) is a special case of our class of
functionals. This can be seen by including the function 7 in that paper in functions g; and g in our functional.

A.1 Connection to the Double/Debiased Machine Learning Framework and Neyman
Orthogonality

Our results are formally grounded in semiparametric theory. We use a first order influence function, which
always leads to a second order bias (Bickel et al., 1993; Newey, 1990; Robins et al., 2017). This fundamental
property was recently popularized by Chernozhukov et al. (2018) in terms of Neyman orthogonality property.
However, note that our result is even stronger because not only our estimator has second order bias, but also it
has the so-called mixed bias property, which is the basis of double-robustness. That is, simply having Neyman
orthogonality property does not necessarily lead to double-robustness, which is the main feature of our function
class, and hence the results of Chernozhokov et al. are not enough to derive ours. Also, due to the same fact,
our proof techniques are different. Neyman orthogonality is not the starting assumption in our theorem even
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though, again, by virtue of the fact that we are using an influence function, our functional does satisfy the
Neyman orthogonality property.

Neyman Orthogonality can be interpreted as the moment equation incurring second order bias in terms of its
nuisance functions. Influence functions in semiparametric/nonparametric models have been known to have this
property since the 1980s, going back to the works of Newey, Bickel et al., and Van der Vaart. Therefore, all
influence functions are guaranteed to satisfy Neyman Orthogonality. Nevertheless, Neyman Orthogonality can be
considerably weaker than double robustness, as although influence functions are guaranteed to have second order
bias, double robustness of an influence function requires evaluating the influence function under an appropriate
choice of parametrization of the observed data distribution. See for example (Tchetgen Tchetgen et al., 2010) for
an example of an influence function for the semiparametric logistic regression model which is not doubly robust if
one of the nuisance parameters is the standard propensity score (i.e., Pr(Treatment = 1 | Covariates)), however,
the same influence function becomes doubly robust if an alternative parametrization replacing the propensity
score with the retrospective propensity score which further conditions on the outcome not having occurred (i.e.,
Pr(Treatment = 1 | Covariates, Outcome = 0)), a somewhat surprising result given the central role the standard
propensity plays in causal inference.

Therefore, one could use arguments in Chernozhukov et al. (2018) to establish that the bias of our estimator must
be second order, however those arguments are insufficient to establish the exact form of the second order bias,
potentially leading to conservative statements about the order the bias. In fact, note that in (Chernozhukov et al.,
2018), all nuisance functions are lumped together as one nuisance function, and the work requires a convergence
rate for that nuisance function. On the other hand, in our work, we have two nuisance functions, and we do
not require convergence rates on either of them, but we require a convergence rate on the product of the biases.
That is, one of the nuisance functions can converge arbitrarily slow (contrary to (Chernozhukov et al., 2018)), as
long as the other one converges fast enough so that their product is of order smaller than root n. The approach
of Chernozhukov et al. (2018) generally requires both nuisance functions to converge at rate faster than quarter
root n. It is the special form of our functional of interest which enabled us to obtain such important property.

Note that besides the aforementioned difference between the two works, due to the fact that we have different
arguments for the nuisance functions, throughout the proof, we have to also deal with projection of one function
space to the other for our convergence analysis, which is a feature new in our work.

B CRITICAL RADIUS

For the bounding approach in Section 5, we need the following definitions from the statistical learning theory
literature (Wainwright, 2019).

Definition 2 (Localized Rademacher Complexity). For a given 6 > 0, and function class F, the localized
Rademacher complexity of F is defined as

1 n
R0, F) = E su — e f(X;
(5,F) =Eex | sup |30 ef(X)

9
Ifll.<s =1

where {X;}_, are i.i.d. samples from the underlying distribution and {€;}_, are i.i.d. Rademacher variables
taking values in {—1,+1} with equal probability, independent of {X,;}1 ;.

Definition 3 (Critical Radius). The critical radius of a function class F is the smallest solution &7 to the
inequality R(8, F) < §2.

Wainwright (2019) also provided the empirical counterparts of the localized Rademacher complexity and critical
radius, which can be used to estimate the corresponding true values.

One of the attractive computational properties of RKHSes is that their localized Rademacher complexity can be
determined by their eigendecay. For any function class F, let Fp := {f € F : || f||% < B}. If F is an RKHS with
eigenvalues {u; }‘]?‘;1, then the localized Rademacher complexity of Fp can be upper bounded as (Wainwright,

2019)
2
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Therefore, we can find an upper bound for the critical radius of Fp by finding a solution to the inequality

Zmin{uj, 52} < 62

j=1
C A REMARK ON THE MEASURE OF ILL-POSEDNESS
Chen and Pouzo (2012) also proposed the following measure of ill-posedness in their work

= sup Ll
nen [[PIR(V)IVA[l,

This measure can also be used for bounding error ||h — hol|2 simply by

Ih — holl2 < 7||P[A(VA) — ho (Vi) Vi |,
However, we note that
(6) =19 s M
heHIS 0
5 sup A2 PRV Vel
newis [POVIIVA, 6
7112
<4 —_—
= e PRV,
< 0T

Hence, working with 7,(d), as we do in our approach, leads to tighter bounds.

D PROOFS

Proof of Proposition 1. Due to Assumption 1, the model governing the distribution of the data contains para-
metric submodels M! = {P* : ¢ > 0} for [ = 1,2,... (the parameter of each submodel is denoted by t), such
that

e PO P

L] P)l(’t = PX

o ¢"(vg) = qo(vg) +tf'(vg)

L] hl’t(’uh) = ho(vh)

where the sequence {f'} is dense in Lo(Py,).

Let S!(P) be the score of the submodel Pt at t = 0, that is,

d
SH(P) = tlogP”|t o

d
We note that

(P = Epre[q" (Vo) (Vi) g1 (V) + 4" (Vg)ga (V) + WV (Vi) g (V) + ga (V)]

=Epue[{q0(Vy) + tf (Vo) }ho (Vi) g1 (V)
{0 (Vg) + tf (V) ga (V) + ho(Vi)gs(V) + ga(V)].
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Therefore,

SHE o =Epl (V)ho(Vi)gr (V) + 7' (Vy)ga (V)]
+Epl{ao(V)ho (Vi (V) + a0(Va)a(V) + ho(Vias(V) + ga(V)}S'(P)].

But we notice that since go(Vg)ho(Va)g1 (V) + qo(V)g2(V) + ho(Va) g3 (V) + ga(V') — 1o is the influence function
of 1o, we have

d

(P =Ep[{ao(Ve)ho(Vi)g1 (V) + ao(Ve)g2(V) + ho(Va)gs(V) + ga(V)}S'(P)],

which implies that

Ep[f' (Vo) ho(Vi)g1(V) + f' (Vg2 (V)] = Ep[{ho(Vi)g1 (V) + g2 (V) } ' (V)] = 0. (13)

Equation (13) is true for every submodel /. Therefore, since the sequence {f'} is dense in L3(Py,), we conclude
that E[ho(V4)g1(V) + g2(V)|V,] = 0. Similarly, we can show that E[go(V)g1(V) + g3(V)|Vi] = 0.

For any choice of ¢, we have

E[IF(V;10,q, ho)] — E[IF(V;v0, g0, ho)]

E[g1(V)ho(Vi){a(Vy) — ao(Ve)} + g2(V){a(Vy) — a0(Vy)}]
E[{g1(V)ho(Vh) + g2(V) Ha(Vy) — qo(Vy)}]
E

[Elho(Vi)gr (V) + g2(V)[Val{a(Va) — 90 (Va)}] =0,

For any choice of h, we have

E[IF(V;%0,q0,h)] — E[TF(V;v0,qo, ho)]

Elg1(V)go(Vo{R(Vh) — ho(Va)} + g3(V){R(Vi) — ho(Vi)}]
E[{g1(V)a0(Vy) + g3(V) HA(Vh) — ho(Vh)}]
E

Elgo(Ve)g1 (V) + g3(V)IVa[{h(Vh) — ho(Vi)}] = 0,

Proof of Proposition 2. We note that the function g does not appear in
E[prt(g, h; 4,0)] = E[4(Ve) (Vi) g1 (V) + g2(V)].
Similarly, the function h does not appear in

Elprt(q. h; 0,2)] = E[h(Vi)[a(Ve)g1 (V) + g3 (V)]

Also, recall that the nuisance functions are assumed to be variation independent. Therefore, ¢ and h can be
estimated using separate optimizations.

Since E[q(Vq)[iL(Vh)gl(V) + g2(V)]] = 0 for all ¢, the choice of (V) = E[R(Vi)g1(V) + g2(V) | V,] and law of
iterative expectations imply that E[h(V})g1(V) + g2(V)|V,] = 0. Similarly, we conclude that E[G(V,)g1(V) +
g3(V)|V,] = 0.

O

Proof of Theorem 1. We note that
minmaxE |g(V;) [h(Vi)g1 (V) + 92(V)] = ¢*(Vy)]

= min — (minE[(@(V,) ~ 5100 (V) + 02V))?] ~ 1E[bV)ar (V) + 0201)17] )

q
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Similarly,

min maxE[ (Vi)la(Va)g1 (V) + g3(V)] — hz(vh)}

q h

— min — (min B[((VA) = 5laV)r (V) + 9a(V)P] - E[00Vor (V) + gu(V)2] ).

The inner optimizations achieve their optimum at

i (V) = BRIV (V) + g:(V)IV,

i (Vi) = SElaV)ar (V) + ga(V) Vi)

Therefore, the outer minimization problems are

min 1 [E[h(Vi)g1 (V) + 6a(V)|V,F?] 2 0

min 1 [Ela(Vy)ar (V) + g5(V)Vil?] 2 0.

But we note that zero is achievable. This is due to Proposition 2, where zero is achieved at the ground-truth
nuisance functions ¢y and hg. Therefore, the optimizers satisfy

E[r(Vi)g1(V) + g2(V)[Vg] = 0,
Elg(Vg)g1(V) + g5(V)[Vi] = 0.
O
Proof of Theorem 2. To simplify the notations, assume the size of each partition of the data is m, that is,
n =mL. Let (g, hy) be the estimators of (go, ho) obtained on subsamples I7. For parameters ¢, h, and 9 define
o(Vigq,h) = IF(Vi4,q,h) =9,

which implies that 1[1@ can be written as R .
o = Pr[0(V Ge, ha)]-

Therefore, we have

Vi(d —o} =va{ T S B0V, )] — ol }

1

=
L
v Z{{ OV h)] = G1,[6(Vi g0, ho)] |

z:

[

+ Gralé(V; g0, ho))
+ Vi {Plo (Vi e, ho)] - %}}
where for any function f(V),

[f] = Vn{P.[f] - P[f]}

represents the empirical process. Recalling that n = mL, we have

L

Vil =} == > {GhlotV sl = GLlo(Vs s ol (1)
L

+ 77 2o CnlétV i o) (1)
L

4= 3 Vn{ POV )] o} (T5)

~
Il

1
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We will show that T provides us with the term /n E[IF(V; 4o, qo, ho)], and under the assumptions of the
theorem, 77 and T3 are o,(1).

Analysis of T,

Let V%¢ be the data in all but the ¢-th fold, and define
Aty = {GL[6(Vi o, he)) — GL[6(Vigo, ho)] |-
We note that

var(AL[VE®) = m var(Ph,[6(V; 4o, b)) — P, [6(V; g0, ho)]| V)
= var(¢(V'; 4o, he) — 3(V5 o, ho) [V5°)
<P{o(V;de, he) — ¢(Vi g0, ho) 12| VE°]
= H¢(V;ée, he) — (V3 qo, ho)Hz
= |9 (Ve Vi he(V) + 92(V)ae(V3) + ga(V e (Vi)

2

— 51 (V)ao(V)ho(Vi) = 92(V)ao (V) = ga(V)ho (V)|

Note that the last expression is equal to both

[ heWh) — o (Vi) (as(V) + 91(V)ie(Va)) + @(Va) — ao(V)) o2V + 01 (Vo (Vi)

and
| (he(Va) = o (Vi) (g5(V) + g1(V)ao(Va)) + (ae(Va) = a0 (Va)) (92(V') + 91 (Ve (V)|

Therefore,

2

var(A5,| V) < 2min { | Gha(Va) = o (Vi) (95(V) + 1 (V)ae(Va) ||
@)~ wVa) (o:V) + (Vo))

[ etV = oV @s(V) + 01 (V) V)|

N H@‘W —q0(Ve))(g2(V) +91<V>’5K<Vh))Hz}

< 2min { Sgp{(gs(v) + 91(v)de(vq))* Hlhe — holl3
+ Sgp{(gz(v) + 91(v)ho(vi))?}HIGe — qoll3

sup{(gs(v) + 91(0)a0(vq))* b — holl3

+sup{(g2(v) + g1(0)he(vn))*Hlde — qug}

By Assumptions 2 and 3, ||¢¢ — go|2 and ||ilg — hgl|2 converge to zero in probability, and either the first two, or the
second two supremums are finite, which implies that var(A%,|V%¢) converges to zero in probability as m — oc.
Also note that P[A?,|[V%¢] = 0. Therefore,

P[(A%)2|VEe) = war(AS |[VE) B0 as m — oo.
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Then, by conditional Chebyshev inequality, for all § > 0, we have
PAL | >6 V) B0 as m— oo
That is, P(|A% | > 6 | V%¢) is a bounded sequence that converges to zero in probability. Therefore,
E[P(|AL]| > 6| V5] = P(JAL| > 0) 50 asm — co.

That is, A%, % 0 as m — occ.

The conclusion holds for all ¢ € {1, ..., L} and hence, we conclude that T = 0,(1).

Analysis of T,

G [6(V; g0, ho)]

&3
Il
M-

P [6(Viqo, ho)] — Plo(V; qo, ho)]}

3= g
M-
-

~
I
—
-
[
—

{0(Visa0, o) = Plo(Via0, ho)] }

S

s sfy 8ls §-
o

{(b(vza q0, hO) - P[d)(V, qo, ho)]}

<
Il
—

By central limit theorem, the last expression converges to the distribution N(0,var (é(V;qo,ho))) if
Pl¢(V; qo, ho)?] < 0o. Note that P[p(V; qo, ho)?] can be upper bounded as

P[o(V; qo, ho)?]
= [l¢(V'5 0, ho) 13
= g1 (V)ao(V)ho(Va) + g2(V)ao(Vy) + g3(V)ho (Vi) + ga(V)113
<2|[{g2(V) + 91(V)ho (Vi) }ao (Vo) 15 + 219 (V) o (Vi) I3 + 2/l ga(V) I3
< 2sup{(g2(v) + 91(0)ho(vn))*}Hlgo (V)13 + 2S%p{93(v)2}||h0(vh)”§ + 2sgp{g4(V)2}7

or upper bounded as

P6(V; g0, ho)?]
= ¢(V:q0, ho)ll3
= lg1(V)ao(Ve)ho(Vi) + g2(V)ao(Vy) + g3(V)ho(Vi) + ga(V)][3
< 2[l{g3(V) + 91(V)qo(Ve) Yo (Vi) 13 + 2ll92(V) a0 (Va) 13 + 2llga (V) 13
< 2supf(ga(v) + 91(0)q0(vg))* o (Va) |13 + 231;1){92(‘/)2}||QO(V:1)||§ + 281510{94(‘/)2}-

Therefore by Assumption 2, we have P[¢(V; qo, ho)?] < oc.
Analysis of T3

Using the double robustness property of the estimating equation, we have
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Vi {P(8(V e, he)] o |

=
Il
Sl
M=

4

1

v {PLoVsdr ) = PlotVian b))}

%\
wmh

f{ [ O(V:dr,he)] = PLo(Viao, )]}

Therefore (dropping the subscript ¢ for readability), we have
= VAP [§(Vo)h(Vi)g1 (V) + d(Va)g2(V) + h(Va)ga(V) + 9a(V)
— a0 (V)h(Vi)g1 (V) = a0(V)ga(V) = h(Vi)gs (V) = ga(V)]
= VP [ (M(Vi)or (V) + g2(V)(@(Vy) = a0(Va)]

= VP [P(Vi)r (V) + 02(V)|Va) 6(Va) — 00(V2))]

As seen in the proof of Proposition 1, we have E[ho(V3)g1(V) + g2(V)|Vg] = 0. Therefore, for all functions h,
we have

]E[h(vh)gl(v) + gz(V)|Vq] = E[Ql(v){ho(vh) - h(Vh)}’Vq]~
Applying this equality to the last expression for T5 and using Cauchy—Schwarz inequality, we have

Ty = VP [P[g1 (V){h(Vi) = ho(Vi)} V] (a(Vy) = a0(Va)]
< Va[[Plan (V) (V) = ho(Vi} V]| x (V) = a0Vl
Note that by Assumption 2,
[Pl Mta(vVe) — ao(Vi} Wil |
= P[Pl (V)IVas Valka(Va) = ao(Va)} Va] |

> min [Plgy(V)[V, = vy, Vi = wnl [P (V) — a0 (V)| Vi

Vq,Vh

> 01

P[a(Ve) — a0 (Vi) |Va] | .

Therefore, there exists constant C; such that

This implies that

for some constant C. Therefore,
T < V[P g1 (V){(Va) = ho(Vi)} V7]
- 0(\/5 rn ()7, (rq(n))>.
We can also replace 1o in equation (14) with P[¢(V'; ds, ho)]. Hence, we also have

Ty = O (vt rg(m)m(ra(m)) ).

< llava) - a (vl

which implies that
= 0V min {ri(n)7, (ry(m), r(m)m (ra(m)) }) = o(1),

where the last equality is due to Assumption 3.
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Proof of proposition 3. By Theorem 1, for arm A = a, for function h,, we have

E[—I(A = a)ha(W,X) +I(A=a)Y|Z,X] =0
& Ehe(W,X)-Y|Z,A=0a,X] =0
E[h(W,a,X) = Y|Z,A=a,X] =0,

where the function £ is defined in the statement of the proposition.

By Theorem 1, for arm A = a, for function §,, we have

E[~I(A = 0)§u(Z,X) + 1[W, X] = 0

& E[E[I(A = a)du(Z, X)W, A, X]|W, X] = 1

& E[I(A = a)|W, X|E[G.(Z, X)W, A = a, X] = 1
1

P(A = aW, X)
1

P(A=aW,X)

& Elqo(Z, X)W, A=a,X]| =
& ElG(Z,a, X)W, A =a,X] =

where the function ¢ is defined in the statement of the proposition.

O
Proof of Proposition 4. We first show that for any function h,
sup & [q(V,)[R(Vign (V) + g2(V)] = 2 (V)] = Aallalls
qeQ (15)

= {60} Kon( Ko + Aol & (M),

where &,(h) = L (h(Vh,)g1 (Vi) + g2(Vi))iy.

To see this, we note that by the generalized representer theorem (Schoélkopf et al., 2001), the solution to this
maximization will be of the form

’Uq) = ZajKQ(V:]j’vq)'

j=1
Hence, only the coefficients o = (a;)}_; are needed to be calculated.

Note that we have

Elg(V)[h(Vi)g1 (V) + ga(V Zq W&} = aT Ko n{&a(h)},

Bl (V)] = ~a" KD 0,

Il =o' Ko na.
Therefore, we have

E[a(V) (Vi) (V) + g5(V)] ~ (V)| ~ Aallallh = 0" Kou{a(h)} — T (- K3, + AoKa,n)a.

Taking the derivative and setting it to zero, the optimal coefficients can be obtained as

1.1

o = i(ﬁKQ’n + /\an)_l{fn(h)}v

where I, is the identity matrix of size n.
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Consequently we have

sup B [a(V) [1(Vi)gs (V) + 92(V)] = ¢ (V)] = Aelall2

= &) Kol Ko+ Aal) ™ {&(0).

Therefore, the outer minimization problem in (12) is reduced to the following:
h = arg min{€, (h)} T T{&n (M)} + Anl|Bl13;

where I' = %KQ,n(%KQ,n + )\Q.[n)il.

We note that by the generalized representer theorem (Scholkopf et al., 2001), the solution to this minimization
problem will be of the form

h(vn) =Y a;Ku (Vi vn)-

j=1

Hence, only the coefficients o = (a;)}_; are needed to be calculated.

Recall that &,(h) = = (h(Vh,)g1(Vi) + g2(Vi))iy; that is,

1,
gn(h) = ﬁ(dlag(gl,n)K'H,na + g2,n)7

where diag(g1 ) is a diagonal matrix with g;(V;) as the i-th diagonal entry, and g2 ,, = [g2(Vi) - g2(V;)]T. Also
note that
A2, = o' Ky o

Therefore, we have
. T 2
2%173{5”(]1)} T{&n(h)} + Anllhl|3

1 . ) 2 .
= ;ren]RI}L ﬁaTKH,ndzag(gl,n)deg(glyn)KH’na + ﬁg;nfdmg(gl,n)[(ﬂ’na + )\HaTKH’na +c,

which is solved by
T
af = — (KH,ndia/g(gl,n)rdiag(gl,'n)KH’n + nZAHKH,n) Ky ndiag(g1,n)Tg2.n.
O

Proof of Theorem 5. The proof is for the most part the same as the proof of Theorem 1 in (Dikkala et al., 2020).
For a function h, define its empirical Ly norm as ||h||2, = v/Pp[h?]. Define

W(h, ) = B[{gs (V)A(VA) + 92(V)}a(Vy)] = Bloa(V){A(VA) — ho(Vi)}a(Va)],
W () = B[{1(VIH(VA) + 0:(V)}a(V,)],
and
V() = W(h,q) — llal} ~ 22 lall3.

20— Aellalle-

Note that the minimax optimization (12) can be written as

i = argmin sup B[g(V) (Vi) (V) + g2(V)] — (V)] — Aclalld + 1113,
heH qEQ

= arg Eg’fg jgg W) (h, q) + Al|Bl3,-
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The proof proceeds in 3 steps:

Step 1. We will show that with probability 1 — 2(,

sup { W (h, @) = Wa(ho,0) — |l
qeQ

B = Aallall3 } < Mae(lholl3, - I1413,) +O(?).

Step 2. For any function h, define g, := P [g1(V){h(Vh) — ho(V4)}|Vq]. We will show that if ||g;[l2 > 6, then
with probability 1 — (,

[NCRIES)

sup { Wa(h, ) = Wa(ho,a) — lall3,, — Nallald } = SR(R) — C8 = hau((lhol3, + 1RR,).

qeQ

Step 3. Finally, using Steps 1 and 2, if ||g;, |2 > J, with probability 1 — 3¢, we have

5 .
§R(h) < 2\l holl3, + O(6?),

which concludes that \
R() = O(6+ " |holl3,)- (16)

Note that ||g;|l2 = R(h). Hence, g |l2 < 0 implies R(h) < 6. Therefore, (16) in either case holds.

We next prove the inequalities in Steps 1 and 2. The main ingredients in the proofs are the following
two results

Theorem 6 (Wainwright (2019), Theorem 14.1). Let F be a star-convez, I-uniformly bounded function class
with critical radius 6,,. Then for any t > §,, we have

1 t2
IV = IFI15| < SIAIE + 50 for all f € F,
with probability at least 1 — cje~c2nt”.
Theorem 6 implies that for the choice of ¢t equal to § = 6, + ¢ %, where J,, is an upper bound on the

critical radius of QQy7, for some constants ¢y and ¢, we have

1 1
lall3,. = llallz] < 5llall3 + 50%,  for all g € Qu,

with probability at least 1 — cle_“"‘"‘sz7 and hence, with probability larger than 1 — (.
Moreover, for any function g € Q such that ||¢]|% > U, since Q is assumed to be star-convex, the function %
is in Qu. Therefore, again by Theorem 6, we have
1 1, a2
a1 . — Nall3] < 5lall3 + 5622,
with probability larger than 1 — (. The last two displays imply that with probability larger than 1 — ¢,
5 2 < Loz S gin + L2 foran 17
Il — lalld] < 31l + Sllally + 56% forallge Q. (1)

Therefore, with probability at least 1 — (,

1 52
2 - 2_ 7
Mall + Flall3 = 5

52

)\ 2 2 > )\ _
ollalie +llallzn = (Ao = 5
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: b
Therefore, assuming that Ag > %,

Ao 1 52
Nollalid + i3, = 22 all3 + 5l - 5 (18)

The second key result used in the proof is an extension of Theorem 6, proposed in (Foster and Syrgkanis, 2019).
Since g1 and g, are bounded and H is a class of bounded functions, the function {g1(V)h(V4) + g2(V)}q(V,) is
Lipschitz with respect to gq. Therefore, by Lemma 11 in (Foster and Syrgkanis, 2019), with probability 1 — ¢,

|, (ho,q) — W(ho,q)| < O@]lgll2 +6%), forall g € Qu.

Moreover, for any function q € Q such that ||q||2Q > U, since Q is assumed to be star-convex, the function %
is in Qp. Therefore,
52
|‘I’n(h0,Q) - ‘I’(ho,Q)’ < O(d|lqll2 + WHQHQ),
with probability larger than 1 — . The last two displays imply that with probability larger than 1 — (,
W (ho, q) = W (ho, )] < O(llgl2 + 6% + ), forallqge Q. (19)

\/>||Q||Q

For any function h, define q; = P[g1(V){h(V}) — ho(Vh)}’Vq], which is a function in Q. Again, by Lemma 11
in (Foster and Syrgkanis, 2019), since §,, is an upper bound on the critical radius of Gg, for all functions A such
that h — hgy € Hp, with probability 1 — ¢,

[(Un(h,an) = Walho, an)) = (¥(h,an) = ¥(ho,qn))| < O(6llgr(V){A(Vh) = ho(Vi) }an(Va)ll2 + 62)
= O(lan(Vo)ll2 + 62).
Moreover, for any function h € H such that || — ho||3, > B, since H is assumed to be star-convex, the function

(h—ho)VB

Th—hols 1S 1N Hp. Therefore,

() = o) = (¥ a1) = Wk )| < O (V) o LTl g2 =Pl

with probability larger than 1 — . The last two displays imply that with probability larger than 1 — (,

[(@n(han) = ko, ) — (¥(han) = ¥ (ho,an))|

—h h — hgl|2
< OVl + 8 + olan (Vo L=l o g2 = Folliey oy e 9

(20)

Equipped with inequalities (17), (18), (19), and (20), we now present the proofs of Steps 1 and 2.

Proof of Step 1.
We note that,

sup W (h, @) = sup { o (. ) — llall3,. — Xollall? |
q€Q q€Q
= sup { W (h,q) = o (ho, q) + Wa(ho, @) — al3,, — Aallall3 }
qeQ
Zsup{\l’n(ﬁ,q)—\lfn(hmq)— 5 —AQHqIIZ}—Sup\I’Q(hqu)-
qeQ qeQ

That is,

sup {\I'n(ﬁ, Q) = Yulho,q) — llall3., — AQllqllé} < sup ¥ (ho, q) + sup W (h,q).
qeQ qeQ qeQ
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Moreover, by definition, R .
sup Wy, (, q) + A [[Al|3, < sup W7 (ho, ) + Aol 3,-
qeQ qeQ

Hence,

sup U (h, q) < sup W2 (ho, q) + M (|| holl3, — 12113,)-
qeEQ qgeQ

Therefore, we have

sup {\Ifn(ﬁ,q) — W, (ho,q) — |
qeQ

Aol } < 25up Whho ) + Nl ~ IBIR). (21)
q

By inequalities (18) and (19), with probability 1 — 2¢, for some constant ¢ we have

sup W (o, a) = sup { Wa(ho,0) [l ~ Nollal}
qeQ

qeQ
Ag 52
< 2 2
sup {¥(h0) + (Sl + 6 + S lallo) - “2lalla — 3lal3 + 5 } 22
62
= sup < c(d + 62 4 q Q qdls — =llg
qeg{ (6llqll2 \ﬁH le) = = llalle = H 13+ 2}

where the last equality is due to the fact that ¥(hg,q) = 0. We note that since we assumed that Ag > %, we
have

Q 2
sup {edllgls — 3l +c ﬁnqng Il }
e 2 Q

1
< sup {edlglla - lq2 +sup 2 o - ang (23)
2 \/ 2U
252 252 9
<+ =00,

From inequalities (22), (21), and (23) we conclude that

sup {0 (h,0) = Wallho,0) — lall3,, — Aallalh } < Moc(lholB, ~ 1R1%) +O(5%).

Proof of Step 2.

Recall that for any function h, g, == P [g1(V){h(V}) — ho(Vh)}‘Vq], which is a function in Q. Suppose [|g;,[|2 > §

and o = m € [o, %] Since Q is star-convex and ¢; € Q, then also ag; € Q. Therefore,
h

sup { W, (h,0) ~ Wa(ho, @) ~ lal3,, — Aellals }
qeQ (24)

> a(Walh,a) = Wulho,03)) = 0 (lla3 3. + Aollzl13).
By inequality (20), with probability 1 — ¢, we have

. h — holl3 h — hol|3
> a(W(h.g3) ~ Wlho.a3)) — a0 Vol + 8+ Slgy (V) | = Polle o= Poll)

)

MaTs € [0, %]7 and since W(hg, ;) = 0, there exists constant ¢, such that
h

Hence, recalling that o =

X . h — ho|?
a(\I/n(h, q;,) — Y (ho, qh)) > a¥(h,q;) — c6? — 0(52%.
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Also, we note that

- )

a¥(h,q;) = mp[gl(v){ﬁ(‘/h) — ho(Vi) }a;, (V)]
- 2||;2H2P[P[91(V){E(Vh) ~ ho(Vi} Vyl?]
O3 6, s
= g, 2
Therefore,
R R r_ 2
a(\Iln(h, g;) — W, (ho, qh)> > gR(h) —c? - c62%. (25)

By inequality (17), the fact that Ao > %, and the fact that ||g;||% < L2||h— hol|3,, we have

3 52 1
—a?(llgs 13,0+ Aallgalh) = —a? (5llasll3 + 55 laalih + 56 + Aelias 3

Y

2

0
> =67 = (5= +Xo)llg; IS

2U
_ 3%

67— 2 g3 1%

v

3\ -
> 8% = 2 L2h — holl;.

From inequalities (24), (25), and (26) we have

3 52
2 2 2
—o 5“‘1;}”2 - ﬁ”%”g -

sup {0, (h,0) — o o,0) — lall3,, — Aallals}

1
59% = Aollas

(26)

30 o
52 — 212k~ holl3,

30 o
52— 2212 — ol

qeQ
5 h — hol|2
> SR(h) - 8% — 652% -
. [ 2
> gR(h) —os? — cUaQ = holl ;0”” -
- gR(ﬁ) 6?8 AQ(% + %LQ) 1h — holl2,
> SR(h) — 0? — 0~ o (P 4 512) (Il + 1415,)
= gR(iL

) — 6~ 5% — xo (4L +3L2) (Iholl3, + 1RIB,).

Assuming Mg <4CL2 + 3L2) < Ay, for some constant C' we conclude that if ||g;|l2 > J, then with probability

17<7

qeQ

E ADDITIONAL MATERIALS FOR SECTION 6

. 5. .
sup { Wa(h, ) = Wa(ho,q) — lall3,, — Nallald } = SR(E) — C8 = hau(llhol3, + IAR,).

E.1 Data Generating Process in the Synthetic-Data Experiments

We first describe the data generating mechanism of the scenario considered in the main text, which is the same
as in (Cui et al., 2020). Covariates X are generated from a multivariate normal distribution N (T, X,). We then

generate A conditional on X from a Bernoulli distribution.
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Next, we generate Z, W, U from the following multivariate normal distribution,

Finally, Y is generated from

where

ag + agA+a, X 02 0. O
(Z,W,U)|A, X ~ MVN po+ paA+peX | X =1 020 0L Owu

Ko + Ko A + ke X Owu Owu O
E(Y|W,U, A, Z,X) = E(Y|U A ZX)+w{W—E(WI|U,A,Z X)}

= EY|U,AX)+w{W-EW|U,X)}
= by + b, A+ b, X +b,EW|UX)+w{W-EW|U,X)}
= by + b, A+, X+ (by —w)E(W|U,X) +wW,

E(W|U,X) = E(W|U,A, Z,X) = o + o X + 225 (U = ko — £ X).
g,

u

The parameters are set as follows:

I, = (0.25,0.25)7, 2, = (

x

o2 0
0 2

), o = 0.25.

Pr(A =1|X) = [1 + exp{(0.125,0.125)7 X }] .

ap = 0.25, oy = 0.125, ap = (0.25,0.25)7.

fio = 0.25, p1a = 0.25, p1p = (0.25,0.25)7.

ko = 0.25, ko = 0.25, K, = (0.25,0.25)T.

M=

1 025 0.5
025 1 05
05 05 1

o by =2, b, =2 b, = (0250257, b, =4, w=2.

The validity of relevant assumptions imposed in Section 4 was proved in (Cui et al., 2020). This scenario sets
dimensions of X, Z, W to 2, 1, 1. Hyper parameters \{,, Ay, Af;, and A}y, as well as the kernel bandwidth are
chosen by cross validation with minimizing the projected risk.

E.2 Multidimensional Proxies

We further consider a more complicated scenario where the dimensions of X, Z, W increase to 5, 2, 2. The data
are generated by

U ~ Normal(0, o7,)
X|U ~ Normal(uyxU, 0%)

A|X,U ~ Bernoulli(1/(1 + exp(ta + tx X +tz(Maz + pxzX + puzU) + 0.5t z0%5t},)))

Z|A, X, U ~ Normal(uaz A + pxzX + pyzU,0%)
W|X,U ~ Normal(uxw X + powU, o)
Y|A, X, U ~ NOI‘mal(MAyA + pwyW + uxy X + pouyU, O'%)

The parameters are set as follows
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Figure 3: Boxplots of simulation results when N = 400, 800, 1600, respectively.

e uy =0, 0y =0.3.

0.4 03 0 0 0 O

0.525 0 03 0 0 O

o upx = | 0.650 [, 0% = 0o 0 03 0 O
0.775 0o 0 0 03 O

0.9 o 0 0 0 03

tz = (0.9,0.4), tx = (0.9,0.775,0.65,0.525,0.4), t4 = —tzjiaz — ty0%t) = —0.981.

B [ 04 0511 0622 0733 0.844 B , (03 0
“AZ(0'5’0'6)’“XZ<0.456 0.567 0.678 0.789 0.9 >’“UZ(O'8’O'9)’ "Z( 0 0.3)'

[ 09 0789 0.678 0.567 0.455 (08,09, 02 = 03 0
Pxw =1 0844 0733 0622 0511 04 ) HoW =000 0w = ¢ 3 |-

o fay =2, pwy = (0.4,0.9), pxy = (0.4,0.525,0.65,0.775,0.9), pry = (0.4,0.9), 02 = 0.3

The validity of relevant assumptions imposed in Section 4 follows immediately by the temporal order of data
generating process and the underlying independence. The simulation results are presented in Figure 3. Once
again, all three estimators attain smaller bias as sample size becomes larger and the PDR estimator beats POR
and PIPW estimators in all cases.

E.3 Nonlinear Confounding Bridge Functions

In this subsection we consider a simulating process such that the confounding bridge functions h and ¢ are
nonlinear. In particular, we add cubic terms of (X,U) when generating A and also interaction terms when
generating Y. The data are generated by

U ~ Normal(0, 1),

(33)

X1 ~ Normal(0, 1), (34)
X5 ~ Normal(0, 1), (35)
(36)

(37)

(38)

A|X,U ~ Bernoulli(1/(1 + exp(—0.25 — 0.2X; — 0.3Xy — 0.1X} — 0.05X; — 0.25U + 0.1U%)) 36
Z|A, X, U ~ Normal(0.5 + 0.54 + 0.2X; — 0.2X5 + 0.75U, 1) 37
W|X,U ~ Normal(0.3 + 0.35X; + 0.25X, — 0.75U, 1) 38
YA, X, U ~
Normal(—0.5+A40.25X; —0.2X5—0.5AX; +0.34X5—0.025X3 +0.03X5 — X —0.3U +0.25 AU +-0.025U°, 1)

(39)

The validity of relevant assumptions imposed in Section 4 follows immediately by the temporal order of data
generating process and the underlying independence. The simulation results are presented in Figure 4. Once
again, all three estimators attain smaller bias as sample size becomes larger and the PDR estimator beats POR
and PIPW estimators in all cases.
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Figure 4: Boxplots of simulation results when N = 400, 800, 1600, respectively.

Real-Data Analysis. We allocated Z = (pafil, paco2l) and W = (phl, hemal) as the same choices of
treatment- and outcome-inducing confounding proxies in (Tchetgen Tchetgen et al., 2020; Cui et al., 2020). The
rest baseline covariates are X = (age, sex, catl_coma, cat2_coma, dnrl, surv2md]l, apsl).We chose hyperparam-
eters A% = 0.01, A9, = 0.01, A}, = 0.001 and A}, = 0.001. We set the kernel bandwidths 35 and 20 in Ky, and
Ko p.



