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Abstract

Reducing the high computational cost of
large convolutional neural networks is cru-
cial when deploying the networks to resource-
constrained environments. We first show the
greedy approach of recent channel pruning
methods ignores the inherent quadratic cou-
pling between channels in the neighboring lay-
ers and cannot safely remove inactive weights
during the pruning procedure. Furthermore,
due to these inactive weights, the greedy meth-
ods cannot guarantee to satisfy the given re-
source constraints and deviate with the true
objective. In this regard, we propose a novel
channel selection method that optimally se-
lects channels via discrete QCQP, which prov-
ably prevents any inactive weights and guar-
antees to meet the resource constraints tightly
in terms of FLOPs, memory usage, and net-
work size. We also propose a quadratic model
that accurately estimates the actual inference
time of the pruned network, which allows us
to adopt inference time as a resource con-
straint option. Furthermore, we generalize
our method to extend the selection granularity
beyond channels and handle non-sequential
connections. Our experiments on CIFAR-10
and ImageNet show our proposed pruning
method outperforms other fixed-importance
channel pruning methods on various network
architectures.

1 Introduction

Deep neural networks are the bedrock of artificial intelli-
gence tasks such as object detection, speech recognition,
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and natural language processing (Redmon and Farhadi,
2018; Chorowski et al., 2015; Devlin et al., 2019). While
modern networks have hundreds of millions to billions
of parameters to train, recent works show that these
parameters are highly redundant and can be pruned
without significant loss in accuracy (Han et al., 2015;
Guo et al., 2016). This discovery has led practitioners
to desire training and running the models on resource-
constrained mobile devices, provoking a large body of
research on network pruning.

Unstructured pruning, however, does not directly lead
to any practical acceleration or memory footprint re-
duction due to poor data locality (Wen et al., 2016),
and this motivated research on structured pruning to
achieve practical usage under limited resource budgets.
To this end, a line of research on channel pruning con-
siders completely pruning the convolution filters along
the input and output channel dimensions, where the re-
sulting pruned model becomes a smaller dense network
suited for practical acceleration and memory footprint
reduction (Li et al., 2017; Luo et al., 2017; He et al.,
2019; Wen et al., 2016; He et al., 2018a).

While many channel pruning methods select channels
greedily, which is easy to model and optimize, they can-
not safely remove inactive weights during the pruning
procedure. As a result, these greedy approaches suffer
from discrepancies with the true objective and cannot
strictly satisfy the required resource constraints during
the pruning process.

The ability to specify hard target resource constraints
into the pruning optimization process is important since
this allows the user to run the pruning and optional
finetuning process only once. When the pruning process
ignores the target specifications, the users may need to
apply multiple rounds of pruning and finetuning until
the specifications are eventually met, resulting in an
extra computation overhead (Han et al., 2015; He et al.,
2018a; Liu et al., 2017).

Our contributions can be summarized as follows:

• We propose an optimal channel selection method
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Figure 1: Illustration of a channel pruning procedure that leads to inactive weights. When j-th output channel
of l-th convolution weights W

(l)
·,j is pruned, i.e. W (l)

·,j = 0Cl−1,Kl,Kl
, then the j-th feature map of l-th layer X

(l)
j

should also be 0. Consequently, X(l)
j yields inactive weights W

(l+1)
j . Note that we use W

(l)
·,j to denote the tensor

W
(l)
·,j,·,·, following the indexing rules of NumPy (Van Der Walt et al., 2011).

which satisfies the user-specified constraints tightly
in terms of FLOPs, memory usage, and network
size, and directly maximizes the importance of
neurons in the pruned network.

• We propose a new quadratic model that accurately
estimates the inference time of a pruned network
without direct deployment.

• We extend our method to increase the pruning
granularity beyond channels and simultaneously
prune channels and spatial patterns in the individ-
ual 2D convolution filters.

• We generalize our method to handle nonsequential
connections (skip additions and skip concatena-
tions).

Our experiments on CIFAR-10 and ImageNet datasets
show the state of the art results compared to other
fixed-importance channel pruning methods.

2 Motivation

In this section, we first discuss the motivation of
our method more concretely. The weights of a se-
quential CNN can be expressed as a sequence of 4-
D tensors, W (l) ∈ RCl−1×Cl×Kl×Kl ∀l ∈ [L], where
Cl−1, Cl, and Kl represent the number of input chan-
nels, the number of output channels, and the fil-
ter size of the l-th convolution weight tensor, re-
spectively. We denote the feature map after the l-
th convolution as X(l) ∈ RCl×Hl×Wl . Concretely,
X

(l)
j = σ(X(l−1) ⊙ W

(l)
·,j ) = σ(

∑Cl−1

i=1 X
(l−1)
i ∗ W

(l)
i,j ) for

j ∈ [Cl], where σ is the activation function, ∗ denotes
2-D convolution operation, and ⊙ denotes the sum of
channel-wise 2-D convolutions. Now consider pruning
these weights in channel-wise direction. We show that

with naive channel-wise pruning methods, we cannot
exactly specify the target resource constraints due to
unpruned inactive weights and deviate away from the
true objective by ignoring quadratic coupling between
channels in the neighboring layers.

2.1 Inactive weights

According to Han et al. (2015), network pruning pro-
duces dead neurons with zero input or output connec-
tions. These dead neurons cause inactive weights1,
which do not affect the final output activations of
the pruned network. These inactive weights are not
excluded automatically through the standard prun-
ing procedure and require additional post-processing
which relies on ad-hoc heuristics. For example, Fig-
ure 1 shows a standard channel pruning procedure that
deletes weights across the output channel direction
but fails to prune the inactive weights. Concretely,
deletion of weights on j-th output channel of l-th con-
volution layer leads to W

(l)
·,j = 0Cl−1,Kl,Kl

. Then, X(l)
j

becomes a dead neuron since X(l)
j = σ(X(l−1)⊙W

(l)
·,j ) =

σ(
∑Cl−1

i=1 X
(l−1)
i ∗W (l)

i,j ) = 0Hl,Wl
.

The convolution operation on the dead neuron results
in a trivially zero output as below:

X(l+1)
p = σ

(
Cl∑
i=1

X
(l)
i ∗W (l+1)

i,p

)

= σ

(
Cl∑
i=1

1i ̸=jX
(l)
i ∗W (l+1)

i,p +X
(l)
j︸︷︷︸

dead

∗W (l+1)
j,p︸ ︷︷ ︸

inactive︸ ︷︷ ︸
=0Hl+1,Wl+1

)
. (1)

1Rigorous mathematical definition of inactive weights is
provided in Supplementary material C.
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Equation (1) shows that the dead neuron X
(l)
j causes

weights W
(l+1)
j,p ,∀p ∈ [Cl+1] to be inactive. Such inac-

tive weights do not account for the actual resource
usage, even when they remain in the pruned network,
which prevents the exact modeling of the user-specified
resource constraints (FLOPs, memory usage, or net-
work size). Furthermore, inactive weights unpruned
during the pruning procedure becomes a bigger prob-
lem for nonsequential convolutional networks due to
their skip connections, which is discussed in Section 3.4.
To address thess problems, we introduce a quadratic
optimization-based algorithm that provably eliminates
all the inactive weights during the pruning procedure.
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(b) Ours
Figure 2: A comparison of the greedy channel selection
method and our selection method. Parallelograms rep-
resent feature maps and squares represent 2-D filters
of convolution weights. Gray squares are filters which
account for the objective. The numbers on each squares
represent the absolute sum of weights in the filter.

2.2 Quadratic coupling

Most of the existing channel pruning methods select
channels with regard to their importance. However,
measuring a channel’s contribution to the network
should also take into account the channels in the neigh-
boring layers, as illustrated in Figure 2. In the ex-
ample, we define the importance of a channel as the
absolute sum of the weights in the channel, as in Li
et al. (2017), and assume the objective is to maximize
the absolute sum of the weights in the whole pruned
network, excluding the inactive weights. We compare
two different channel selection methods: (a) a stan-
dard greedy channel selection method which greedily
selects each channel in layerwise manner, and (b) our
selection method that optimally considers the effect
of the channels in neighboring layers, which will be
described in Section 3. As a result of running each

selection algorithms, (a) will prune the second output
channel of the first convolution and the third output
channel of the second convolution, and (b) will prune
the first output channel of the first convolution, the
third output channel of the second convolution, and
the first input channel of the second convolution. The
objective values for each pruned networks are (a) 18
and (b) 21, respectively.

This shows that the coupling effect of the channels
in neighboring layers directly affects the objective val-
ues, and results in a performance gap between (a) and
(b). We call this coupling relationship as the quadratic
coupling between the neighboring layers and formu-
late the contributions to the objective by quadratic
terms of neighboring channel activations. To address
this quadratic coupling, we propose a channel selection
method based on the QCQP (Quadratic Constrained
Quadratic Program) with importance evaluation re-
specting both the input and the output channels.

3 Method

We first propose our discrete QCQP formulation of
channel pruning for sequential convolutional neural
networks (CNNs). Then, we present two extended
versions of our formulation which can handle 1) joint
channel and shape pruning of 2D convolution filters
and 2) nonsequential connections, respectively.

3.1 Channel pruning for sequential CNNs

To capture the importance of weights in W (l), we de-
fine the importance tensor as I(l) ∈ RCl−1×Cl×Kl×Kl

+ .
Following the protocol of Han et al. (2015); Guo
et al. (2016), we set I(l) = γl

∣∣W (l)
∣∣ where γl is the

ℓ2 normalizing factor in l-th layer or ∥vec(W (l))∥−1.
Then, we define the binary pruning mask as A(l) ∈
{0, 1}Cl−1×Cl×Kl×Kl . For channel pruning in sequen-
tial CNNs, we define channel activation r(l) ∈ {0, 1}Cl

to indicate which indices of channels remain in the l-th
layer of the pruned network. Then, the weights in W

(l)
i,j

are active if and only if r(l−1)i r
(l)
j = 1, which leads to

A
(l)
i,j = r

(l−1)
i r

(l)
j JKl

. For example, in Figure 2b, r(l−1) =
[1, 1, 1]⊺, r(l) = [0, 1]⊺, and r(l+1) = [1, 1, 0]⊺, therefore,

A(l) =

0 1

0 1

0 1

 ⊗ JKl
and A(l+1) =

[
0 0 0

1 1 0

]
⊗ JKl+1

2.

Our goal is to directly maximize the sum of the im-
portance of active weights after the pruning procedure

2⊗ denotes the outer product of tensors and Jn is a
n-by-n matrix of ones.
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under given resource constraints such as FLOPs, mem-
ory usage, network size, or inference time. Concretely,
our optimization problem forms as

maximize
r(0:L)

L∑
l=1

〈
I(l), A(l)

〉
(2)

subject to

L∑
l=0

al

∥∥∥r(l)∥∥∥
1
+

L∑
l=1

bl

∥∥∥A(l)
∥∥∥
1
≤ M

A(l) = r(l−1)r(l)
⊺
⊗ JKl

∀l ∈ [L].

In our formulation, we can exactly compute the ac-
tual FLOPS, memory usage, and network size of the
pruned network. Furthermore, we can estimate the in-
ference time of the pruned network by modeling it with
the number of channels (= ∥r(l)∥1) and the pruning
mask sparsity (= ∥A(l)∥1) in each layer, which will be
explained in Section 3.2.

The left hand side of the inequality in the first con-
straint of Equation (3) indicates the actual (or es-
timated) resource usage. Table 1 shows the al and
bl terms used for computing the usage of each re-
source. For the l-th convolution layer, its network
size is equal to the number of parameters in the layer,
which is ∥A(l)∥1 (al = 0, bl = 1). Memory resource
implies the memory used during inference, which is
the sum of the memory required for the input feature
map, Hl−1Wl−1∥r(l−1)∥1, and the number of parameters,
∥A(l)∥1 (al−1=Hl−1Wl−1, bl=1). FLOPs indicates the
sum of the number of multiplications for each param-
eter. Since each parameter requires HlWl multiplica-
tions, FLOPs equals to HlWl∥A(l)∥1 (al=0, bl=HlWl).

The optimization problem Equation (3) is a dis-
crete nonconvex QCQP of the channel activations
[r(0), . . . , r(L)], where the objective, which is the same
with the objective in Section 2.2, respects the quadratic
coupling of channel activations (= r(l)). Please refer
to Supplementary material B for the details on the
standard QCQP form of Equation (3).

Table 1: Resource constraints with the corresponding
al and bl values. βl and δl are device-specific, and
determined via least square regression in Section 3.2.

Resource constraint (M) al bl

Network size exact 0 1
Memory exact HlWl 1
FLOPs exact 0 HlWl

Inference time approx. βl+1
δl
K2

l

0 0.1 0.2 0.3
0

0.1

0.2

0.3

Estimated inference time (ms)

W
al

l-
cl

oc
k

ti
m

e
(m

s)

(a) Conv (kernel=3, stride=1)
and input (56× 56)
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1
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Estimated inference time (ms)

W
al

l-
cl

oc
k

ti
m

e
(m

s)

(b) ResNet50 and
input (224× 224)

Figure 3: Estimated inference time vs. actual wall-
clock time of a single convolution operation (a) and a
ResNet-50 (b) while varying the number of channels.
The blue area indicates the area where the error of the
estimated value is under 10% with respect to the actual
wall-clock time. The wall-clock time is measured on a
machine with Intel Xeon E5-2650 CPU and Titan XP
GPU. Additional experiment results are provided in
Supplementary material D.

3.2 Inference time constraint

Unlike other resource constraints, inference time on
the edge-device can only be measured by running each
pruned network on the real device. However, deploying
every candidate networks on the device during pruning
can be prohibitive. Therefore, we propose an approx-
imate method that accurately predicts the inference
time of the pruned networks efficiently.

We utilize the fact that the computation cost of a
pruned network is highly dependent to the compution
cost of convolution operations with the pruned channels.
We first build a quadratic model with respect to the
number of unpruned channels, ∥r(l)∥1, to estimate the
inference time of each convolution operation. Then, we
estimate the inference time of the pruned network by
integrating these estimate values.

Concretely, we model the inference time of the l-th layer
convolution operation with respect to the number of its
input channels (= ∥r(l−1)∥1) and the output channels
(= ∥r(l)∥1). Using these variables, we aim to model
three major factors of the convolution operation that
affect the inference time: 1) FLOPs (computation cost),
2) MAC (memory access cost), and 3) bias overhead.
The resulting estimation model for the l-th convolu-
tional operation is αl + βl∥r(l−1)∥1 + δl∥r(l−1)∥1∥r(l)∥1,
where each terms represent the contribution of bias over-
head, MAC, and FLOPs to the inference time. More
discussions for choosing this model and analysis of the
coefficients αl, βl, and δl are provided in Supplemen-
tary material D. Note that αl, βl, and δl are dependent
on the edge-device. Therefore, we find the best αl,
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βl, and δl values via least square regression on a few
samples of (∥r(l−1)∥1, ∥r(l)∥1,WallClock(l)(r(l−1), r(l))),
where WallClock(l) denotes the wall-clock time of the
l-th convolution operation with ∥r(l−1)∥1 input chan-
nels and ∥r(l)∥1 output channels. Finally, we plug the
learned quadratic model into the left hand side of the
inequality in Equation (3) 3. In this paper, we mea-
sure the actual wall-clock time using Nimble framework
(Kwon et al., 2020) on CUBLAS backend.

Figure 7 shows the prediction performance of our
quadratic model. The red points represent the esti-
mated inference time versus the actual inference time
of a single convolution operation (a) and a ResNet-50
network (b) while varying the number of channels. Our
model successfully estimates the actual inference time
of single convolution operations with 8% error rate4 on
average. Also, we estimate the inference time of the
whole network by summing all of the estimated infer-
ence time of its convolution operations, and achieve
3% error rate on average. Note that as we gather the
inference time of the convolution operations, the vari-
ance of the inference time decreases by the law of large
number and the error rate simply decreases.

3.3 Joint channel and spatial pruning

For further efficiency, we increase the pruning granu-
larity and jointly perform spatial pruning to 2-D con-
volution filters. Concretely, we prune by each weight
tensor across the input channel direction additionally
to perform channel and spatial pruning processes si-
multaneously.

Wl

Hl

r(l) ∈ {0, 1}Cl

q
(l)
1

q
(l)
Cl

r(l−1)∈{0, 1}Cl−1

Figure 4: Input channel activation (= r(l−1)), shape
column activation (= q(l)), and the corresponding mask
(= A(l)) for l-th convolution layer, where A(l) = r(l−1)⊗
q(l).

First, we define the shape column W
(l)
·,j,a,b by the

3Concretely, we set al and bl of Equation (3) to βl+1

and δl/K
2
l . K2

l in the denominator comes from A(l) =

K2
l ∥r(l−1)∥1∥r(l)∥1.
4We evaluate the mean percent error by 1

n

∑n
i=1

|Ei−Ai|
Ai

where Ei and Ai are the estimated and the actual value,
respectively.

vector of weights at spatial position (a, b) of a 2-D
convolution filter along the j-th output channel di-
mension. Then, we define shape column activation
q(l) ∈ {0, 1}Cl×Kl×Kl to indicate which shape columns
in the l-th convolution layer remain in the pruned net-
work. Figure 4 shows the illustration of each variables.

Note that this definition induces constraints on the
channel activation variables. In detail, the j-th out-
put channel activation in l-th layer is set if and only
if at least one shape column activation in the j-th
output channel is set. Concretely, the new formula-
tion should include the constraints r

(l)
j ≤

∑
a,b q

(l)
j,a,b

and q
(l)
j,a,b ≤ r

(l)
j ∀a, b. Our optimization problem with

these shape column activation variables are introduced
in Supplementary material A.

We can also formulate this optimization problem as a
discrete nonconvex QCQP. The details on the standard
QCQP form are provided in Supplementary material B.
Furthermore, we show that the constraints in our op-
timization problems provably eliminate any unpruned
inactive weights and accurately model the resource
usage as well as the objective of the pruned network.
The proof of this statement is given in Supplementary
material C.

3.4 Handling nonsequential connections
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[X, 1, 1, 0], where X can be both 0 or 1.

Figure 5: Comparison of the two channel pruning con-
straints on a network with nonsequential connection
(skip addition). Note that our method does not require
v(s) = u(t), and also has more flexibility with regard to
v(t). Concretely, in this example, our method allows
both v(t) = [0, 1, 1, 0] and v(t) = [1, 1, 1, 0].

Nonsequential connections, such as skip additions (He
et al., 2016; Sandler et al., 2018; Tan and Le, 2019) or
skip concatenations (Huang et al., 2017), are an essen-
tial part of modern neural networks. However, previous
pruning works focus on dealing with only sequential con-
nections and often resort to simple heuristics (Liu et al.,
2017; He et al., 2018a, 2019; Molchanov et al., 2017,
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2019). In this subsection, we show that our method can
be naturally generalized to handle nonsequential con-
nections, providing a much larger optimization search
space compared to the previous works. As an example,
we compare our method with the heuristic adopted by
GBN (You et al., 2019) in Appendix A.

Before going into the details, we first define some
new notations in Table 2, as an output feature map
does not directly correspond to the subsequent layer’s
input feature map when nonsequential connections
exist. First, we denote the input feature map and
output feature map of the t-th convolution layer as
V (t−1) ∈ RCt−1×Ht−1×Wt−1 and U (t) ∈ RCt×Ht×Wt , re-
spectively. Then, we define input channel activa-
tion v(t−1) ∈ {0, 1}Ct−1 and output channel activation
u(t) ∈ {0, 1}Ct to indicate the remaining output chan-
nels of the V (t−1) and U (t) after pruning.

Table 2: Notation change of feature map and chan-
nel activation from sequential CNNs to nonsequential
CNNs.

CNN type Sequential Nonsequential

input output

Feature map X(l) V (l) U (l)

Channel activation r(l) v(l) u(l)

Assume layer s and t are nonsequentially connected
via skip addition, as illustrated in Appendix A. Since
v(s) and u(t) both affect v(t), we need a protocol to
resolve v(t) when v(s) and u(t) are set differently. To
handle this problem, GBN simply imposes the con-
straint v(s) = u(t) = v(t) to avoid any conflicts be-
tween the output channel activations. On the other
hand, our method allows v(s) and v(t) to differ, and
resolve the conflicts algorithmically according to the
status of each activation masks. As a result, our
method is able to adopt a more flexible constraint:
u(t) ⪯ v(t) ⪯ u(t) + v(s). More details of this procedure
and the resulting optimization form are provided in
Supplementary material A. When v(s), u(t), and v(t) are
of dimension n, the number of possible (v(s), u(t), v(t))
combinations without any constraints is 8n. The con-
straint of GBN reduces this number to 2n, while our
constraint reduces the number to only 5n. This shows
our method provides a much larger optimization search
space compared to the previous method.

We generalize Equation (3) to other types of nonsequen-
tial connections such as skip concatenations or skip
additions with different dimensions in Supplementary
material A. Note that the constraints in the general-
ized Equation (3) also eliminate any unpruned inactive
weights in nonsequential networks with skip additions.

The proof of this statement is also given in Supplemen-
tary material C.

3.5 Objective optimization

Equation (3) and generalized optimization problems
of Equation (3) fall into the category of binary Mixed
Integer Quadratic Constraint Quadratic Programming
(MIQCQP). We solve these discrete QCQP problems
with the CPLEX library (INC, 1993), which provides
MIQCQP solvers based on the branch and cut tech-
nique. However, the branch and cut algorithm can lead
to exponential search time (Mitchell, 2002) on large
problems. Therefore, we provide a practical alternative
utilizing a block coordinate descent style optimization,
described in Supplementary material E.

4 Related works

Importance of channels Most of the channel prun-
ing methods prune away the least important channels
with a simple greedy approach, and the evaluation
method for the importance of channels has been the
main research problem (Molchanov et al., 2017, 2019;
Liu et al., 2019). Channel pruning is divided into two
major branches according to the method of evaluating
the importance of channels: the trainable-importance
method, which constantly evaluates the importance of
channels while training the whole network from scratch,
and the fixed-importance method, which directly evalu-
ates the importance of channels on the pretrained net-
work. Trainable-importance channel pruning methods
include regularizer-based methods with group sparsity
regularizers (Wen et al., 2016; Alvarez and Salzmann,
2016; Yang et al., 2019; Liu et al., 2017; Louizos et al.,
2018; Gordon et al., 2018) and data-driven channel
pruning methods (Kang and Han, 2020; You et al.,
2019). Fixed-importance channel pruning methods
first prune away most of the weights and then finetune
the significantly smaller pruned network (Molchanov
et al., 2017, 2019; Hu et al., 2016; He et al., 2018a;
Li et al., 2017; He et al., 2019; Luo et al., 2017; Peng
et al., 2019). As a result, fixed-importance methods
are much more efficient than the trainable-importance
methods in terms of computational cost and memory
usage as trainable-importance methods require train-
ing the whole unpruned network. Our framework is
on the line of fixed-importance channel pruning works.
For example, when pruning a ResNet for CIFAR-10
dataset, Liu et al. (2017) trains the entire network
with a sparsity regularizer for 160 epochs, prunes the
trained network, and then finetunes it for another 160
epochs. Meanwhile, our method only requires pruning
the pretrained network and finetuning the the pruned
network for 200 epochs.
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Quadratic coupling CCP (Peng et al., 2019) for-
mulates a QP (quadratic formulation) to consider the
quadratic coupling between channels in the same layer
under predefined layer-wise constraints on the max-
imum number of channels. On the other hand, our
formulation considers the quadratic coupling between
channels in the neighboring layers under the target
resource constraints.

Spatial pruning Spatial pruning methods aim to
prune convolution filters along the channel dimension
for inference efficiency. Spatial pruning methods man-
ually define the spatial patterns of filters (Lebedev
and Lempitsky, 2016; Anwar et al., 2017) or optimize
spatial patterns of filters with group sparse regulariz-
ers (Wen et al., 2016; Lebedev and Lempitsky, 2016).
Among these works, Lebedev and Lempitsky (2016)
empirically demonstrates that enforcing sparse spatial
patterns in 2-D filters along the input channel leads
to great speed-up during inference time using group
sparse convolution operations (Chellapilla et al., 2006).
Our proposed method enforces the spatial patterns in
2-D filters as in Lebedev and Lempitsky (2016) for
speed-up in inference.

Inference time constraint Even though inference
time is a metric that many machine learning practi-
tioners are interested in, previous pruning methods
resort to a well-known but inaccurate proxy, FLOPs,
due to the difficulty of measuring and modeling the
inference time. NetAdapt and AMC (Yang et al., 2018;
He et al., 2018b) directly measure the inference time
of proposed networks by deploying each of them on
the edge device. However, this approach incurs a high
cost since we have to place, run, and remove every
candidate network. On the other hand, we propose a
quadratic model to estimate the inference time of the
whole pruned network without direct deployment.

5 Experiments

We compare the classification accuracy of the pruned
network against several pruning baselines on CIFAR-
10 and ImageNet datasets using DenseNet-40 (Huang
et al., 2017), VGG-16 (Simonyan and Zisserman, 2015),
EfficientNet (Tan and Le, 2019), and various versions
of ResNet (He et al., 2016). Note that most pruning
baselines apply an iterative pruning procedure, which
repeatedly alternates between network pruning and
finetuning until the target resource constraints are sat-
isfied (Han et al., 2015; He et al., 2018a; Liu et al.,
2017; Yang et al., 2018). In contrast, our methods
explicitly combine the target resource constraint to the
optimization framework and only need one round of
pruning and finetuning.

5.1 Experimental details

We follow the ‘smaller-norm-less-important’ criterion
(Ye et al., 2018; Liu et al., 2017), which evaluates the
importance of weights with the absolute value of the
weight (Han et al., 2015; Guo et al., 2016). We assume
FLOPs reduction are linearly proportional to the spar-
sity in shape column activations, as empirically shown
in Lebedev and Lempitsky (2016). In the experiment
tables, FLOPs of the pruned network are computed
according to the resource specifications in Equation (3).
The ‘IC’ column indicates whether each method is a
trainable-importance method (T) or a fixed-importance
method (F). ‘ours-c’ and ‘ours-cs’ each refers to our
method with only channel pruning and with both the
channel and spatial pruning, respectively. The experi-
ment results on network size constraints are provided
in Supplementary material F.

Table 3: Pruned accuracy and accuracy drop from the
baseline network at given FLOPs on various network
architectures (ResNet-20,32,56 and DenseNet-40) at
CIFAR-10. Asterisk (*) indicates that the method does
not use finetuning.

Method IC Baseline acc Pruned acc↑ Acc drop↓ FLOPs(%)↓
Network: ResNet-20

SFP (He et al., 2018a) F 92.20 (0.18) 90.83 (0.31) 1.37 57.8
FPGM (He et al., 2019) F 92.21 (0.18) 91.72 (0.20) 0.49 57.8
ours-c F 92.21 (0.18) 91.74 (0.20) 0.47 58.3
ours-cs F 92.21 (0.18) 92.26 (0.10) -0.05 57.8

Network: ResNet-32

SFP (He et al., 2018a) F 92.63 (0.70) 92.08 (0.08) 0.55 58.5
FPGM (He et al., 2019) F 92.88 (0.86) 92.51 (0.90) 0.37 58.5
ours-c F 92.88 (0.86) 92.52 (0.46) 0.36 57.2
ours-cs F 92.88 (0.86) 92.80 (0.61) 0.08 57.9

Network: ResNet-56

SFP (He et al., 2018a) F 93.59 (0.58) 92.26 (0.31) 1.33 47.5
FPGM (He et al., 2019) F 93.59 (0.58) 93.49 (0.13) 0.10 47.5
CCP (Peng et al., 2019) F 93.50 93.42 0.08 47.4
SCP (Kang and Han, 2020) T* 93.69 93.23 0.46 48.5
ours-c F 93.59 (0.58) 93.36 (0.68) 0.23 47.4
ours-cs F 93.59 (0.58) 93.59 (0.36) 0.00 47.4

Network: DenseNet-40

SCP (Kang and Han, 2020) T* 94.39 93.77 0.62 29.2
ours-c F 95.01 93.80 1.21 29.2
ours-cs F 95.01 94.25 0.76 29.2

slimming (Liu et al., 2017) T 93.89 94.35 -0.46 45.0
ours-c F 95.01 94.38 0.63 45.0
ours-cs F 95.01 94.85 0.16 45.0

slimming (Liu et al., 2017) T 93.89 94.81 -0.92 71.6
ours-c F 95.01 94.82 0.19 71.0
ours-cs F 95.01 95.02 -0.01 71.0

5.2 CIFAR-10

CIFAR-10 dataset has 10 different classes with 5k train-
ing images and 1k test images per each class Krizhevsky
et al. (2009). In CIFAR-10 experiments, we evaluate
our methods on four network architectures: ResNet-20,
32, 56, and DenseNet-40. Implementation details of
our experiments are listed in Supplementary material
F. We show the experiment results of pruning under
FLOPs constraints in Table 3.
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We find that ‘ours-c’ shows comparable results against
FPGM, which is the previous state of the art method,
on ResNet-20, 32, and 56. Moreover, ‘ours-cs’ signif-
icantly outperforms both ‘ours-c’ and FPGM on the
same architectures, showing a state of the art perfor-
mance. Also, ‘ours-c’ shows comparable results against
slimming (Liu et al., 2017) and SCP (Kang and Han,
2020), which are trainable-importance methods, while
‘ours-cs’ outperforms the baselines by a large margin on
DenseNet-40. These results show simultaneous channel
and spatial pruning produces more computationally
efficient networks with better performance compared
to other channel pruning methods on CIFAR-10.

Table 4: Top1,5 pruned accuracy and accuracy drop
from the baseline network at given FLOPs on various
network architectures (ResNet-18, 50, VGG-16, and
EfficientNet-B0) at ImageNet. † denotes the methods
which report their results to the first decimal place.

Method IC Top1 Pruned Acc↑ Top1 Acc drop↓ FLOPs(%)↓
Network: ResNet-18

SFP (He et al., 2018a) F 67.10 3.18 58.2
FPGM (He et al., 2019) F 68.41 1.87 58.2
ours-c F 67.48 2.28 60.9
ours-cs F 69.59 0.17 58.2

Network: ResNet-50

SFP (He et al., 2018a) F 74.61 1.54 58.3
FPGM (He et al., 2019) F 75.50 0.65 57.8
ours-c F 75.78 0.37 57.8
ours-cs F 75.93 0.22 57.8

GBN (You et al., 2019) T 76.19 -0.31 59.5
ours-c F 75.89 0.26 61.5
ours-cs F 76.00 0.15 59.0

Network: EfficientNet-B0

uniform MP F 75.06 2.57 76.4
ours-c F 75.71 1.92 76.4

uniform MP F 69.08 8.55 53.8
ours-c F 73.27 4.36 53.7

Method IC Top5 Pruned Acc↑ Top5 Acc drop↓ FLOPs(%)↓
Network: VGG-16

Molchanov et al. (2017)† F 84.5 5.9 51.7
ours-c F 87.20 3.18 51.7
ours-cs F 87.36 3.02 51.7

5.3 ImageNet

ILSVRC-2012 (Russakovsky et al., 2015) is a large-
scale dataset with 1000 classes that comes with 1.28M
training images and 50k validation images. We con-
duct our methods under the fixed FLOPs constraint on
ResNet-18, 50, EfficientNet-B0, and VGG-16. For more
implementation details of the ImageNet experiments,
refer to Supplementary material F. We show ImageNet
experiment results in Table 4. In ResNet-50, ‘ours-c’
and ‘ours-cs’ achieve results comparable to GBN, a
trainable-importance channel pruning method which is
the previous state of the art, even though our method is
a fixed-importance channel pruning method. In partic-
ular, top1 pruned accuracy in ‘ours-cs’ exceeds SFP by

1.32% using a similar number of FLOPs. Both ‘ours-cs’
and ‘ours-c’ clearly outperform FPGM in ResNet-50.
In EfficientNet-B0, we compare ‘ours-c’ with ‘uniform
MP’, where ‘uniform MP’ denotes a magnitude-based
channel pruning method which greedily prunes filters
with small weight norms uniformly among layers. ‘ours-
c’ again outperforms ‘uniform MP’ in various FLOPs
constraints. Also, ‘ours-c’ and ‘ours-cs’ show signif-
icantly better performance compared to Molchanov
et al. (2017) on VGG-16. More experiments on FLOPs
constraints with MobileNetV2 and image segmentation
tasks are provided in Supplementary F.

Table 5: Top1 pruned accuracy and accuracy drop
from the baseline network at given inference time on
ResNet-50 architecture at ImageNet.

Method IC Top1 Pruned Acc↑ Top1 Acc drop↓ Inference time (ms)↓
FPGM F 75.50 0.65 1.68 (1.51×)
ours-c F 75.83 0.32 1.66 (1.52×)

Table 5 shows the pruning result under inference time
constraints. We observe that ‘ours-c’ outperforms
FPGM on ResNet-50 in both top1 pruned accuracy
and the inference time, reducing the accuracy drop
to half compared to FPGM. Estimating the inference
time of the pruned network using the quadratic model,
our method successfully finds a network with faster
inference than the baseline without direct deployment.

6 Conclusion

We propose an optimal channel selection method with a
discrete QCQP based optimization framework. Greedy
channel selection methods ignore the inherent quadratic
coupling between channels in the neighboring layers
and fail to eliminate inactive weights during pruning.
To this end, our selection method models the quadratic
coupling explicitly and prevents any inactive weights
during the pruning procedure. Our selection method
allows exact modeling of the user-specified resource
constraints in terms of FLOPS, memory usage, and
network size, which enables the direct optimization of
the true objective on the pruned network. In addition,
we propose a new quadratic model that accurately esti-
mates the inference time of a pruned network without
direct deployment, which allows us to adopt inference
time as a resource constraint option. We also extend our
method to also select individual 2D convolution filters
simultaneously and handle nonsequential operations
in modern neural networks more flexibly. Extensive
experiments show our proposed method significantly
outperforms other fixed-importance channel pruning
methods, finding smaller and faster networks with the
least drop in accuracy.
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Supplementary Material

A QCQP formulation on Nonsequential connections

We first formulate the optimization problem for channel and spatial pruning in Section 3.3. Then, we generalize
the optimization problem to cover nonsequential connections.

To recap, the original formulation of our optimization problem is as follows:

maximize
r(0:L)

L∑
l=1

〈
I(l), A(l)

〉
(3)

subject to

L∑
l=0

al

∥∥∥r(l)∥∥∥
1
+

L∑
l=1

bl

∥∥∥A(l)
∥∥∥
1
≤ M

A(l) = r(l−1)r(l)
⊺
⊗ JKl

∀l ∈ [L].

Concretely, we handle two prevalent types of nonsequential connections: skip addition (He et al., 2016; Sandler
et al., 2018; Tan and Le, 2019) and skip concatenation (Huang et al., 2017).

A.1 Joint channel and spatial pruning

We first recap the definition of shape column activation. The shape column activations q(l) ∈ {0, 1}Cl×Kl×Kl

indicate which shape columns in the l-th convolution layer remain in the pruned network. Then, the new
formulation include the constraints r

(l)
j ≤

∑
a,b q

(l)
j,a,b and q

(l)
j,a,b ≤ r

(l)
j ∀a, b.

We aim to maximize the sum of the importance of active weights after pruning under the given resource constraints.
Then, our optimization problem for joint channel and spatial pruning becomes

maximize
r(0:L),q(1:L)

L∑
l=1

〈
I(l), A(l)

〉
(4)

subject to

L∑
l=0

al

∥∥∥r(l)∥∥∥
1
+

L∑
l=1

bl

∥∥∥A(l)
∥∥∥
1
≤ M

r
(l)
j ≤

∑
a,b

q
(l)
j,a,b q

(l)
j,a,b ≤ r

(l)
j ∀l, j, a, b

A(l) = r(l−1) ⊗ q(l) ∀l
r(l) ∈ {0, 1}Cl q(l) ∈ {0, 1}Cl×Kl×Kl ∀l ∈ [L].
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A.2 Skip addition

We first introduce two notations, output channel activation u(t) ∈ {0, 1}Ct and input channel activation v(t) ∈
{0, 1}Ct , along with the corresponding new constraints, in Table 6. As described in Section 3.4, the definition
of u(t) induces new constraints between the shape column activations

(
= q(t)

)
and output channel activations(

= u(t)
)
. Concretely, the constraints are given as u

(t)
j ≤

∑
a,b q

(t)
j,a,b and q

(t)
j,a,b ≤ u

(t)
j ∀a, b.

We now discuss the constraints between the input and output channel activation variables under four possible
scenarios depending on the architectural implementations of skip additions. Here, we denote the set of layer index
pairs {(s, t)} which have skip additions as P. Concretely, (s, t) ∈ P if and only if the input feature map of the
s+1-th convolution layer is added to the output feature map of the t-th layer, forming the input feature map of
the t+1-th layer. Also, let T = {t | (s, t) ∈ P}. For a layer t, we formulate the channel activation constraints for
each possible connection scenarios separately:

(i) If there is no skip addition incoming to the t-th layer (t /∈ T ), then we force u(t) = v(t).

(ii) For a skip addition pair (s, t) ∈ P with matching channel dimensions (Cs=Ct), the input feature map of
the s+1-th convolution layer is directly added to the output feature map from the t-th layer as illustrated in
Figure 6a. In this case, we can formulate the constraints as u(t) ⪯ v(t) ⪯ u(t) + v(s).

(iii) For a skip addition pair (s, t) ∈ P with mismatching channel dimensions (Cs<Ct), the skip addition can
utilize zero padding (iii− a) or 1× 1 convolutions (iii− b) to resolve the mismatch (He et al., 2016). We define
the augmented feature map Ṽ (s) after the zero padding or 1× convolution and corresponding augmented channel
activation ṽ(s) ∈ {0, 1}Ct . Then, we formulate the constraints for both cases as below. Not that similar with the
constraint in (ii), the constraints for both cases are formulated as u(t) ⪯ v(t) ⪯ u(t) + ṽ(s).

(iii − a) A (Ct−Cs)-dimensional zero-valued feature map is padded to the end of the s+1-th convolution
layer’s input feature map. We define ṽ(s) =

[
v(s), 0Ct−Cs

]
, as illustrated in Figure 6b. Therefore, for all j ≤ Cs,

u
(t)
j ≤ v

(t)
j ≤ u

(t)
j + v

(s)
j and for all j > Cs, u

(t)
j ≤ v

(t)
j ≤ u

(t)
j + 0.

(iii − b) 1 × 1 convolution is applied to the s+1-th layer’s input feature map to match the larger channel
dimension (= Ct). Since the number of FLOPs and weights in a 1× 1 convolution is negligible compared to the
total number of FLOPs and weights, we assume all of the output channels of a 1× 1 convolution are activated
and define ṽ(s) = 1Ct

as illustrated in Figure 6c. Therefore, u(t) ⪯ v(t) ⪯ u(t) + 1Ct
.

Table 6: Notation and constraints change of feature map and channel activation from sequential CNNs to
nonsequential CNNs with skip addition.

CNN type Sequential Nonsequential

input output

Notation

Feature map X(l) V (l) U (l)

Channel activation r(l) v(l) u(l)

Constraint

Binary pruning mask A(l) = r(l−1) ⊗ q(l) A(l) = v(l−1) ⊗ q(l)

Shape column activation r
(l)
j ≤

∑
a,b q

(l)
j,a,b u

(l)
j ≤

∑
a,b q

(l)
j,a,b

q
(l)
j,a,b ≤ r

(l)
j q

(l)
j,a,b ≤ u

(l)
j
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(a) v(s)=[1, 0, 1, 0], u(t) = [0, 1, 1, 0], v(t) = [X, 1, 1, 0].
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(b) v(s)=[1, 0], ṽ(s)=[1, 0, 0, 0], u(t) = [0, 1, 1, 0], v(t) = [X, 1, 1, 0].
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(c) v(s)=[1, 0], ṽ(s)=[1, 1, 1, 1], u(t) = [0, 1, 1, 0], v(t) = [X, 1, 1, X].

Figure 6: Illustration of the skip addition procedure for each skip addition scenarios. X can be both 0 or 1.

We now summarize the constraints for the four cases discussed above to Equation (5).

(i) v(t) = u(t) ∀t /∈ T

(ii) u(t) ⪯ v(t) ⪯ u(t) + v(s) ∀(s, t) ∈ P and Ct = Cs

(iii) ∀(s, t) ∈ P and Ct > Cs,

(iii− a) u
(t)
j ≤ v

(t)
j ≤ u

(t)
j + v

(s)
j ∀j ≤ Cs

and v
(t)
j = u

(t)
j ∀j > Cs

(iii− b) u(t) ⪯ v(t). (5)

In Supplementary material C, we prove that the constraints of Equation (5) prevent inactive weights from
remaining in the pruned network with skip additions.
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We now formulate the network channel and spatial pruning optimization problem that handles nonsequential
connections using the input channel, output channel, and shape column activation variables:

maximize
u(0:L),v(0:L),q(1:L)

L∑
t=1

〈
I(t), A(t)

〉
(6)

subject to

L∑
t=0

at

∥∥∥u(t)
∥∥∥
1
+
∑
t∈T

at

∥∥∥v(t)∥∥∥
1
+

L∑
t=1

bt

∥∥∥A(t)
∥∥∥
1
≤ M (i) v(t) = u(t) ∀t /∈ T

u
(t)
j ≤

∑
a,b

q
(t)
j,a,b and q

(t)
j,a,b ≤ u

(t)
j ∀t, j, a, b (ii) u(t) ⪯ v(t) ⪯ u(t) + v(s) ∀(s, t) ∈ P and Ct = Cs

A(t) = v(t−1) ⊗ q(t) ∀t (iii) ∀(s, t) ∈ P and Ct > Cs,

u(t), v(t) ∈ {0, 1}Ct and q(t) ∈ {0, 1}Ct×Kt×Kt ∀t ∈ [L] (iii− a) u
(t)
j ≤ v

(t)
j ≤ u

(t)
j + v

(s)
j ∀j ≤ Cs

v
(t)
j = u

(t)
j ∀j > Cs

(iii− b) u(t) ⪯ v(t).

Concretely, Equation (6) reduces to the optimization problem for sequential convolution networks when u(t)=v(t),
q
(t)
j,a,b=u

(t)
j , and P=∅ ∀t, j, a, b.

A.3 Skip concatenation

Skip concatenation, which is a crucial feature of the well-known DenseNet (Huang et al., 2017), requires different
techniques from skip addition. Concretely, the skip concatenation of a layer pair (p, q) means the p-th layer’s
feature map is concatenated with the q-th layer’s feature map before the q+1-th convolution. To handle the
possible skip concatenations, we utilize the fact that when (p, q) is the skip concatenation pair, q+1-th convolution
operation on the q-th layer can be thought as separate convolution operations on the p-th layer and the q-th layer,
respectively. In this regard, we first assume there are convolution operations between every pair of layers. Then,
we define W (p,q) ∈ RCp×Cq×Kp,q×Kp,q as the convolution weights between p-th layer and q-th layer where p<q.
If there is no skip concatenation from p-th layer to q−1-th layer, we regard there is no convolution operation
between p-th layer and q-th layer and set W (p,q) = 0Kp,q,Kp,q

. Also, we introduce the corresponding shape column
activation variables, q(p,q) ∈ {0, 1}Cq×Kp,q×Kp,q , for the convolution operation from p-th layer to q-th layer. Then,
we extend the optimization problem for skip concatenation as

maximize
r(0:L),q(1:L,1:L)

L∑
p=1

L∑
q=1

〈
I(p,q), A(p,q)

〉
(7)

subject to

L∑
p=0

ap

∥∥∥r(p)∥∥∥
1
+

L∑
p=1

L∑
q=1

bp,q

∥∥∥A(p,q)
∥∥∥
1
≤ M

r
(q)
j ≤

∑
a,b

q
(p,q)
j,a,b and q

(p,q)
j,a,b ≤ r

(q)
j ∀p, q, j, a, b

A(p,q) = r(p) ⊗ q(p,q) ∀p, q

r(p) ∈ {0, 1}Cp , q(p,q) ∈ {0, 1}Cq×Kp,q×Kp,q ∀p, q ∈ [L].

B Standard QCQP form

Proposition 3. Equation (3) is a QCQP problem.

Proof. We define the importance of 2-D filter, which is the sum of the importance of weights in the filter as F (l) ∈
RCl−1×Cl

+ ∀l. Concretely, F (l)
i,j =

∑
a,b I

(l)
i,j,a,b ∀i, j. We wish to express the objective function and constraints in
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Equation (3) with respect to r(0:L). Note that
∥∥A(l)

∥∥
1
= K2

l

∥∥r(l−1)∥∥
1

∥∥r(l)∥∥
1

and
〈
I(l), A(l)

〉
= r(l−1)

⊺
F (l)r(l). To

express Equation (3) in a standard QCQP form, we denote
[
r(0), r(1), . . . , r(L)

]
as r ∈ {0, 1}N where N =

∑L
l=0 Cl.

Standard QCQP form of Equation (3) is

maximize
r∈{0,1}N

1

2
r⊺P0r

subject to

1

2
r⊺P1r+ q⊺1r ≤ M,

where

P0 =



0 F (1) 0 · · · 0 0

F (1)⊺ 0 F (2) · · · 0 0

0 F (2)⊺ 0 · · · 0 0

...
...

...
. . .

...
...

0 0 0 · · · 0 F (L)

0 0 0 · · · F (L)⊺ 0


,

P1 =



0 Q1 0 · · · 0 0

Q1 0 Q2 · · · 0 0

0 Q2 0 · · · 0 0

...
...

...
. . .

...
...

0 0 0 · · · 0 QL

0 0 0 · · · QL 0



5 , and q1 = [a0, . . . , a0︸ ︷︷ ︸
C0

, a1, . . . , a1︸ ︷︷ ︸
C1

, · · · , aL, . . . , aL︸ ︷︷ ︸
CL

].

Proposition 4. Equation (4) is a QCQP problem.

Proof. To prove Equation (4) is a QCQP problem, we show that objective function
∑L

l=1

〈
I(l), A(l)

〉
, and the

constraint
∑L

l=0 al
∥∥r(l)∥∥

1
+
∑L

l=1 bl
∥∥A(l)

∥∥
1
, are sum of quadratic and linear terms of r(0:L) and q(1:L). Note that

〈
I(l), A(l)

〉
=

Cl−1∑
i=1

Cl∑
j=1

Kl∑
a=1

Kl∑
b=1

I
(l)
i,j,a,br

(l−1)
i q

(l)
j,a,b

∥∥∥r(l)∥∥∥
1
=

Cl∑
i=1

r
(l)
i

∥∥∥A(l)
∥∥∥
1
=

Cl−1∑
i=1

Cl∑
j=1

Kl∑
a=1

Kl∑
b=1

r
(l−1)
i q

(l)
j,a,b.

Clearly, the objective function and all the constraints in Equation (4) can be expressed as the sum of quadratic
and linear terms of r(0:L) and q(1:L). Therefore, Equation (4) is a QCQP problem with discrete variables, r(0:L)

and q(1:L).

Proposition 5. Equation (6) is a QCQP problem.

Proof. To prove Equation (6) is a QCQP problem, we show that
∑L

t=1

〈
I(t), A(t)

〉
and

∑L
t=0 at

∥∥u(t)
∥∥
1
+

5Ql = blK
2
l JCl , ∀l ∈ [L]
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∑
t∈T at

∥∥v(t)∥∥
1
+
∑L

t=1 bt
∥∥A(t)

∥∥
1

are sum of quadratic and linear terms of u(0:L), v(0:L) and q(1:L). Note that

〈
I(t), A(t)

〉
=

Ct−1∑
i=1

Ct∑
j=1

Kt∑
a=1

Kt∑
b=1

I
(t)
i,j,a,bv

(t−1)
i q

(t)
j,a,b

∥∥∥u(t)
∥∥∥
1
=

Ct∑
i=1

u
(t)
i

∥∥∥v(t)∥∥∥
1
=

Ct∑
i=1

v
(t)
i

∥∥∥A(t)
∥∥∥
1
=

Ct−1∑
i=1

Ct∑
j=1

Kt∑
a=1

Kt∑
b=1

v
(t−1)
i q

(t)
j,a,b.

Clearly, the objective function and all the constraints in Equation (6) can expressed by the sum of quadratic
and linear terms of u(0:L), v(0:L) and q(1:L). Therefore, Equation (6) is a QCQP problem with discrete variables,
u(0:L), v(0:L), and q(1:L).

C Pruning consistency

Pruning operation that removes weights through output channel direction leads to inactive weights during the
pruning procedure and prevent the exact modeling of the hard resource constraints (FLOPs and network size).
In previous channel pruning methods based on the greedy approach, the pruned network requires post-pruning
procedures to eliminate the remaining inactive weights. However, our formulation guarantees the exclusion of
inactive weights from the pruned network.

C.1 Preliminary

We assume each pruning methods outputs a pruning mask A(t) ∈ {0, 1}Ct−1×Ct×Kl×Kl . Then, we denote the
pruned weights as Ŵ (t) = W (t) ⊙A(t). In the pruned network with pruned weights Ŵ (1:L), we denote the input
feature map of the t+1-th convolution as V (t) ∈ RCt×Ht×Wt . Also, we denote the output feature map of the
t-th convolution as U (t) ∈ RCt×Ht×Wt . To avoid notation clutter, we ignore batch normalization and nonlinear
activation function in this section. Then, U (t) = g(t)(V (t−1); Ŵ (t)), where g(t) : RCt−1×Ht−1×Wt−1 → RCt×Ht×Wt ,
represents the convolution operation. In particular,

U
(t)
j =

Ct−1∑
i=1

g
(t)
i,j

(
V

(t−1)
i ; Ŵ

(t)
i,j

)
, (8)

where g
(t)
i,j : RHt−1×Wt−1 → RHt×Wt is a 2-D convolution operation with Ŵ

(t)
i,j . Also, for ResNet, we formulate the

relationship between the output feature map of a layer and the input feature map of the subsequent layer as

(i) V (t) = U (t) ∀t /∈ T (9)

(ii) V (t) = U (t) + V (s) ∀(s, t) ∈ P and Ct = Cs

(iii) ∀(s, t) ∈ P and Ct > Cs,

(iii− a) V
(t)
j = U

(t)
j + V

(s)
j ∀j ≤ Cs and

V
(t)
j = U

(t)
j ∀j > Cs

(iii− b) V (t) = U (t) + Ṽ (s) where

Ṽ (s) is V (s) after 1× 1 convolution.

C.2 Inactive weights

Before we specify inactive weights, we first define two important terms (trivially zero and meaningless). A feature
map is trivially zero if the feature map is zero for any input, V (0). A feature map is meaningless if the values in
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the feature map do not have any effect on the final layer output feature map, U (L). Concretely, we state the
definitions of trivially zero and meaningless in a cascading fashion.

Trivially zero We define trivially zero in the ascending order of t. Concretely, we define trivially zero in the
following order V (0) → U (1) → V (1) → U (2) → · · · → V (L−1) → U (L).

1. V
(0)
j in the input feature map is not trivially zero for all j.

2. U
(t)
j is trivially zero if and only if A(t)

i,j = 0Kt,Kt or V (t−1)
i is trivially zero for all i ∈ [Ct−1] due to Equation (8).

3. In case of V (t)
j , we divide the cases according to Equation (9).

(i) V
(t)
j is trivially zero if and only if U (t)

j is trivially zero.
(ii) V

(t)
j is trivially zero if and only if U (t)

j is trivially zero and V
(s)
j is trivially zero.

(iii− a) If j ≤ Cs, the condition is the same with (ii). Otherwise, the condition is the same with (i).
(iii− b) We suppose the output feature map of the 1× 1 convolution, Ṽ (s)

j , is not trivially zero. Therefore,
V

(t)
j is not trivially zero.

Meaningless We define meaningless in descending order of t. Concretely, we define meaningless in the following
order U (L) → V (L−1) → U (L−1) → V (L−2) → · · · → U (1) → V (0).

1. U
(L)
j in the final feature map is not meaningless for all j.

2. V
(t)
i is meaningless if A(t+1)

i,j = 0Kt+1,Kt+1 or U
(t+1)
j is meaningless for all j ∈ [Ct+1] due to Equation (8).

3. U
(t)
i is meaningless if and only if V (t)

i is meaningless.

We now move on define active weight and inactive weight in Definition 1 with trivially zero and meaningless.

Definition 1 (Active weight, inactive weight). A weight W (t)
i,j,a,b is an inactive weight if 1) the weight is pruned

(A(t)
i,j,a,b = 0) or 2) the corresponding input channel feature map (V (t−1)

i ) is trivially zero or 3) the corresponding

output channel feature map (U (t)
j ) is meaningless. Conversely, a weight W (t)

i,j,a,b is an active weight if 1) the

weight is not pruned (A(t)
i,j,a,b = 1) and 2) the corresponding input channel feature map (V (t−1)

i ) is not trivially

zero and 3) the corresponding output channel feature map (U (t)
j ) is not meaningless.

Note that only active weights should account for computation of the resource usage and the sum of the importance
of weights. In this next subsection, we show that the inactive weights are provably excluded from the network
pruned with our formulation.

C.3 Pruning consistency in our formulation

In our method, discrete variables u(0:L), v(0:L), and q(1:L) satisfy the constraints in Equation (10). We assume at
least one of channel activation is set for each layer. Concretely,

∥∥u(t)
∥∥
1
≥ 1 and

∥∥v(t)∥∥
1
≥ 1 ∀t.
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∥∥∥u(t)
∥∥∥
1
≥ 1 and

∥∥∥v(t)∥∥∥
1
≥ 1 ∀t (10a)

u
(t)
j ≤

∑
a,b

q
(t)
j,a,b and q

(t)
j,a,b ≤ u

(t)
j ∀t, j, a, b (10b)

(i) v(t) = u(t) ∀t /∈ T

(ii) u(t) ⪯ v(t) ⪯ u(t) + v(s) ∀(s, t) ∈ P and Ct = Cs (10c)
(iii) ∀(s, t) ∈ P and Ct > Cs,

(iii− a) u
(t)
j ≤ v

(t)
j ≤ u

(t)
j + v

(s)
j ∀j ≤ Cs and

v
(t)
j = u

(t)
j ∀j > Cs

(iii− b) u(t) ⪯ v(t)

Lemma 1. For l ∈ [L], if v(l−1)j = 1, then V
(l−1)
j is not trivially zero.

Proof. We prove by mathematical induction with respect to l.

1. When l = 1, the statement is true since input data is not trivially zero.

2. Suppose the statement is true for l = 1, . . . , t.

3. For j such that v
(t)
j = 1, we can think of three possible cases according to Equation (10c)

(i) If t /∈ T , u
(t)
j = v

(t)
j = 1. First, ∃i, v

(t−1)
i = 1 since ∥v(t−1)∥1 ≥ 1 from Equation (10a). By

the induction hypothesis, V
(t−1)
i is not trivially zero. On the other hand, ∃a, b q

(t)
j,a,b = 1 since

u
(t)
j ≤

∑
a,b q

(t)
j,a,b from Equation (10b). Then, A(t)

i,j,a,b = v
(t−1)
i q

(t)
j,a,b = 1. By the second condition of trivially

zero (2), U
(t)
j is not trivially zero since V

(t−1)
i is not trivially zero and A

(t)
i,j,a,b = 1. Also, by the third

definition of trivially zero (3− (i)), V (t)
j is not trivially zero since U

(t)
i is not trivially zero.

(ii) If ∀(s, t) ∈ P and Ct = Cs, u
(t)
j + v

(s)
j ≥ v

(t)
j = 1. Then, u(t)

j = 1 or v
(s)
j = 1. If u(t)

j = 1, U
(t)
j is not

trivially zero as in (i). If v(s)j = 1, V
(s)
j is not trivially zero by the induction hypothesis. By the definition

of trivially zero (3− (ii)), V (t)
j is not trivially zero since V

(s)
j or U

(t)
j is not trivially zero.

(iii) ∀(s, t) ∈ P and Ct > Cs,
(iii− a) If j ≤ Cs, the proof is the same with (ii). Otherwise, the proof is the same with (i).
(iii− b) By the definition of trivially zero (3− (iii− b)), V (t)

j is not trivially zero. In every possible cases,
V

(t)
j is not trivially zero and the statement is true for l = t+1.

By mathematical induction, for l ∈ [L], if v(l−1)j = 1, then V
(l−1)
j is not trivially zero.

Lemma 2. For l ∈ [L], if u(l)
i = 1, then U

(l)
i is not meaningless.

Proof. We prove by mathematical induction with respect to l.

1. When l = L, the statement is true since U (L) is not meaning less.

2. Suppose the statement is true for l = t+1, . . . , L.

3. For i such that u
(t)
i = 1, v

(t)
i = 1 since v

(t)
i ≥ u

(t)
i . Then, ∃j u

(t+1)
j = 1 since ∥u(t+1)∥1 ≥ 1 from

Equation (10a). By the induction hypothesis, U (t+1)
j is not meaningless. On the other hand, ∃a, b q

(t+1)
j,a,b = 1
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since u
(t+1)
j ≤

∑
a,b q

(t+1)
j,a,b from Equation (10b). Then, A(t+1)

i,j,a,b = vtiq
(t+1)
j,a,b = 1. By the definition of meaningless

(2), V (t)
i is not meaningless. By the definition of meaningless (3), U (t)

i is not meaningless. The statement is
true for l = t.

By mathematical induction, for l ∈ [L], if u(l)
i = 1, then U

(l)
i is not meaningless.

Proposition 2. Optimizing over the input and output channel activation variables u(0:L), v(0:L) and shape column
activation variables q(1:L) under the constraints in Equation (10) prevents the existence of any inactive weights in
the pruned network guaranteeing exact computation of 1) resource usage and 2) the sum of the importance of
active weights in the pruned network.

Proof. Weight W (l)
i,j,a,b is not pruned if A(l)

i,j,a,b = 1. If A(l)
i,j,a,b = 1, then u

(l)
j = 1 and v

(l−1)
i = 1. Then, by Lemma 1

and Lemma 2, V (l−1)
i is not trivially zero and U

(l)
j is not meaningless. By Definition 1, the weight W

(l)
i,j,a,b is

active. All the remaining weights in the network pruned with our method are active, which guarantees the exact
specification of resource usage and sum of the importance of active weights in Equation (6).

Proposition 1. Optimizing over the input and output channel activation variables r(0:L) and shape column
activation variables q(1:L) under the constraints in Equation (4) prevents the existence of any inactive weights in
the pruned network guaranteeing exact computation of 1) resource usage and 2) the sum of the importance of
active weights in the pruned network.

Proof. Proposition 1 is the special case of Proposition 2 when u(t) = v(t)
(
:= r(t)

)
, q

(t)
j,a,b = u

(t)
j , and P =

∅ ∀t, j, a, b.

D Selecting a model for inference time estimation
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Figure 7: Estimated inference time vs. actual wall-clock inference time of convolution operations using each
prediction models. The blue area indicates the error of the estimated value is under 10% with respect to the
actual value.

In this section, we aim to find a quadratic model that accurately predicts the inference time of convolution
operations. We then analyze the coefficients of the proposed model and provide some intuitive meanings behind
each term. Finally, we verify the proposed model is able to accurately predict the inference time of the whole
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pruned network as well, using ResNet-50 as the baseline network. We use a machine with Intel Xeon E5-2650
CPU and Titan XP GPU as default. In Appendix D.3, we also experiment on another machine with Xeon Gold
5220R CPU and Geforce RTX 2080 Ti GPU.

Before we start, we define some notations to describe the convolution operation. We denote the kernel size, the
stride, and the padding of a convolution operation as k, s and p, respectively. Also, we denote the number of
the input channels and the output channels as nin and nout. Finally, we denote the shape of the input and the
output feature map as (nin, Hin,Win) and (nout, Hout,Wout), respectively.

D.1 Model selection

We first build a candidate set of quadratic models that estimate the inference time of a convolution operation
and denote the models from M1 to M6, as described in Table 7. Then, we measure the actual wall-clock
inference times of the convolution operations without bias terms, where (Hin,Win) = (56, 56), k = 3, s = 1,
p=1, and (nin, nout) ∈ {(16x, 16y) |x, y ∈ [10]}. Concretely, the inference time samples can be represented as
{(n(i)

in , n
(i)
out,WallClock(i))}100i=1. Using these samples as the dataset, we find the best coefficients for each candidate

models via least square regression. For example, in the case of M6, we solve the following optimization problem
to find α∗, β∗ , γ∗, and δ∗ that best fits the inference time samples:

min
α,β,γ,δ

100∑
i=1

(
WallClock(i) − α− βn

(i)
in − γn

(i)
out − δn

(i)
in n

(i)
out

)2
.

Figure 7 shows the estimated inference time versus the wall-clock inference time when using each quadratic model
with its best coefficients. We observe that M5 and M6 show the most successful estimation performance. More
concretely, the mean percent error (MPE) and the R2 value in Table 7 verifies that M5 and M6 are the most
accurate models. That said, since M5 is a simpler model compared to M6 and the performance gap between
the two models is negligible, we select M5 as our prediction model to estimate the inference time of convolution
operations and analyze the coefficients of this model.

Table 7: Description of the candidate quadratic models (M1-M6) for estimating the inference time of a convolution
operation and their Mean Percent Error (%) and R2 values after regression over the inference time samples.

Notation Model Mean Percent Error (%) R2

M1 δninnout 28.9 0.687
M2 α+ δninnout 26.8 0.846
M3 α+ βnin + γnout 19.9 0.912
M4 α+ γnout + δninnout 19.3 0.918
M5 α+ βnin + δninnout 7.68 0.960
M6 α+ βnin + γnout + δninnout 7.67 0.960

D.2 Analysis of the coefficients

We conduct additional experiments to analyze the coefficients β and δ of M5 by varying Hin, Win, k, and s. We
consider 96 hyperparameter configurations of (k, s, p,Hin,Win), sampled from {(2x− 1, y, x− 1, 52+ 4z, 52+ 4z) |
(x, y, z) ∈ [4] × [2] × [12]}. For each sampled configuration, we measure the wall-clock inference times of 25
different convolution operations with (nin, nout) ∈ {(16x, 16y) | x, y ∈ [5]} and fit the parameters α, β, and δ. As
a result, we get 96 pairs of β and δ values each corresponding to the 96 configurations. Examining the results, we
observe a strong linear relationship between (β, δ) and k2HinWin

s2 , as illustrated in Figure 8. Combining this with
the fact that the FLOPs of a convolution operation is equal to k2HinWin

s2 ninnout, we can hypothesize that δninnout
in M5 represents the contribution of the computation cost (FLOPs) to the inference time. Also, the term βnin in
M5 is proportional to k2HinWin

s2 nin. We assume that βnin represents the contribution of the memory access cost
(MAC), as storing HinWin

s2 patches of the input feature map, each of size k2nin, accounts for the major part of the
MAC. As more detailed calculation of the MAC may differ depending on the software and the hardware used, we
leave further analysis as a future work.
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Figure 8: Plot of k2HinWin
s2 vs. β (left) and δ (right). The R2 values without bias terms are 0.971 (left) and 0.979

(right). The blue lines are the linear lines without bias terms which best fit these points.

D.3 Inference time estimation on ResNet-50

We show our quadratic model can accurately predict the inference time of the whole ResNet-50 network as well
as its convolution modules. Here, we also predict the inference time using M6. This is to take into account the
batch normalization and the activation function that come after the convolution operation since these operations
are only dependent on nout. Considering these two functions with M6 enables a more accurate prediction of the
wall-clock inference time of the whole network.

As a first step, we estimate the inference time of each convolution operation in ResNet-50. In particular, on M5,
we estimate the inference time of only the convolution operation. On M6, we estimate the inference time of the
convolution operation along with its subsequent operations (batch normalization and activation function). The
results in Table 8 show that M5 and M6 successfully estimate the actual inference time on two different machines.
Concretely, the average MPE value of M5 and M6 at a Titan XP machine are 6.48% and 7.98%, respectively.
Also, the average MPE value of M5 and M6 at a RTX 2080 Ti machine are 11.66% and 10.66%, respectively.

Next, we estimate the wall-clock inference time of the pruned ResNet-50 with M6 by summing all of the estimated
inference time of the convolution modules, including the batch normalization and activation function. Figure 9
shows the estimated inference time and the corresponding wall-clock inference time of ResNet-50 while varying
the number of channels. Our proposed quadratic model M6 achieves 3.1% and 3.5% error rates on average when
estimating the inference time of ResNet-50 from Titan XP and RTX 2080 Ti, respectively.

E Coordinate descent style optimization

In this section, we provide a block coordinate descent-style optimization algorithm for solving Equation (6) in
Algorithm 1. Note that Equation (6) is the generalized version of Equation (3) in Section 3.2.

We first set all shape column activation variables to (q
(t)
j,a,b = u

(t)
j ∀t, j, a, b). Then, we optimize over the input

and output channel activation variables (u(0:L), v(0:L)) in a block coordinate descent fashion with the resource
constraint M/γ where γ is the average spatial sparsity smaller than 1. Then, we optimize over the shape column
activation variables q(1:L), fixing the input and output channel activation variables. In all experiments using
Algorithm 1, γ is decreased from ‘M/(Resource requirment of the initial network)’ to 1.0 with a step size of 0.1.
After the pruning procedure, we employ one round of finetuning on the pruned network. Note that in Algorithm 1,
we denote the objective function in Equation (6) as f(·) when the shape column activations are all forced to
match the output channel activations (q

(t)
j,a,b = u

(t)
j ∀t, j, a, b). z denotes the concatenated variables of input and
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Table 8: Mean Percent Error (MPE) and R2 values for estimating the inference time of each convolution layer in
ResNet-50 architecture on a machine with Intel Xeon E5-2650 CPU and Titan XP GPU (‘Titan XP’), and a
machine with Xeon Gold 5220R CPU and Geforce RTX 2080 Ti GPU (‘RTX 2080 Ti’). On M5, we estimate
the inference time of only the convolution operation, while on M6 we also take into account the inference of the
subsequent batch normalization and activation function (ReLU). ‘Avg’ represents the averaged MPE and R2

value of all convolutional layers in ResNet-50.

(a) Convolution, M5

Titan XP RTX 2080 Ti

Layer Hin Win nin nout k s MPE (%) R2 MPE (%) R2

conv1 1 224 224 3 64 7 2 5.07 0.85 4.65 0.10

Block1 2 56 56 64 64 1 1 1.21 0.52 0.95 0.42
3 56 56 64 64 3 1 6.81 0.97 9.03 0.93
4 56 56 64 256 1 1 3.46 0.40 10.30 0.73
5 56 56 256 64 1 1 12.86 0.80 12.84 0.87

Block2 11 56 56 256 128 1 1 13.25 0.83 13.83 0.90
12 28 28 128 128 3 2 6.93 0.59 7.49 0.90
13 28 28 128 512 1 1 1.03 0.33 11.20 0.56
14 28 28 512 128 1 1 7.60 0.55 14.19 0.78
15 28 28 128 128 3 1 15.42 0.87 10.83 0.86

Block3 23 28 28 512 256 1 1 11.57 0.78 11.80 0.93
24 14 14 256 256 3 2 6.45 0.95 6.69 0.82
25 14 14 256 1024 1 1 1.93 0.51 13.13 0.63
26 14 14 1024 256 1 1 2.77 0.49 11.64 0.86
27 14 14 256 256 3 1 7.93 0.95 17.63 0.76

Block4 41 14 14 1024 512 1 1 13.17 0.66 12.75 0.90
42 7 7 512 512 3 2 10.70 0.97 11.35 0.91
43 7 7 512 2048 1 1 6.32 0.58 9.84 0.57
44 7 7 2048 512 1 1 11.75 0.83 9.84 0.72
45 7 7 512 512 3 1 8.72 0.97 11.64 0.92

Avg 6.48 0.67 11.66 0.74

(b) Convolution, batch normalization, and activation func-
tion, M6

Titan XP RTX 2080 Ti

Layer Hin Win nin nout k s MPE (%) R2 MPE (%) R2

conv1 1 224 224 3 64 7 2 4.79 0.79 10.20 0.06

Block1 2 56 56 64 64 1 1 0.61 0.33 0.36 0.60
3 56 56 64 64 3 1 5.06 0.97 4.99 0.96
4 56 56 64 256 1 1 10.44 0.84 14.67 0.91
5 56 56 256 64 1 1 10.30 0.91 10.00 0.95

Block2 11 56 56 256 128 1 1 9.67 0.92 9.59 0.95
12 28 28 128 128 3 2 11.90 0.65 8.34 0.90
13 28 28 128 512 1 1 5.87 0.82 9.83 0.82
14 28 28 512 128 1 1 10.60 0.67 12.28 0.88
15 28 28 128 128 3 1 14.35 0.91 10.28 0.86

Block3 23 28 28 512 256 1 1 10.43 0.89 9.55 0.95
24 14 14 256 256 3 2 5.84 0.96 9.46 0.82
25 14 14 256 1024 1 1 6.27 0.66 11.24 0.83
26 14 14 1024 256 1 1 6.89 0.67 10.24 0.90
27 14 14 256 256 3 1 5.40 0.98 15.93 0.76

Block4 41 14 14 1024 512 1 1 13.38 0.78 11.55 0.91
42 7 7 512 512 3 2 10.21 0.98 14.79 0.86
43 7 7 512 2048 1 1 9.72 0.69 9.45 0.86
44 7 7 2048 512 1 1 10.07 0.91 7.23 0.92
45 7 7 512 512 3 1 5.63 0.98 10.90 0.93

Avg 7.98 0.81 10.66 0.85

Algorithm 1 Succinct channel and spatial pruning optimization via QCQP

Input : B, M , γ, al, a′l, b
′
l, I

(l), ∀l
Initialize u(0:L), v(0:L).
M := M/γ.
for n = 1, . . . ,MAXITER do

for i = 0, . . . , L−B + 1 do
z =

[
u(i:i+B−1), v(i:i+B−1)

]
f̃(z) = f(z; rest of the variables in u, v fixed).
Optimize f̃(z) with respect to z under the constraints in Equation (6).

end for
end for
M := γM
Optimize Equation (6) with respect to q(1:L) while fixing u(0:L) and v(0:L).
Output : u(0:L), v(0:L), q(1:L)

output channel activation in the target block.

We additionally conducted an experiment to check the CPLEX performance of Algorithm 1 compared to direct
optimization on Equation (6), which we denote as Algorithm 0. However, Algorithm 0 is not scalable even in
ResNet-20 on CIFAR-10. Therefore we compare Algorithm 0 and 1 for the first eight layers of ResNet-56. We set
B = 2 and adjust γ with a step size of 0.1. Algorithm 1 succeeds in increasing the objective value to 100.16 in 12
minutes, while Algorithm 0 reaches 106.27 in 1 hour. Also, Algorithm 1 requires only 3 hours and 4GB memory
for pruning ResNet-50 on ImageNet.
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Figure 9: Estimated inference time vs. actual wall-clock time of ResNet-50 architecture while varying the number
of channels at a machine with Intel Xeon E5-2650 CPU and Titan XP GPU (a), and a machine with Xeon Gold
5220R CPU and Geforce RTX 2080 Ti GPU (b). The blue area indicates the error of the estimated value is under
10% with respect to the actual wall-clock time.

F Implementation details and Additional experiment results

F.1 Implementation details

For ResNet experiments, we mostly follow the implementation from FPGM (He et al., 2019). We apply batch
normalization and remove bias weight in every convolution layer. Zero padding and 1× 1 convolution are used as
the downsampling technique in CIFAR-10 (Krizhevsky et al., 2009) and ImageNet (Russakovsky et al., 2015),
respectively.

For CIFAR-10 experiments on ResNet (He et al., 2016) architectures, we finetune the pruned model from the
pretrained network given in He et al. (2019) and follow the protocol of He et al. (2019) for fair comparison. We
finetune the pruned network for 200 epochs with batch size 128 and initial learning rate 0.01. Then, we adjust the
learning rate at 60, 120, and 160 epoch by multiplying 0.2 each time. We use SGD optimizer with momentum 0.9,
weight decay 5× 10−4, and Nesterov momentum. For CIFAR-10 experiments on the DenseNet-40 architecture,
we finetune the pruned network for 300 epochs with batch size 128 and initial learning rate 0.1. We adjust the
learning rate at 150 and 225 epoch by multiplying 0.1. Here, we also use SGD optimizer with momentum 0.9,
weight decay 5× 10−4, and Nesterov momentum.

For ImageNet experiments on ResNet architectures, we follow the protocol of FPGM and start from the pretrained
network provided by PyTorch (Paszke et al., 2017). We finetune the pruned network for 80 epochs on ImageNet
with batch size 384 and the initial learning rate of 0.015. Then, we adjust the learning rate at 30 and 60 epoch by
multiplying 0.1. Here, we use SGD optimizer with momentum 0.9 and weight decay 10−4.

For ImageNet experiments on EfficientNet-B0 (Tan and Le, 2019), we use RMSProp optimizer with weight decay
0.9, momentum 0.9, and weight decay 1× 10−5. We train the baseline network for 250 epochs using batch size
256 and initial learning rate 0.008 that decays by 0.97 every 2.4 epochs with 3 warmup epochs. Then, we prune
the baseline network and train the pruned networks using the same schedule with the baseline network except for
using the initial learning rate 0.0008. For the regularization of both the baseline network and the pruned network,
we use RandAugment (Cubuk et al., 2020), color jitters of factor 0.4, stochastic depth (Huang et al., 2016) with
survival probability 0.8, and dropout (Srivastava et al., 2014) of rate 0.2.
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Table 9: Pruned accuracy and accuracy drop from the baseline network at given pruning ratios on various ResNet
architectures (ResNet-20,32,56) at CIFAR-10.

Method IC Baseline acc Pruned acc↑ Acc drop↓ Pruning ratio(%)↑
Network: Resnet-20

FPGM (He et al., 2019) F 92.21 (0.18) 91.26 (0.24) 0.95 54.0
ours-c F 92.21 (0.18) 91.26 (0.18) 0.95 54.1
ours-cs F 92.21 (0.18) 92.02(0.10) 0.19 54.0

SFP (He et al., 2018a) F 92.20 (0.18) 90.83 (0.31) 1.37 42.2
FPGM (He et al., 2019) F 92.21 (0.18) 91.72 (0.20) 0.49 42.2
ours-c F 92.21 (0.18) 92.27 (0.17). -0.06 42.3
ours-cs F 92.21 (0.18) 92.35 (0.10) -0.14 42.2

Network: Resnet-32

FPGM (He et al., 2019) F 92.88 (0.86) 91.96 (0.76) 0.92 53.2
ours-c F 92.88 (0.86) 92.22 (1.02) 0.66 53.2
ours-cs F 92.88 (0.86) 92.78 (0.97) 0.10 53.2

SFP (He et al., 2018a) F 92.63 (0.70) 92.08 (0.08) 0.55 41.5
FPGM (He et al., 2019) F 92.88 (0.86) 92.51 (0.90) 0.37 41.5
ours-c F 92.88 (0.86) 92.42 (0.77) 0.46 42.7
ours-cs F 92.88 (0.86) 92.83 (0.83) 0.05 42.7

Network: Resnet-56

SFP (He et al., 2018a) F 93.59 (0.58) 92.26 (0.31) 1.33 52.6
FPGM (He et al., 2019) F 93.59 (0.58) 93.49 (0.13) 0.10 52.6
SCP (Kang and Han, 2020) T* 93.69 93.23 0.46 51.5
ours-c F 93.59 (0.58) 93.37 (0.96) 0.22 52.7
ours-cs F 93.59 (0.58) 93.69 (0.69) -0.10 52.6

For ImageNet experiments on VGG-16 (Simonyan and Zisserman, 2015), we follow the protocol of Molchanov
et al. (2017) for network training. We start from the pretrained network from Pytorch. We finetune the pruned
network using SGD optimizer with a constant learning rate 10−4 and batch size 32 for 5 epochs.

F.2 CIFAR-10 network size constraint

We conduct the experiments of another resource constraint, network size on ResNet architectures. In the
experiment tables Table 9, network size of the pruned network is computed according to the resource specifications
in Equations (3) and (4). ‘Pruning ratio’ in the tables denotes the ratio of pruned weights among the total weights
in baseline networks. Also, we ignore the extra memory overhead for storing the shape column activations due to
its negligible size compared to the total network size.

F.3 MobileNetV2

We additionally apply our pruning method on MobileNetV2 (Sandler et al., 2018). We start from the pretrained
network with accuracy 71.88 provided by Pytorch. Then, we finetune the pruned network for 150 epochs using
SGD optimizer with weight decay 0.00004, momentum 0.9, and batch size 256. For the training schedule, we
apply a learning rate warm-up for the initial five epochs, which steps up from 0 to 0.05. Then, we use the cosine
learning rate decay for the remaining epochs.

We show our experiment results with three recent pruning baselines NetAdapt (Yang et al., 2018), AMC (He et al.,
2018b), and MetaPruning (Liu et al., 2019) in Table 10. ‘(tuned)’ indicates that the normalizing factor, γl, is
tuned with grid search. A fixed value is used otherwise. Our method shows performance competitive to the other
baselines, NetAdapt, AMC and MetaPruning. However, we note that our method is much more efficient than
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Table 10: Top1 pruned accuracy and accuracy drop from the baseline network at given FLOPs on MobileNetV2
architecture at ImageNet

Method Top1 Pruned Acc↑ Top1 Acc drop↓ FLOPs(%)↓
NetAdapt (Yang et al., 2018) 70.9 0.9 70
AMC (He et al., 2018b) 70.8 1.0 70
MetaPruning (Liu et al., 2019) 71.2 0.6 69

ours-c 70.8 1.0 67
ours-cs 70.2 1.6 67
ours-c (tuned) 71.0 0.8 67
ours-cs (tuned) 70.9 0.9 67

NetAdapt, AMC, and MetaPruning since NetAdapt requires repetitive finetuning steps for the proposed networks,
AMC requires repetitive trial and error steps to train DDPG (Lillicrap et al., 2016) agent, and MetaPruning
trains PruningNet of which network size is at least 30 times bigger than that of original model.

F.4 FCN-32s for segmentation
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Figure 10: The plot of mIoU (%) ver-
sus FLOPs (%) on FCN-32s.

We apply our pruning method on FCN-32s (Long et al., 2015) for
segmentation on PASCAL Visual Object Classes Challenge 2011 dataset.
Then, we evaluate the segmentation performance with a widely-used
measure, mean Intersection over Union (mIoU).

We use SGD optimizer with weight decay 0.0005, momentum 0.99, and
batch size 1. For the original network to be pruned, we train FCN-32s
for 25 epochs with a constant learning rate 8× 10−11. Then, we prune
the original network of which mIoU 63.57 (%) and finetune the pruned
network for 25 epochs with a constant learning rate 8× 10−11.

We show our experiment results in Figure 10. The pruned network
reduces the FLOPs by 27% with 0.15 (%) mIoU drop for ‘ours-c’ and
0.09 (%) mIoU drop for ‘ours-cs’.

G Spatial pattern appearing in pruned network

‘ours-cs’ discovers diverse spatial patterns in convolution weights, as illustrated in Figure 11.

H Ablation study

H.1 Experiments on various FLOPs constraint

In Figure 12, we prune and finetune the ResNet architectures under various FLOPs constraints with ‘ours-c’,
‘ours-cs’, and FPGM. ‘ours-cs’ outperforms ‘ours-c’ and FPGM under almost all FLOPs constraints.

H.2 Experiments on various network size constraint

In Figure 13, we prune and finetune the ResNet architectures under various network size constraints with ‘ours-c’,
‘ours-cs’, and FPGM. ‘ours-cs’ outperforms ‘ours-c’ and FPGM on almost all network size constraints.

H.3 Ablation study on the possible pairs of resource usage (FLOPs and pruning ratio)

In the real-world, the resource constraint for network pruning may vary significantly in terms of how much each
resource is available. In some cases, we may allow high FLOPs but strictly limit the network size, while in other
cases, low FLOPs are much more important. However, when we prune the channels greedily, possible pairs of
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(a) q(1) (b) q(8)

Figure 11: Visualization of shape column activations in the first convolution layer with q(1) ∈ {0, 1}16×3×3 (left)
and shape column activations in the eighth convolution layer with q(8) ∈ {0, 1}32×3×3 (right) in ResNet-20 after
pruned by ‘ours (c+s)’. Black area indicates that the shape column activation is set.
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Figure 12: The plots of classification error (%) versus FLOPs (%) on various ResNet architectures.
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Figure 13: The plots of classification error (%) versus pruning ratio (%) on various ResNet architectures.

resource usages are limited and nonadjustable. In contrast, our method can target any resource budget pairs.
Figure 14 shows the possible pairs (FLOPS and pruning ratio) from three different pruning methods: ‘uniform’,
which greedily prunes channels layer-wise, ‘molchanov’, which greedily prunes the channels from all layers, and
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Figure 14: The possible pairs of resource usage (FLOPs and pruning ratio) from three different pruning criteria :
(1) ‘uniform’ which greedily prunes channels layer-wise, (2) ‘molchanov’ which greedily prunes the channels from
all layers, and (3) ‘ours’ which prunes via QCQP.

‘ours’, which prunes via QCQP. ‘ours’ results in diverse pairs of target resources which cover the pairs of ‘uniform’
and ‘molchanov’.
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