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Abstract

Overparametrized neural networks tend to
perfectly fit noisy training data yet general-
ize well on test data. Inspired by this em-
pirical observation, recent work has sought
to understand this phenomenon of benign
overfitting or harmless interpolation in the
much simpler linear model. Previous theo-
retical work critically assumes that either the
data features are statistically independent or
the input data is high-dimensional; this pre-
cludes general nonparametric settings with
structured feature maps. In this paper, we
present a general and flexible framework for
upper bounding regression and classification
risk in a reproducing kernel Hilbert space. A
key contribution is that our framework de-
scribes precise sufficient conditions on the
data Gram matrix under which harmless in-
terpolation occurs. Our results recover prior
independent-features results (with a much
simpler analysis), but they furthermore show
that harmless interpolation can occur in more
general settings such as features that are a
bounded orthonormal system. Furthermore,
our results show an asymptotic separation
between classification and regression perfor-
mance in a manner that was previously only
shown for Gaussian features.

1 INTRODUCTION

Overparametrized neural networks tend to perfectly
fit, or interpolate, noisy training data. Somewhat sur-
prisingly, these overparametrized networks also tend
to generalize well (C. Zhang et al., 2017). More re-
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cently, this phenomenon of “harmless interpolation”
was also empirically demonstrated in the much sim-
pler model families of kernel machines (Belkin et al.,
2018) and overparametrized linear models (Belkin et
al., 2019). These observations have motivated a large
body of research that aims to develop a mathematical
understanding of the generalization properties of inter-
polating solutions and the impact of fitting noise (see
Section 1.2 and Appendix B for more related work).

While these theoretical results represent significant
progress, they come with some caveats. Most notably,
harmless interpolation has only been shown under (a)
strong assumptions on the feature distribution or (b)
high dimension of the input data. For example, the
strongest guarantees on harmless interpolation assume
that the features consist of independent random vari-
ables (or are a linear transformation of such a vector).
Similarly, the positive results on consistency of kernel
interpolation require the dimension of the input data
to grow with the size of the training set.

To see why these assumptions may not be realistic,
consider the problem of simple linear regression us-
ing a Fourier series model f(x) =

∑
` a`e

i2π`x for a
function f on the interval [0, 1], where ` may range
over all integers or, as we will later assume, a sub-
set {−d, . . . , d}. Here the input data dimension is 1,
and the features are given by v`(x) = ej2π`x. If x is
uniformly distributed, the features {v`(x)}` (all eval-
uated at the same random x), though uncorrelated,
are not independent. In this (and many other) exam-
ples, the input data can be low-dimensional and the
features may not be independent. Whether harmless
interpolation is possible with high-dimensional feature
maps on such constant-dimensional data remains an
open question. As a first effort, Muthukumar et al.,
2020 show that harmless interpolation can occur with
structured feature maps with uniformly spaced data,
but whether this can be shown for the more realistic
case of randomly-sampled data has remained open.

A second question is how the interpolation phe-
nomenon applies to the classification problem. For
example, Chatterji and Long, 2021; Muthukumar et
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Figure 1: Interpolation in various regimes. This uses the bi-level Fourier series framework of Section 4.

al., 2021 show that the max-margin support vector
machine can achieve good performance even when the
corresponding regression task does not. These re-
sults require the very strong assumption of indepen-
dent (sub)Gaussian features. Whether this asymptotic
separation between regression and classification tasks
exists in more general kernel settings is not addressed
by this literature.

1.1 Our Contributions

In this paper, we provide new non-asymptotic risk
bounds for both regression and classification tasks
with the standard Hilbert-norm regularizer under min-
imal regularity assumptions. Our results apply for an
arbitrarily small amount of regularization (including
the interpolating regime) and are summarized below.

Harmless interpolation in kernel regression. For
the regression task, we obtain new non-asymptotic
risk bounds on the mean-squared-error of the Hilbert-
norm regularized estimator, which includes the cases
of kernel ridge regression and minimum-Hilbert-norm
interpolation. In Section 2.2, we give error bounds
for fixed sample locations. In Section 2.3, we give
a variety of concentration results from random sam-
pling that, when combined with our fixed-sample theo-
rems, yield high-probability guarantees of harmless in-
terpolation. Our results imply harmless interpolation
in significantly more general settings than previous
works (see Section 1.2 for a comparison to prior work).
Our results recover existing independent-feature re-
sults (e.g., Bartlett et al., 2020) but also apply to
other examples such as bounded orthonormal systems
(BOSs). BOSs include many popular feature ensem-
bles such as sinusoids and Chebyshev polynomials.
Figure 1a shows an example of a function estimate
that yields strong regression performance for the case
of sinusoidal Fourier basis features.

Asymptotic separation between kernel classifi-
cation and regression. We next analyze the clas-

sification error of the minimum-Hilbert-norm interpo-
lator of binary labels. Although good regression per-
formance implies good classification performance (see
Figure 1b), the reverse is not true. In Section 3, we
derive a simple bound on classification error that can
be much tighter than the bound on regression error,
and we present another fixed-sample error bound use-
ful for bounding the regression risk. Then, for the case
of bounded orthonormal system features, we demon-
strate an asymptotic separation between the regres-
sion and classification tasks. Figure 1c illustrates how
the minimum-norm label interpolator can have poor
regression performance but good classification perfor-
mance.

1.2 Related Work

Harmless interpolation. Recent work has shown
that the “harmless interpolation” phenomenon be-
comes more pronounced with increased (effective)
overparameterization when the minimum-Hilbert-
norm interpolator is used in kernel regression or the
minimum-norm interpolator is used in linear regres-
sion in a variety of models. All of the current known
harmless interpolation results assume at least one of
the following (see Appendix B for a more complete
citation list): (a) independence of features, (b) sub-
Gaussianity in the feature vector, (c) high data di-
mension, or (d) explicit structure in the kernel opera-
tor/feature map. For specific kernels like the Laplace
kernel, statistically consistent interpolation may actu-
ally require growing data dimension with the number
of training examples (Rakhlin & Zhai, 2019), as the
data dimension fundamentally alters the eigenvalues
of the Laplace kernel integral operator. In contrast,
our results do not explicitly posit any of these assump-
tions. Our sufficient conditions for harmless interpola-
tion are expressed purely in terms of the eigenvalues of
the kernel integral operator, and do not utilize special
structure either on the eigenfunctions or the integral
operator itself.
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Classification versus regression. General tech-
niques from statistical learning theory (e.g., Bartlett
and Mendelson, 2002; Vapnik, 2000) do not differenti-
ate between classification and regression tasks. How-
ever, the idea that classification is easier than regres-
sion is well-known: the main idea is we do not need
near-zero bias, but rather how much signal is recovered
only needs to be large relative to the variance. This
idea goes back to (Friedman, 1997), and has primar-
ily been used to obtain faster non-asymptotic rates for
classification relative to regression in a number of sce-
narios (Audibert & Tsybakov, 2007; Devroye et al.,
1996; Koltchinskii & Beznosova, 2005). A separa-
tion in statistical consistency between the two tasks
was shown more recently in Muthukumar et al., 2021.
Similar sharp analyses for classification error have also
been provided for the related high-dimensional linear
discriminant analysis setting (Cao et al., 2021; Chat-
terji & Long, 2021; Wang & Thrampoulidis, 2021).
These results all make restrictive assumptions of Gaus-
sianity, independent sub-Gaussian features, or Gaus-
sian mixture models; the most fine-grained analyses
(Muthukumar et al., 2021; Wang & Thrampoulidis,
2021) require Gaussian design. With our more gen-
eral analysis, we show that the previous restrictive as-
sumptions can be avoided and demonstrate that the
separation between classification and regression con-
sistency is a general phenomenon. Although our er-
ror expressions are less sharp nonasymptotically than
those that assume Gaussian features, the consistency
implications are nearly identical.

General kernel regression. Finally, our work con-
tinues a substantial literature on general linear and
RKHS regression. Space limitations prevent a com-
prehensive review, but we note that our analysis tech-
niques most closely resemble the approach of Hsu et
al., 2014; T. Zhang, 2005, who analyze explicitly regu-
larized ridge regression under random design with min-
imal assumptions on the data distribution. Other no-
table works are Caponnetto and De Vito, 2007; Stein-
wart et al., 2009, which also use techniques based on
the kernel integral operator. These works assume a
power-law eigenvalue decay to get power-law regres-
sion error bounds. Our results apply to more general
kernels with an arbitrary eigenvalue decay and give
a more refined bias-variance decomposition of error.
Significantly, none of these works analyze interpolat-
ing solutions in the presence of noise.

2 KERNEL REGRESSION

Our results are presented in terms of reproducing ker-
nel Hilbert space regression (with traditional linear re-
gression as a special case). We first introduce the an-
alytical framework and then present our main results.

2.1 Kernel Regression Introduction

We first review the general theory of regression in re-
producing kernel Hilbert spaces. A more thorough in-
troduction to kernel theory can be found in many stan-
dard references, such as Schölkopf and Smola, 2002,
Wendland, 2004, and Chapter 12 of Wainwright, 2019.

Let X be a set, and let H be a real reproducing kernel
Hilbert space over X with kernel k : X ×X → R. For
f ∈ H and x ∈ X, we have f(x) = 〈f, kx〉H, where
kx := k(·, x). Note that this implies that k(x, y) =
〈kx, ky〉H.

Suppose f∗ ∈ H, and we observe yi = f∗(xi) + ξi, i =
1, . . . , n, where x1, . . . , xn ∈ X are sample points, and
the ξi’s represent noise or other measurement error.
We use the kernel ridge regression estimate

f̂ = arg min
f∈H

n∑
i=1

(yi − f(xi))
2 + α‖f‖2H,

where α ≥ 0 is a regularization term. When α → 0,
we get the minimum-Hilbert-norm interpolator,

f̂ = arg min
f∈H

‖f‖H s.t. f(xi) = yi ∀i = 1, . . . , n.

By the standard kernel regression formula, we have
f̂(x) =

∑n
i=1 ẑik(x, xi) where the vector ẑ =

(αIn +K)
−1
y, and K is the kernel Gram matrix

with Kij = 〈kxi , kxj 〉H = k(xi, xj). We denote by
A : H → Rn the sampling operator, which is defined
by (A(f))i = f(xi) = 〈f, kxi〉H. The adjoint of the
sampling operator is given by A∗(z) =

∑n
i=1 zikxi for

all z ∈ Rn. Then the Gram matrix is K = AA∗, and
we can write the kernel regression estimate in terms of
the standard ridge regression formulas:

f̂ = A∗(αIn +AA∗)−1y = (αIH +A∗A)−1A∗y.

Note that, in general, the second expression is only
well-defined if α > 0 (since A is rank-deficient if H is
infinite-dimensional).

We analyze two terms in this estimator. The first is
the estimator that would be obtained in the absence
of noise, which is given by

f̂0 := A∗(αIn +AA∗)−1Af∗ = (αIH +A∗A)−1A∗Af∗.

The second is the contribution to the estimate due to
noise, which we denote by the function ε(x). We have

ε = A∗(αIn +AA∗)−1ξ,

where ξ = (ξ1, . . . , ξn). This leads to a standard de-

composition in the error of the estimator f̂ in terms of
its bias and variance.
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To characterize the test error, we need a sampling
model. Let µ be a probability measure on X. We
then define the kernel integral operator T as

(T (f))(x) =

∫
X

k(x, y)f(y) dµ(y)

with respect to the measure µ. Under mild regu-
larity/continuity conditions (see, e.g., Steinwart and
Scovel, 2012 for a thorough analysis), we have the
eigenvalue decomposition

T (f) =

∞∑
`=1

λ`〈v`, f〉L2v`,

where {v`}∞`=1 is an orthonormal basis for L2(X,µ),
and λ1 ≥ λ2 ≥ λ3 ≥ · · · are the eigenvalues of T
arranged in decreasing order. Furthermore, we have

k(x, y) =

∞∑
`=1

λ`v`(x)v`(y).

We can handle the finite-dimensional case by setting
λ` = 0 for ` > d, where d = dim(H) (furthermore, the
standard linear regression case can be recovered with
X = Rd and k(x, y) = 〈x, y〉`2). Note that in order
to interpolate an arbitrary set of samples, we need the
dimension d to be at least the number of samples n
(otherwise, the linear system is overdetermined).

We will also use the following well-known fact through-
out our analysis: for any f, g ∈ L2, we have

〈f, g〉L2
= 〈T 1/2f, T 1/2g〉H.

Hence, T 1/2 is an isometry from L2 to H. Note that
this implies that for every f ∈ H,

‖f‖2H =

∞∑
`=1

〈f, v`〉2L2

λ`
.

Intuitively, we expect that if f has small/bounded H-
norm, most of its energy is captured by components
corresponding to relatively large eigenvalues. There-
fore, it is feasible to recover an accurate (in L2) esti-
mate of f , even though f lies in an infinite-dimensional
space.

We will assume x1, . . . , xn
i.i.d.∼ µ, i.e., the training ex-

amples are drawn from the same measure as the test
example x ∼ µ. Since we are evaluating a regression
task, we wish to bound the squared (excess) prediction

loss E(f̂(x) − f∗(x))2 = ‖f̂ − f∗‖2L2
. We will provide

non-asymptotic upper bounds on ‖f̂−f∗‖2L2
as a func-

tion of the number of training examples n. We will also
focus on understanding scenarios for which we obtain
statistical consistency, i.e., ‖f̂ −f∗‖2L2

→ 0 as n→∞.

2.2 Main Results for Deterministic Sample
Locations

To state our main results, we introduce some addi-
tional notation. Here and for the rest of this section, p
will be a fixed integer that we can tune in our analysis.
We divide the function space L2(X,µ) into two parts:
G = span{v1, . . . , vp} denotes the space spanned by
the first p eigenfunctions of T , and G⊥ denotes its
orthogonal complement (in both L2 and H). Accord-
ingly, we split our sampling operator into two parts:
AG = A|G and R = A|G⊥ . Intuitively, if p is cho-
sen such that λp+1, λp+2, . . . are relatively small, we
expect G to contain most of the energy in any given
function f ∈ H. A key fact is that the Gram matrix
can be decomposed as AA∗ = AGA∗G + RR∗. The
dimension p is similar to (but more flexible than) the
regularization-dependent effective dimension in Hsu et
al., 2014; T. Zhang, 2005.

Since p = dim(G) is finite, we can recover a function
in G from a finite number of samples. We state this
quantitatively by analyzing the restricted sampling op-
erator AG. To state concentration results on G in
terms of the L2 norm, we denote C = AG, and we
let C∗ = T −1

G A∗G be its adjoint with respect to the
L2 inner product. Note that 1

n EA∗GAG = TG, where
TG = T |G. Therefore,

1

n
E C∗C = IG,

where IG is the identity operator on G. Provided that
n � p, we expect 1

nC
∗C ≈ IG. We will analyze how

closely this holds later; we first state deterministic re-
sults that depend on the error in this approximation.

The second key approximation regards the “remain-
der Gram matrix” RR∗. Previous interpolation liter-
ature has assumed that this matrix is approximately a
multiple of the identity In (or is in some sense “well-
conditioned”). We will again analyze how accurately
this holds later, but for now, we will state our main
results assuming that αIn +RR∗ is upper and lower
bounded by multiples of the identity. There is no re-
quirement that α ≥ 0; in principle, our framework
applies to negative regularization (Tsigler & Bartlett,
2020), but we do not explore this aspect in detail.

Finally, we will assume, for simplicity and brevity, that
f∗ ∈ G exactly. If this did not hold, there would be
another term in the “bias” error bound whose size is
directly proportional to the size of PG⊥(f∗), which
in turn is negligible provided that f∗ ∈ H (i.e., f∗

has bounded H-norm). Note that kernel methods
run into fundamental approximation-theoretic limita-
tions in the absence of a bounded-H-norm assump-
tion (Belkin, 2018; Donhauser et al., 2021; Ghorbani
et al., 2021).
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Theorem 1 (Bias). Suppose that

1. αLIn � αIn + RR∗ � αUIn for some numbers
αU ≥ αL > 0, and

2. αU−αL
αU+αL

+ 2
n‖C

∗C − nIG‖L2
≤ c for some c < 1.

Let ᾱ = 2αUαL
αU+αL

be the harmonic mean of αU and αL.
Then, for any f∗ ∈ G, we have

∥∥∥f̂0 − f∗
∥∥∥
L2

. min

{√
λ1,

1

1− c
ᾱ

n
√
λp
,

1

1− c

√
ᾱ

n

}

×

(
1 +

√
nλp+1

ᾱ

)
‖f∗‖H.

Theorem 2 (Variance). Suppose the conditions of
Theorem 1 hold, and let α̃ = αU+αL

2 . Furthermore,
suppose the ξi’s are zero-mean and independent with
variance bounded by σ2. Then

Eξ‖ε‖2L2
. σ2

(
αU
αL

+ 1

)2(
p

n
+

trL2
(R∗R)

α̃2

)
. (1)

Section 2.4 contains simplified proof sketches of The-
orems 1 and 2; we provide complete proofs in Ap-
pendix C in the supplementary material. The reader
should note that our proofs consist of relatively simple
linear algebra. Compare this, for example, to Bartlett
et al., 2020 or Muthukumar et al., 2021, where the
analysis depends delicately on the independence (or,
in the latter case, even Gaussianity) of the features
via rather complicated matrix manipulations.

We could also obtain a high-probability (with respect
to ξ) bound on the variance (if, e.g., the ξi’s are sub-
Gaussian), but we omit this to preserve the clarity and
simplicity of the result. We outline how one could do
this in Appendix C.2.

2.3 Operator Concentration Results

We now state operator concentration results on three
important quantities: (a) the deviation of the residual
Gram matrix RR∗ from a multiple of the identity, (b)
the quantity trL2

(R∗R) which appears in the variance
bound, and (c) the deviation of 1

nC
∗C from IG. All

proofs are contained in Appendix D in the supplemen-
tary material. We begin with our most general results
that apply under minimal assumptions.

2.3.1 General Residual Concentration

Let kR(x, y) =
∑
`>p λ`v`(x)v`(y) be the reproducing

kernel restricted to G⊥.

Lemma 1 (Generic residual Gram matrix).

E‖RR∗ − (tr TG⊥)In‖2 . n2 tr(T 2
G⊥)

+ ‖kR(·, ·)− tr TG⊥‖2∞,

where ‖kR(·, ·)−tr TG⊥‖∞ = supx{|kR(x, x)−tr TG⊥ |}.

Note for this result to give αLIn � RR∗ � αUIn where

αU/αL is bounded, we need tr TG⊥ & n
√

tr(T 2
G⊥

).

Even when {λ`}`>p are all equal (see Section 3.1),
we need dimH = d & n2. While this may seem
restrictive, it is not possible to do better without
additional assumptions on the features. In Ap-
pendix E, we show that in the case of Fourier fea-

tures, λmax(RR∗)/λmin(RR∗) & n4

τ2d2 with probabil-
ity at least 1−e−τ , and thus d & n2 is necessary. This
can be significantly relaxed when the features are in-
dependent, as shown in Section 2.3.3.

To bound the variance, we will use the following ex-
pectation throughout the rest of this paper:

Lemma 2 (Generic trace bound on R∗R).

E trL2
(R∗R) = n tr(T 2

G⊥) = n
∑
`>p

λ2
` .

Note that Lemma 2, Theorem 2, and the approximate
identity RR∗ ≈ (tr TG⊥)In combine to bound the vari-

ance error as ‖ε‖2L2
. p

n + n
(∑

`>p λ
2
`

)
/
(∑

`>p λ`

)2

.

This is identical to the bound provided in Bartlett et
al., 2020.

2.3.2 Bounded Orthonormal System

Our results show that harmless interpolation can oc-
cur in much more general settings than independent
and/or sub-Gaussian features. An important class of
features that are not independent or sub-Gaussian is
a bounded orthonormal system (BOS).

On the subspace G defined before, the basis v1, . . . , vp
is a BOS if it is an orthonormal basis in L2 (as we have
already assumed) and, further, we have

p∑
`=1

v2
` (x) ≤ Cp

µ-almost surely in x for some constant C ≥ 1. Equiv-
alently, for all f ∈ G, ‖f‖2∞ ≤ Cp‖f‖2L2

.

This assumption is satisfied by many popular choices
of features including sinusoids (see Section 4), Cheby-
shev polynomials, and the standard Euclidean basis
on Rd. One can also often show that kernel eigenfunc-
tions satisfy this property, such as when the data lie
on a low-dimensional manifold (McRae et al., 2020).
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It is easy to derive concentration inequalities for
bounded orthonormal systems via matrix/operator
concentrations results for sums of bounded indepen-
dent random matrices (e.g., Tropp, 2015—see our sup-
plementary material for details). A bound that is use-
ful for our purposes is the following:

Lemma 3 (BOS sampling operator on G). If G is
spanned by a bounded orthonormal system with con-
stant C, then, for t > 0, with probability at least
1− e−t,

1

n
‖C∗C − nIG‖L2 .

√
Cp(t+ log p)

n
+
Cp(t+ log p)

n
.

Thus if n & Cp log p, we can have, say, 1
n‖C

∗C −
nIG‖L2 ≤ 1/4 (or any other small constant) with high
probability.

In general, the Cp log p sample complexity is optimal
under the BOS assumption. As a simple example, con-
sider the following basis {v1, . . . , vp} on Rp (written as
functions on {1, . . . , p}): for uniquely determined con-
stants c1 and c2, set the measure to be µ({j}) = 1

Cp

for j < p and µ({p}) = c1, and set v` =
√
Cpδ` for

` < p and vp = c2δp. One can easily verify by a
coupon collector argument that we need O(Cp log p)
samples from µ merely to sample every coordinate at
least once.

2.3.3 Independent Features

To compare to prior work, we list independent-feature
concentration results that can be plugged into our
Theorem 1. Suppose that for x ∼ µ, the features
{v`(x)} are independent random variables. The key
benefit this gives us is that we can now write the resid-
ual Gram matrix RR∗ as a sum of independent ran-
dom rank-1 matrices. To see this, define the vectors

w` = (v`(x1), v`(x2), . . . , v`(xn)) ∈ Rn.

We have already been assuming that the entries of
each w` are independent (since they only depend on
the independent variables xi), but an independent fea-
tures assumption implies that the entire set of random
vectors {w`}`≥1 is independent. We can then write

RR∗ =
∑
`>p

λ`w` ⊗ w`.

We state a formal result for sub-Gaussian indepen-
dent features. We expect similar results hold for much
weaker tail conditions.

Lemma 4 (Independent features residual Gram ma-
trix). Suppose the features {v`(x)}`≥1 are zero-mean,
independent, and sub-Gaussian. Then, for t > 0, with
probability at least 1− e−t,

‖RR∗−(tr TG⊥)In‖ .
√

(n+ t) tr(T 2
G⊥

)+(n+t)λp+1.

The zero-mean assumption is for simplicity and can
easily be relaxed at the cost of a more complicated
theorem statement. Note that this is stronger than
Lemma 1 in two ways: first, the bound holds with
exponentially high probability as opposed to being
merely in expectation. Second, we have effectively re-
placed the n2 in Lemma 1 by n, greatly reducing the
amount of overparametrization we need.

Note for this result to give αLIn � RR∗ � αUIn where
αU/αL is bounded, we need

n .
tr TG⊥
λp+1

=
1

λp+1

∑
`>p

λ`

(this also gives us
√
n tr(T 2

G⊥
) . tr TG⊥ by Cauchy-

Schwartz). This is identical to the requirement that
rk∗(Σ) ≥ bn in Bartlett et al., 2020.

We can also obtain slightly improved results (vs. the
BOS assumption) for concentration of C∗C:
Lemma 5 (Sampling operator on G under indepen-
dent features). With probability at least 1− e−t,∥∥∥∥ 1

n
C∗C − IG

∥∥∥∥
L2

.

√
p+ t

n
+
p+ t

n
.

Thus we only require n & p to obtain the required con-
centration. For a proof, see, for example, Vershynin,
2018, Section 4.6.

2.4 Informal Proof Sketch (Deterministic)

Here we outline the basic proof structure of Theo-
rems 1 and 2. We will perform the analysis as though
αIn + RR∗ = ᾱIn and C∗C = nIG (equivalently,
A∗GA = nTG), and we will write “≈” where we make
these substitutions. The main additional steps we need
are to quantify the error due to these approximations.

2.4.1 Bias Term (from Signal)

Note that since f∗ ∈ G, we have

f̂0 = A∗(αIn +AA∗)−1AGf∗

≈ A∗(ᾱIn +AGA∗G)−1AGf∗

= A∗AG(ᾱIG +A∗GAG)−1f∗

≈
[
A∗G
R∗
]
AG(ᾱIG + nTG)−1f∗.

From this we obtain

PG(f̂0) = A∗GAG(ᾱIG + nTG)−1f∗

≈ nTG(ᾱIG + nTG)−1f∗

= Sf∗,
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where S := nTG(ᾱIG + nTG)−1 is the idealized “sur-
vival” operator, representing the extent to which the
original signal f∗ is preserved. We then have f∗ −
PG(f̂0) ≈ Bf∗, where B := IG−S = ᾱ(ᾱIG +nTG)−1

is the idealized “bias” operator. One can verify that

‖B‖H→L2
. min

{√
λ1,

ᾱ

n
√
λp
,

√
ᾱ

n

}
.

This bounds ‖PG(f̂0)− f∗‖L2 for Theorem 1; the for-
mal theorem has an extra factor of 1/(1 − c) which
comes from the approximation errors (recall that c is
determined by how accurate our idealizing approxi-
mation are—see the statement of Theorem 1 for the
precise definition).

Next, note that PG⊥(f̂0) ≈ R∗C Bᾱf
∗, where we have

substituted C for AG. Because

‖R∗‖`2→L2
≤ ‖IG⊥‖H→L2

‖R∗‖`2→H .
√
λp+1ᾱ,

we have∥∥∥∥R∗C Bᾱ
∥∥∥∥
H→L2

≤ ‖R∗‖`2→L2
‖C‖L2→`2

‖B‖H→L2

ᾱ

.

√
nλp+1

ᾱ
‖B‖H→L2 ,

which allows us to bound ‖PG⊥(f̂0)‖L2
.

2.4.2 Variance Term (from Noise)

Making similar approximations as above (with α̃ in-
stead of ᾱ – the distinction comes from the approx-
imation arguments we use in the formal proof), we
have

ε = A∗(αIn +AA∗)−1ξ

≈
[
A∗G
R∗
]

(α̃In +AGA∗G)−1ξ

=

[
(α̃IG +A∗GAG)−1A∗Gξ
R∗(α̃In +AGA∗G)−1ξ

]
≈
[

(α̃T −1
G + nIG)−1C∗ξ

R∗(α̃In +AGA∗G)−1ξ

]
.

Therefore,

Eξ‖ε‖2L2
≈ σ2

∥∥∥∥[ (α̃T −1
G + nIG)−1C∗

R∗(α̃In +AGA∗G)−1

]∥∥∥∥2

HS,`2→L2

. σ2

(
1

n2
trL2

(C∗C) +
1

α̃2
trL2

(R∗R)

)
≈ σ2

(
1

n2
trL2

(nIG) +
1

α̃2
trL2

(R∗R)

)
= σ2

(
p

n
+

1

α̃2
trL2

(R∗R)

)
.

The factor of αU/αL comes from the approximation
arguments.

3 KERNEL CLASSIFICATION

We now consider the case of classification, in which
the observation y is a (noisy) binary label in {−1, 1}
with a distribution depending on x. Our approach
is to perform ordinary linear/kernel regression on
the binary labels yi with the squared loss function.
Although this seems counter-intuitive, recent results
(e.g., Hui and Belkin, 2021) have shown that train-
ing with the squared-loss is highly competitive with
the more common cross-entropy loss function in prac-
tice. Separately, recent results have also shown that
regression on binary labels is, in some interesting
overparametrized cases, equivalent to the maximum-
margin SVM (e.g., Hsu et al., 2021; Muthukumar
et al., 2021). Inspired by these findings, we study
the minimum-`2-norm interpolator of the binary labels
{yi}ni=1 and its ensuing classification error.

Through the lens of regression, our target function f∗

is now replaced by

η∗(x) := E(y | x) = 2 P(y = 1 | x)− 1.

The label noise is ξ = y − η∗(x). Note that E[ξ|x] =
0 by definition, and var(ξ | x) = 1 − (η∗)2(x). Our
assumption on the label noise model is that η∗ ∈ G.

The regression procedure yields an estimator η̂ of η∗.
Then, our classification rule is given by ŷ = sign(η̂).
Given a probability distribution µ over x, the excess
risk of the classification rule with respect to the Bayes-
optimal classifier is given by

E := P(ŷ 6= y)−P(y 6= sign(η∗)).

Standard calculations (see Friedman, 1997) give

E =

∫
|η∗(x)|1{sign(η̂(x)) 6=sign(η∗(x))}dµ(x).

Thus the excess risk is the average of the sign error of
η̂ versus η∗ modulated by how distinguishable the two
classes are (which is represented by |η∗|).

To bound E , we decompose our estimate η̂ as

η̂ = sη∗ + η̂r, (2)

where s is a parameter that we can tune in our anal-
ysis, and η̂r is the residual. If s > 0, we have

{sign(η̂) 6= sign(η∗)} ⊆ {|η̂r| ≥ s|η∗|},

so

E ≤ 1

s

∫
|η̂⊥(x)| dµ(x) =

‖η̂r‖L1

s
≤ ‖η̂r‖L2

s
, (3)

where the norm inequality is due to the fact that µ is
a probability measure. For reasons that will shortly
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become clear, we will call s the survival factor and η̂r
the residual.

A first possible choice for the quantities in (2) is s = 1
and η̂r = η̂ − η∗. This choice yields E ≤ ‖η̂ − η‖L1 ;
therefore, small regression error implies small excess
classification risk. However, we are interested in cases
in which the regression error is not small but the clas-
sification error is. To use the bound (3), we would
need to show that we can have the ratio ‖η̂r‖L2/s be
very small with a different choice of s� 1.

We now show how this can work. We recall the ide-
alized “survival” and “bias” operators S and B from
Section 2.4. Note that to bound the regression error we
show that η̂ ≈ S(η∗) and that ‖η∗−Sη∗‖L2

= ‖Bη∗‖L2

is small. For the classification problem, an interesting
new possibility arises. As a simple example, suppose
all the first p eigenvalues λ1, . . . , λp are identically 1.
Then S = n

ᾱ+nIG. If ᾱ � n, then the ideal bias

B = ᾱ
ᾱ+nIG will be small. However, what if α & n, in

which case the bias is not small? We cannot get small
regression error, but for classification, we can apply (3)
while choosing s = n

ᾱ+n . Then, as long as

‖η̂ − Sη∗‖L2
� n

ᾱ+ n
,

we will have small excess classification risk. In Sec-
tion 3.1, we use this observation to provide sufficient
conditions for classification consistency, and demon-
strate that these conditions are significantly weaker
than the ones needed to be regression-consistent. This
apporach is qualitatively similar to that of Muthuku-
mar et al., 2021, which provides a slightly sharper
bound but relies on a special form of η∗ and Gaus-
sianity of the features. Their techniques do not easily
extend to a more general setting.

To combine this framework with our previous inter-
polation results, note that, under our new notation,
η̂ = η̂0 + ε, where η̂0 = A∗(AA∗)−1Aη∗ and ε =
A∗(AA∗)−1ξ. We will show that η̂0 ≈ Sη∗ and ε is
small. For the first objective, we present here a more
refined version of Theorem 1 that bounds the error to
Sη∗ rather than η∗ itself. This will be used to charac-
terize the classification error in Section 3.1.

Lemma 6 (More refined bias estimate). Under the
conditions of Theorem 1 (assuming c is bounded away
from 1 so that (1 − c)−1 is subsumed into the con-
stants),

‖η̂0 − Sη∗‖L2
.

(
c+

√
nλp+1

ᾱ

)

×min

{
λ1,

ᾱ

n
√
λp
,

√
ᾱ

n

}
‖η∗‖H.

The proof of Lemma 6 is an easy modification of the
proof of Theorem 1 (see Appendix C.1).

3.1 Bi-level Ensemble Asymptotic Analysis

We now examine the implications of this refined clas-
sification analysis in a bounded orthonormal system
(BOS). In particular, suppose that the eigenfunctions
are all bounded (e.g., a Fourier series for periodic func-
tions on an interval). For the eigenvalues, we consider
the bi-level ensemble as defined in Muthukumar et al.,
2021 with non-negative parameters n, β, q, r (where
β > 1 and r < 1). This ensemble contains d = nβ fea-
tures, of which p = nr have “large” eigenvalues, and
the remaining d−p eigenvalues are small and their rel-
ative magnitude depends on the parameter q. Specifi-
cally, we set

λ` =

{
1, 1 ≤ ` ≤ p
n−(β−r−q), p < ` ≤ d.

(4)

We require q < β− r to ensure that the “small” eigen-
values are actually smaller than 1.

Corollary 1. Consider the bi-level ensemble with pa-
rameters n, β, q, r, and suppose that the eigenfunctions
are all bounded by an absolute constant. Further, sup-
pose that β > 2 and r < 1, and η∗ ∈ G. Then we
obtain the following asymptotic results as n→∞:

1. If q < 1− r, as n→∞, ‖η̂ − η∗‖L2 → 0 in prob-
ability, and therefore both regression and classifi-
cation are consistent.

2. If q > 1− r, ‖η̂‖L2
→ 0 in probability, and there-

fore regression is inconsistent for nonzero η∗.

3. If q < 3
2 (1 − r) and β > 2(r + q), excess classifi-

cation risk E → 0 in probability, that is, classifi-
cation is consistent.

Corollary 1 is proved in Appendix F. Note that we
have an asymptotic separation between classification
and regression when 1 − r < q < 3

2 (1 − r). This is
comparable to the results of Muthukumar et al., 2021,
which allow slightly larger q and smaller β but require
much stronger feature assumptions.

We use the bi-level ensemble model in (4) for simplic-
ity; however, we can obtain non-asymptotic bounds on
the classification risk under more general assumptions.
For a fixed value of p := nr, our analysis allows the
tail eigenvalues corresponding to indices p < ` ≤ d
to be non-uniform. The requirement that the top p
eigenvalues are the same is somewhat more stringent;
in general, when the eigenvalues are different, the sur-
vival operator S is not a multiple of the identity. This
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could lead to qualitatively different behavior, as now
η̂ may be distorted from η∗ due to differences in the
eigenvalues of TG. This problem disappears in the case
that either (a) η∗ is proportional to a single eigenfunc-
tion or (b) the first p eigenvalues of T are identical
(both of which hold in Muthukumar et al., 2021). We
analyze further the extent to which we can bound the
classification risk when neither of these assumptions
holds in Appendix G. Our analysis method requires
λp to be close to λ1 to obtain significant gains for clas-
sification over regression.

4 NUMERICAL EXPERIMENTS

We now perform numerical experiments to demon-
strate how the parameters β, r, and q of the bi-level
ensemble model affect regression and classification per-
formance. We consider the case of Fourier features
v`(x) = ej2π`x for ` = −d, . . . , d over x ∈ [0, 1] with the
uniform sampling measure, and the bi-level ensemble
as defined in (4). The corresponding kernel function is

k(x, y) =

d∑
`=−d

λ`v`(x)v`(y)

= (1− n−(β−r−q))Dp(x− y)

+ n−(β−r−q)Dd(x− y),

where Dm(t) = sin[(2m+1)πt]
sin(πt) is the Dirichlet sinc func-

tion. We consider three cases for the bi-level ensemble
parameters: (β, r, q) = (2.6, 0.3, 0.3), (2.6, 1/3, 5/6),
and (2.6, 0.8, 0.45). We sweep over several values of
n between 10 and 3162. For each n, we generate an
η∗ ∈ span{v`}p`=−p, scaled such that max

x∈[0,1]
|η∗(x)| = 1.

We first attempt to reconstruct η∗(x) from noisy sam-
ples yreg

i = η∗(xi)+ξi for i = 1, . . . , n where ξi are i.i.d.
N (0, 1). We use the kernel ridge regression estimator

η̂∗
reg

= A∗(αIn+AA∗)−1yreg with a regularization pa-
rameter of α = 10−3. We then measure the relative L2

error of the estimate, i.e., Ereg = ‖η∗−η̂reg‖2L2
/‖η∗‖2L2

.

We also attempt to reconstruct η∗(x) from binary ob-
servations yclass

i = +1 with probability (1 + η∗(xi))/2
and −1 with probability (1−η∗(xi))/2 for i = 1, . . . , n.
We use the estimator η̂class = A∗(αIn +AA∗)−1yclass

with a regularization parameter of α = 10−3. We then
measure the relative excess risk, i.e.,

Eclass =

∫
|η∗(x)|1{sign(η̂class(x))6=sign(η∗(x))} dx∫

|η∗(x)| dx
.

The above procedure is repeated over 100 trials. In
Figure 2, we plot the relative L2 error (averaged over
100 trials) versus n and the relative excess risk (aver-
aged over 100 trials) versus n for each of the three sets

Figure 2: Relative L2 errors versus n and the relative
classification excess risks versus n for each of the three sets
of bi-level ensemble parameters (averaged over 100 trials).

of values for β, r, q. In the first case where β = 2.6,
r = 0.3, and q = 0.3, we have r + q < 1 and both
Ereg and Eclass decrease as n increases. In the second
case where β = 2.6, r = 1/3, and q = 5/6, we have
1 − r < q < 3

2 (1 − r) and β > 2r + 2q, and Eclass

decreases as n increases, but Ereg does not decrease as
n increases. In the third case where β = 2.6, r = 0.8,
and q = 0.45, we have that r+q > 1, and q > 3

2 (1−r),
and both Ereg and Eclass do not decrease as n increases.

5 DISCUSSION

In this paper we showed that under minimal assump-
tions on the data and feature map (a) harmless inter-
polation of noise in data is possible, and (b) we can be
classification-consistent in high-dimensional regimes
where we are not regression-consistent. Important fu-
ture directions include considering more general func-
tion models (e.g., any f∗ ∈ H or even f∗ 6∈ H),
better understanding the implications of distortion
among the top eigenfunctions in classification error,
and improving the non-asymptotic rates for classifica-
tion risk from Section 3.1. Another intriguing question
is whether there is an equivalence between interpolat-
ing binary labels and the max-margin SVM (as shown
in Hsu et al., 2021; Muthukumar et al., 2021) in the
more general settings considered in this paper. Fi-
nally, it would be very interesting to study whether
our upper bounds (particularly for classification) can
be matched by non-asymptotic lower bounds.
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Supplementary Material:
Harmless interpolation in regression and classification

with structured features

A NOTATION

For convenience in reading, we collect all notation that is used for the proofs in Table 1.

In addition, we will use many different norms. For a function f : X → R, ‖f‖Lp :=
(

(Ex∼µ|f(x)|p)1/p
)

. For

f ∈ H, ‖f‖H = ‖T −1/2f‖L2
is the RKHS norm. For u ∈ Rn, ‖u‖`2 is the standard Euclidean norm. We denote

the L2, H, and `2 inner products by 〈·, ·〉L2
, 〈·, ·〉H, and 〈·, ·〉`2 , respectively.

‖·‖L2
, ‖·‖H, and ‖·‖`2 also denote operator norms when applied to operators from the corresponding Hilbert

space to itself. We will write the operator norm of an operator T : H1 → H2 (for any Hilbert spaces H1 and
H2) with respect to the H1 and H2 norms as ‖T‖H1→H2

. Similarly, ‖T‖HS,H1→H2
refers to the Hilbert-Schmidt

norm of T with respect to the H1 and H2 inner products.

Table 1: Notation

Symbol(s) Definition(s) Description

kx kx = k(·, x) Kernel function centered at x
T T (f) =

∫
f(x)kx dµ(x) Integral operator of kernel k

{(λ`, v`)}∞`=1 T (f) =
∑∞
`=1 λ`〈f, v`〉L2

v`, λ1 ≥ λ2 ≥ · · · Eigenvalue decomposition of T

A A(f) =

f(x1)
...

f(xn)

 Sampling operator from H to Rn

A∗ A∗(z) =
∑n
i=1 zikxi

Adjoint of A w.r.t H and `2 inner
products

G, G⊥ G = span{v1, . . . , vp}
Span of first p eigenfunctions of T
(and its complement)

I (IG) Identity operator (restricted to G)
TG, TG⊥ TG = T PG, TG⊥ = T PG⊥ T restricted to G and G⊥

AG, R AG = APG,R = APG⊥
Restrictions of sampling operator
to G, G⊥

C, C∗ C = AG, C∗ = T −1
G A∗G

Sampling operator and its adjoint
on G w.r.t. L2 inner product on G

α Explicit regularization parameter

αL, αU αLIn � αIn +RR∗ � αUIn
Lower and upper bounds on ex-
plicit+implicit regularization

ᾱ, α̃ ᾱ = 2αUαL
αU+αL

, α̃ = αU+αL
2

Harmonic and arithmetic means of
αU , αL

B B = (IG +A∗G(α+RR∗)−1AG)−1 Bias operator on G

S S = IG − B
Kernel regression operator (“sur-
vival”) on G

B B =
(
IG + n

ᾱTG
)−1

Idealized approximation to bias B

S S = IG − B = n
ᾱTG

(
IG + n

ᾱTG
)−1 Idealized approximation to sur-

vival S
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B DETAILED INTERPOLATION LITERATURE SURVEY

Recent work has shown that the “harmless interpolation” phenomenon becomes more pronounced with increased
(effective) overparameterization when the minimum-Hilbert-norm interpolator is used in kernel regression (Liang
& Rakhlin, 2020; Liang et al., 2020) or the minimum-norm interpolator is used in linear regression (Adlam &
Pennington, 2020; Ba et al., 2020; Bartlett et al., 2020; Belkin et al., 2020; D’Ascoli et al., 2020; Dhifallah & Lu,
2020; Gerace et al., 2020; Hastie et al., 2019; Hu & Lu, 2020; Li et al., 2021; Liao et al., 2020; Lin & Dobriban,
2021; Mei et al., 2021; Mei & Montanari, 2021; Muthukumar et al., 2020; Tsigler & Bartlett, 2020) in a variety
of models. See Bartlett et al., 2021; Belkin, 2021; Dar et al., 2021 for recent surveys of this line of work.

All of these models make at least one of the following assumptions: (a) independence of features (Bartlett et al.,
2020; Chinot & Lerasle, 2020; Hastie et al., 2019; Muthukumar et al., 2020), (b) sub-Gaussianity in the feature
vector (Bartlett et al., 2020; Tsigler & Bartlett, 2020), (c) high data dimension (Adlam & Pennington, 2020; Ba
et al., 2020; D’Ascoli et al., 2020; Dhifallah & Lu, 2020; Gerace et al., 2020; Hastie et al., 2019; Hu & Lu, 2020;
Li et al., 2021; Liang & Rakhlin, 2020; Liang et al., 2020; Liao et al., 2020; Mei et al., 2021; Mei & Montanari,
2021), or (d) explicit structure in the kernel operator/feature map (Adlam & Pennington, 2020; Ba et al., 2020;
Belkin et al., 2020; D’Ascoli et al., 2020; Dhifallah & Lu, 2020; Gerace et al., 2020; Hu & Lu, 2020; Li et al.,
2021; Liang & Rakhlin, 2020; Liang et al., 2020; Liao et al., 2020; Lin & Dobriban, 2021; Mei et al., 2021; Mei &
Montanari, 2021; Muthukumar et al., 2020). For specific kernels like the Laplace kernel, statistically consistent
interpolation may actually require growing data dimension with the number of training examples (Rakhlin &
Zhai, 2019), as the data dimension fundamentally alters the eigenvalues of the Laplace kernel integral operator.
In contrast, our results do not explicitly posit any of these assumptions. Our sufficient conditions for harmless
interpolation are expressed purely in terms of the eigenvalues of the kernel integral operator and do not require
special structure either on the eigenfunctions or the integral operator itself.

C PROOFS OF DETERMINISTIC-SAMPLE RESULTS

We begin with the proofs of the deterministic-sample results (Theorems 1 and 2).

In this section, we will often abbreviate scaled identity operators such as aIn, aI, aIG, aIG⊥ by the number a.
The meaning should be clear from context.

C.1 Bias

The main technical challenge for proving Theorem 1 is bounding the approximation error between the “ideal”

bias operator B =
(
IG + n

ᾱTG
)−1

(discussed in Section 2.4) and the actual bias, which turns out to be B :=
(IG + A∗G(α + RR∗)−1AG)−1 (derived in the proof of Theorem 1 below). The following result quantifies this
error.

Lemma 7. Under the conditions of Theorem 1,

‖B − B‖H→L2 ≤
c

1− c
‖B‖H→L2 ,

where c < 1 is an upper bound on the quantity αU−αL
αU+αL

+ 2
n‖C

∗C − nIG‖L2
(as defined in Theorem 1).

Proof. Recall that we have assumed

αU − αL
αU + αL

+
2

n
‖C∗C − nIG‖L2

≤ c < 1.

A standard perturbation argument (e.g., Horn and Johnson, 1985, p. 335) gives

B − B =

∞∑
i=1

(−1)i
[
B
(
A∗G(α+RR∗)−1AG −

n

ᾱ
TG
)]k
B

=

( ∞∑
i=1

(−1)i
[(
T −1
G +

n

ᾱ
IG
)−1(

C∗(α+RR∗)−1C − n

ᾱ
IG
)]k)

B
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as long as the operator norm (in any space) of the bracketed operator
(
T −1
G + n

ᾱIG
)−1(C∗(α+RR∗)−1C − n

ᾱIG
)

is strictly less than 1.

We now show that this is the case. We have∥∥∥C∗(α+RR∗)−1C − n

ᾱ
IG
∥∥∥
L2

≤
∥∥∥∥C∗((α+RR∗)−1 − 1

ᾱ

)
C
∥∥∥∥
L2

+
1

ᾱ
‖C∗C − nIG‖L2

≤ ‖C‖2L2→`2 max

{∣∣∣∣ 1

αL
− 1

ᾱ

∣∣∣∣, ∣∣∣∣ 1

αU
− 1

ᾱ

∣∣∣∣}+
1

ᾱ
‖C∗C − nIG‖L2

≤ αU − αL
2αUαL

(
n+ ‖C∗C − nIG‖L2

)
+

1

ᾱ
‖C∗C − nIG‖L2

,

where the first and third inequalities use the triangle inequality, and the second inequality uses αL � α+RR∗ �
αU . Then, since ∥∥∥∥(T −1

G +
n

ᾱ
IG
)−1

∥∥∥∥
L2

≤ ᾱ

n
,

we have ∥∥∥∥(T −1
G +

n

ᾱ
IG
)−1(

C∗(α+RR∗)−1C − n

ᾱ
IG
)∥∥∥∥

L2

≤ αU − αL
αU + αL

+

(
1 +

αU − αL
αU + αL

)
· 1

n
‖C∗C − nIG‖L2

≤ αU − αL
αU + αL

+
2

n
‖C∗C − nIG‖L2

≤ c.

Since c < 1, the rest of the bound follows via the expression for the infinite sum of a geometric series.

We are now ready to prove our main deterministic bias result (Theorem 1).

Proof of Theorem 1. Since f∗ ∈ G, the full expression for the noiseless regression estimate is

f̂0 =

[
A∗G
R∗
]

(α+AGA∗G +RR∗)−1AGf∗.

The pushthrough identity gives

(α+AGA∗G +RR∗)−1AG = (α+RR∗)−1(In +AGA∗G(α+RR∗)−1)−1AG
= (α+RR∗)−1AG(IG +A∗G(α+RR∗)−1AG)−1.

This gives

PG(f̂0) = A∗G(α+RR∗)−1AG(IG +A∗G(α+RR∗)−1AG)−1f∗

= (IG − (IG +A∗G(α+RR∗)−1AG)−1)f∗

and

PG⊥(f̂0) = R∗(α+RR∗)−1AG(IG +A∗(α+RR∗)−1A∗)−1f∗.

We denote the actual bias and survival operators on G as

B = (IG +A∗G(α+RR∗)−1AG)−1, and

S = IG − B.

We then have
PG(f̂0) = Sf∗,
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and

PG⊥(f̂0) = R∗(α+RR∗)−1AGBf∗.

Clearly, ‖f∗ − PG(f̂0)‖L2 = ‖Bf∗‖L2 ≤ ‖B‖H→L2‖f∗‖H. To bound ‖PG⊥(f̂0)‖L2 , note that (recalling C = AG)∥∥R∗(α+RR∗)−1AG
∥∥
L2
≤ ‖IG⊥‖H→L2 · ‖R∗(α+RR∗)−1‖`2→H · ‖C‖L2→`2 .

Note that ‖IG⊥‖H→L2
= ‖T 1/2

G⊥
‖H =

√
λp+1, and

‖C‖2L2→`2 = ‖C∗C‖L2
≈ ‖nIG‖L2

= n.

Furthermore, note that the singular values (from `2 to H) of the operator R∗(α+RR∗)−1 are√
λk(RR∗)

α+ λk(RR∗)
≤ 1√

α+ λk(RR∗)
≤ 1
√
αL

, k = 1, . . . , n,

where λk(S) denotes the kth eigenvalue of a symmetric matrix S. Therefore,

∥∥R∗(α+RR∗)−1AG
∥∥
L2

.
√
λp+1 ·

1
√
αL
·
√
n =

√
nλp+1

αL
.

Noting that ᾱ ≤ 2αL, we have

‖f̂0 − f∗‖L2
.

(
1 +

√
nλp+1

ᾱ

)
‖B‖H→L2

‖f∗‖H.

Lemma 7 gives

‖B‖H→L2
≤ ‖B‖H→L2

+ ‖B − B‖H→L2
≤ 1

1− c
‖B‖H→L2

.

Also, one can also easily check that ‖B‖H ≤ 1, and therefore ‖B‖H→L2
≤
√
λ1. Thus

‖B‖H→L2 ≤ min

{√
λ1,

1

1− c
‖B‖H→L2

}

Using the fact that ‖B‖H→L2
. min

{√
ᾱ
n ,

ᾱ

n
√
λp

}
completes the proof.

With the proof of Theorem 1 complete, recall that we introduced a more refined expression for the estimation
error due to bias in Lemma 6 for the purpose of bounding classification error. Note that the proof of Lemma 6
is a very simple modification of the preceding proof. The error in G⊥ is bounded the same way. For the error in
G, we bound the norm of (S −S)f∗ = (B−B)f∗ instead of f∗−Sf∗ = Bf∗, and therefore we replace ‖B‖H→L2

by ‖B − B‖H→L2 in the bound.

C.2 Variance

Recall that αL � α+RR∗ � αU and α̃ = αU+αL
2 . Also recall the formula

ε = A∗(α+AA∗)−1ξ.

To allow us to replace α+AA∗ with α̃+AGA∗G, we need the following result:

Lemma 8.

‖(α̃+AGA∗G)(α+AA∗)−1‖`2 ≤
1

2

(
αU
αL

+ 1

)
.
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Proof. Since (α + AA∗) − (α̃ + AGA∗G) = α + RR∗ − α̃, another perturbation expansion (see Appendix C.1)
gives

(α̃+AGA∗G)−1 − (α+AA∗)−1 =

∞∑
k=1

(−1)k+1(α̃+AGA∗G)−1
[
(α+RR∗ − α̃)(α̃+AGA∗G)−1

]k
,

which is valid since αL � α+RR∗ � αU implies∥∥(α+RR∗ − α̃)(α̃+AGA∗G)−1
∥∥
`2
≤ 1

α̃
· αU − αL

2
=
αU − αL
αU + αL

< 1.

Then

In − (α̃+AGA∗G)(α+AA∗)−1 =

∞∑
k=1

(−1)k+1
[
(α+RR∗ − α̃)(α̃+AGA∗G)−1

]k
.

We apply the triangle inequality to get

‖(α̃+AGA∗G)(α+AA∗)−1‖`2 ≤ ‖In‖`2 +

∞∑
k=1

∥∥(α+RR∗ − α̃)(α̃+AGA∗G)−1
∥∥k
`2

≤ 1 +

∞∑
i=1

(
αU − αL
αU + αL

)i
=

1

2

(
αU
αL

+ 1

)
.

We can now prove the main “variance” error bound:

Proof of Theorem 2. Since var(ξi) ≤ σ2 for each i, we have

Eξ‖ε‖2L2
≤ σ2‖A∗(α+AA∗)−1‖2HS,`2→L2

= σ2‖A∗(α̃+AGA∗G)−1(α̃+AGA∗G)(α+AA∗)−1‖2HS,`2→L2

≤ σ2

4

(
αU
αL

+ 1

)2

‖A∗(α̃+AGA∗G)−1‖2HS,`2→L2
,

where the last inequality substitutes Lemma 8. Furthermore, we have

‖A∗(α̃+AGA∗G)−1‖2HS,`2→L2
= ‖A∗G(α̃+AGA∗G)−1‖2HS,`2→L2

+ ‖R∗(α̃+AGA∗G)−1‖2HS,`2→L2

≤ ‖(α̃+A∗GAG)−1A∗G‖2HS,`2→L2
+

trL2
(R∗R)

α̃2

= ‖(α̃T −1
G + C∗C)−1C∗‖2HS,`2→L2

+
trL2

(R∗R)

α̃2

.
p

n
+

trL2
(R∗R)

α̃2
,

where the last inequality is due to the fact that C is an n× p-dimensional operator, all of whose singular values
are close to

√
n.

Therefore,

Eξ‖ε‖2L2
. σ2

(
αU
αL

+ 1

)2(
p

n
+

trL2(R∗R)

α̃2

)
.
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C.2.1 High-probability Noise Bounds

If the ξi’s are sub-Gaussian, we could use the Hanson-Wright inequality for sub-Gaussian random vectors (see,
e.g., Rudelson and Vershynin, 2013) to get a high-probability bound in Theorem 2,

Note that we can write

‖ε‖2L2
= 〈Zξ, ξ〉`2 ,

where

Z = (α+AA∗)−1AT A∗(α+AA∗)−1.

We have already calculated an upper bound on the expectation of this quadratic form. To use the Hanson-Wright
inequality to bound the upper tail, we need to bound both ‖Z‖`2 and ‖Z‖HS (where ‖Z‖HS is the Hilbert-Schmidt
norm with respect to the Euclidean inner product, also known as the Frobenius norm). By a similar argument
as before, we have

‖Z‖`2 ≤
1

4

(
αU
αL

+ 1

)2

‖Z̃‖`2 ,

and

‖Z‖HS ≤
1

4

(
αU
αL

+ 1

)2

‖Z̃‖HS,

where

Z̃ = (α̃+AGA∗G)−1AT A∗(α̃+AGA∗G)−1

= (α̃+AGA∗G)−1AGTGA∗G(α̃+AGA∗G)−1︸ ︷︷ ︸
Z̃G

+ (α̃+AGA∗G)−1RTG⊥R∗(α̃+AGA∗G)−1︸ ︷︷ ︸
Z̃
G⊥

.

Note that

Z̃G = AG(α̃+A∗GAG)−1TG(α̃+A∗GAG)−1A∗G = C(α̃T −1
G + C∗C)−2C∗.

By a similar argument as before (in which we were effectively calculating the trace of Z̃G), we have ‖Z̃G‖`2 . 1
n

and ‖Z̃G‖HS .
√
p

n .

Similarly, ‖Z̃G⊥‖`2 ≤ 1
α̃2 ‖RTG⊥R∗‖`2 , and ‖Z̃G⊥‖HS ≤ 1

α̃2 ‖RTG⊥R∗‖HS.

D PROOFS OF OPERATOR CONCENTRATION RESULTS

Proof of Lemma 1. Let diag(Z) denote the projection of Z onto the space of diagonal matrices, and let diag⊥(Z)
denote the orthogonal projection (i.e., onto the space of matrices with zero diagonal). Note that

‖RR∗ − (tr TG⊥)In‖ ≤ ‖diag⊥(RR∗)‖+ ‖diag(RR∗)− (tr TG⊥)In‖
≤ ‖diag⊥(RR∗)‖HS + max

i
|kR(xi, xi)− tr TG⊥ |

≤
√∑

i 6=j

(kR(xi, xj))2 + ‖kR(·, ·)− tr TG⊥‖∞.

Squaring, taking an expectation, and noting that

E
x,y

i.i.d.∼µ
(kR(x, y))2 = tr(T 2

G⊥)

completes the proof.
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Proof of Lemma 2. We have

trL2
(R∗R) =

n∑
i=1

trL2
(kRxi ⊗ k

R
xi)

=

n∑
i=1

‖kRxi‖
2
L2

=

n∑
i=1

∑
`>p

λ2
`v

2
` (xi).

Taking an expectation completes the proof.

Proof of Lemma 3. We can write the operator C∗C as a sum of independent random operators:

C∗C =

n∑
i=1

z(xi)⊗ z(xi),

where

z(x) :=

p∑
`=1

v`(x)v`.

Note that the BOS condition implies ‖z(x)‖2L2
≤ Cp almost surely in x. We also have E z(x) ⊗ z(x) = IG for

x ∼ µ.

We use a matrix Bernstein inequality (Tropp, 2015, Theorem 6.6.1) to analyze the zero-mean sum

C∗C − nIG =

p∑
i=1

(z(xi)⊗ z(xi)−E z(xi)⊗ z(xi)).

Writing Xi = z(xi)⊗ z(xi)−E z(xi)⊗ z(xi), we have ‖Xi‖L2
≤ Cp almost surely, and

EX2
i � E(z(xi)⊗ z(xi))2 = E‖z(xi)‖2L2

z(xi)⊗ z(xi) � CpE z(xi)⊗ z(xi) = CpIG.

The Bernstein inequality then gives that for any t > 0, with probability at least 1− e−t,

‖C∗C − nIG‖L2
=

∥∥∥∥∥
n∑
i=1

Xi

∥∥∥∥∥
L2

.
√
Cpn(t+ log p) + Cp(t+ log p).

Proof of Lemma 4. For z ∈ Rn, we have

〈RR∗z, z〉 =
∑
`>p

λ`〈w`, z〉2.

By our assumptions, this is the sum of independent random variables.

If ‖z‖`2 = 1, then, for each `, 〈w`, z〉2 is sub-exponential (as the square of a sub-Gaussian variable; since the
sub-Gaussian norm is bounded, so is the sub-exponential norm), E〈w`, z〉2 = 1, and E〈w`, z〉4 . 1.

Note that in this case, E〈RR∗z, z〉 = tr TG⊥ = 〈(tr TG⊥)Inz, z〉, and

E(〈RR∗z, z〉 −E〈RR∗z, z〉)2 =
∑
`>p

λ2
` E(〈w`, z〉2 −E〈w`, z〉2)2

.
∑
`>p

λ2
` .
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A Bernstein inequality then implies that for t > 0, with probability at least 1− e−t, we have

|〈RR∗z, z〉 − tr TG⊥ | .

√√√√√
∑
`>p

λ2
`

t+ λp+1t.

By a standard covering argument (e.g., Vershynin, 2018, Exercise 4.4.3), we then obtain, with probability at
least 1− e−t,

max
z∈Sn−1

|〈RR∗z, z〉 − tr TG⊥ | .

√√√√√
∑
`>p

λ2
`

(n+ t) + λp+1(n+ t),

where Sn−1 is the unit sphere in Rn.

E TIGHTNESS OF GENERAL FEATURE RESULTS

With no independence assumptions on the features {v`(x)}`, our general results require d & n2 in order to upper
and lower bound the residual Gram matrix RR∗ by constant multiples of the identity. The following theorem
shows that for Fourier features, d & n2 is in fact a necessary condition, i.e. if d = o(n2), then the condition
number of RR∗ grows as n→∞.

Theorem 3. Consider the case of Fourier features with bi-level eigenvalues, i.e. v` ∈ L2([0, 1]) for ` = −d, . . . , d,
which are defined by v`(x) = ej2π`x for x ∈ [0, 1], and λ` = 1 for |`| ≤ p, λ` = γ ∈ (0, 1) for p < |`| ≤ d. Then,
for any constant τ > 0, the residual Gram matrix RR∗ satisfies

λmax(RR∗)
λmin(RR∗)

&
n4

τ2d2

with probability at least 1− e−τ .

Intuitively, if there exist distinct indices i, i′ = 1, . . . , n such that xi and xi′ are very close together, then the
i-th and i′-th columns (and rows) of RR∗ are nearly identical, and thus, RR∗ is nearly rank-deficient. We now
make this argument rigorous.

Proof. First, pick any two indices i, i′ ∈ {1, . . . , n} with i 6= i′ and consider the 2× 2 submatrix of RR∗ formed
by the i-th and i′-th rows and columns, i.e,

(RR∗)sub :=

[
kR(xi, xi) kR(xi, xi′)
kR(xi′ , xi) kR(xi′ , xi′)

]
.

The kernel restricted to G⊥ is given by

kR(x, y) =
∑

p<|`|≤d

λ`v`(x)v`(y)

=
∑

p<|`|≤d

γej2π`(x−y)

= γ
sin[(2d+ 1)π(x− y)]− sin[(2p+ 1)π(x− y)]

sin[π(x− y)]
.

Hence, kR(xi, xi) = kR(xi′ , xi′) = 2(d− p)γ.
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Furthermore, using the inequality 2 cos θ ≥ 2− θ2 for θ ∈ R, we have

sin[(2d+ 1)πt]− sin[(2p+ 1)πt]

sin[πt]
=

∑
p<|`|≤d

ej2π`t

=

d∑
`=p+1

2 cos(2π`t)

≥
d∑

`=p+1

[
2− (2π`t)2

]

= 2(d− p)− 4π2

 d∑
`=p+1

`2

 t2

≥ 2(d− p)− 4π2d2(d− p)t2

for all t ∈ R, and thus,

kR(xi, xi′) = kR(xi′ , xi) = γ
sin[(2d+ 1)π(xi − xi′)]− sin[(2p+ 1)π(xi − xi′)]

sin[π(xi − xi′)]
≥ 2(d− p)γ − 4π2d2(d− p)γ(xi − xi′)2.

We can then bound the smallest eigenvalue of RR∗ by

λmin(RR∗) ≤ λmin((RR∗)sub) = kR(xi, xi)− kR(xi, xi′) ≤ 4π2d2(d− p)γ(xi − xi′)2.

Then, by using the trivial bound λmax(RR∗) ≥ 1
n tr(RR∗) = 1

n · 2(d− p)γn = 2(d− p)γ, we have

λmax(RR∗)
λmin(RR∗)

≥ 2(d− p)γ
4π2d2(d− p)γ(xi − xi′)2

=
1

2π2d2(xi − xi′)2
.

This bound holds for any distinct indices i 6= i′. A relatively straightforward calculation1 shows that if x1, . . . , xn
are i.i.d. Uniform[0, 1], then for any δ ∈ (0, 1

n−1 ),

P {|xi − xi′ | ≥ δ for all i 6= i′} = n! P {xi−1 + δ ≤ xi for all i = 2, . . . , n}

= n!

∫
· · ·
∫
{0≤x1, xi−1+δ≤xi for i=2,...,n, xn≤1}

dx1 · · · dxn

= n!

∫
· · ·
∫
{yi≥0 for i=1,...,n, y1+···+yn≤1−(n−1)δ}

dy1 · · · dyn

= n! · 1

n!
(1− (n− 1)δ)n

= (1− (n− 1)δ)n

where we made the change of variable y1 = x1 and yi = xi − xi−1 − δ for i = 2, . . . , n, and we used the fact that
the volume of the standard n-simplex is 1

n! . Hence, if 0 < δ < 1
n−1 , the probability that |xi − xi′ | ≤ δ for some

indices i 6= i′ is 1− (1− (n− 1)δ)n.

If 0 < τ < n, we can apply this result for δ = τ
n(n−1) , to obtain that with probability 1 − (1 − τ

n )n ≥ 1 − e−τ

there exist i 6= i′ such that |xi − xi′ | ≤ τ
n(n−1) , and thus,

λmax(RR∗)
λmin(RR∗)

≥ 1

2π2d2(xi − xi′)2
≥ n2(n− 1)2

2π2d2τ2
&

n4

τ2d2
.

If τ ≥ n, then it is guaranteed that there exist two indices i 6= i′ which satisfy |xi − xi′ | ≤ 1
n−1 ≤

τ
n(n−1) , and

the same bound holds.

1Thanks to Hans’s answer at https://mathoverflow.net/questions/1294

https://mathoverflow.net/questions/1294
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F PROOF OF BI-LEVEL ENSEMBLE ASYMPTOTIC RESULTS

If β > 2 and r < 1, the concentration results Lemmas 1 and 3 will hold as n becomes large, since we will have
n� p log p and d−p ≈ nβ � n2. We now apply Lemma 6 and Theorem 2 to the bi-level ensemble. Since we are
in the interpolating regime, we take α = 0; then, αL = λmin(RR∗) and αU = λmax(RR∗) are the smallest and
largest eigenvalues of RR∗. As long as αL and αU are close together (which we will analyze next), we will have

α̃ ≈ ᾱ ≈
∑
`>p

λ` ≈ nβ · n−(β−r−q) = nr+q.

Furthermore, ∑
`>p

λ2
` ≈ nβn−2(β−q−r) = n2q+2r−β .

Applying these scalings to Theorem 2 gives us

Eξ‖ε‖2L2
. nr−1 +

n

n2(r+q)
n2q+2r−β = nr−1 + n1−β .

To bound the bias, note that combining the above calculations with Lemma 1 gives

αU − αL
αU + αL

.
1

ᾱ

√
n2
∑
`>p

λ2
`

≈ 1

nr+q

√
n2n2q+2r−β

= n1−β/2.

Combining this with Lemma 3, the quantity c in Theorem 1 and Lemma 6 can be bounded as

c . n1−β/2 + n(r−1)/2
√

log n.

Then Lemma 6 gives

‖η̂0 − Sη∗‖L2

‖η∗‖H
.

(
n1−β/2 + n(r−1)/2

√
log n+

√
n−(β−r−q)n

nr+q

)
·min

{
1, nr+q−1, n(r+q−1)/2

}
.
(
n1−β/2 + n(r−1)/2

√
log n

)
min{1, nr+q−1}.

Recall from (3) that excess classification risk has upper bound E ≤ ‖η̂r‖L2

s for any decomposition η̂0 = sη∗ + η̂r
with an s > 0 that we can choose. We will now characterize the terms s and ‖η̂r‖L2

, beginning with the factor
s. The ideal survival operator is given by

S = IG −
(
IG +

n

ᾱ
TG
)−1

=
1

1 + ᾱn
IG ≈

1

1 + nr+q−1
IG.

Then, we can decompose

η̂ = Sη∗ + η̂r ≈
1

1 + nr+q−1
η∗ + η̂r,

where η̂r = ε+ η̂0 − Sη∗. This gives us s ≈ 1
1+nr+q−1 .

Next, we bound ‖η̂r‖L2
. We have

‖η̂r‖L2
. n(r−1)/2 + n(1−β)/2 +

(
n1−β/2 + n(r−1)/2

√
log n

)
·min{1, nr+q−1}‖η∗‖L2

.

Above, we used the fact that ‖η∗‖L2
= ‖η∗‖H.

There are several cases to consider (recall that we are already assuming β > 2 and r < 1):



Harmless interpolation with structured features

1. q < 1−r: In this case, s ≈ 1
1+nr+q−1 → 1, and ‖η̂r‖L2 → 0. Thus both the excess regression and classification

risk converge to 0 as n→∞.

2. If q > 1−r, we have s→ 0 and ‖η̂r‖L2 → 0, so ‖η̂‖L2 → 0. Therefore will will not get regression consistency
(for nonzero η∗).

3. If 1− r < q < 3
2 (1− r) and β > 2r + 2q, then s→ 0, but

‖η̂r‖L2

s ≈ ‖η̂r‖L2
· (1 + nr+q−1)→ 0, so the excess

classification risk converges to zero as n→∞ even though the regression risk does not.

4. If 1 − r < q < 3
2 (1 − r) but β < 2r + 2q or if q > 3

2 (1 − r), our analysis does not yield any convergence
results. It is an interesting and important direction for future work to characterize precisely what relations
between the parameters q, r, β are both sufficient and necessary for classification risk to go to 0 as n→∞.

G DISTORTION ANALYSIS

In this section, we analyze more carefully the regularization-induced distortion. In particular, we consider how
different the (deterministic) ideal survival operator S is from a multiple of the identity. Recall that

S = IG −
(
IG +

n

ᾱ
TG
)−1

=
n

ᾱ
TG
(
IG +

n

ᾱ
TG
)−1

.

We want to solve

arg min
s>0

∥∥sIG − S∥∥H→L2
= arg min

s>0

∥∥∥sT 1/2
G − T 1/2

G S
∥∥∥
L2

= arg min
s>0

max
1≤`≤p

√
λ`

∣∣∣∣s− λ`
λ` + ᾱ

n

∣∣∣∣.
We abbreviate b := ᾱ

n . The objective function in s is convex as the maximum of convex functions. Some convex
analysis tell us that there must be (at least) two distinct i, j ∈ {1, . . . , p} such that, for s at its optimal value
s∗, both i and j achieve the maximum over `, and the arguments to the absolute value have different signs.
Assuming, without loss of generality, that λj > λi, this implies

arg min
s>0

max
1≤`≤p

√
λ`

∣∣∣∣s− λ`
λ` + ᾱ

n

∣∣∣∣ =
√
λi

(
s∗ − λi

λi + b

)
=
√
λj

(
λj

λj + b
− s∗

)
.

Note that the last expression is increasing in λj , so we can take j = 1. Solving for s∗ gives

s∗ =
λiλ1 + b(λi + λ1 −

√
λiλ1)

(b+ λi)(b+ λ1)
.

Plugging this into the objective function gives

‖s∗IG − S‖H→L2
= max

i

b
√
λiλ1(

√
λ1 −

√
λi)

(b+ λ1)(b+ λi)
.

One can check that if λp ≥ λ1(
1+

√
1+

λ1
b

)2 , this minimum is achieved for i = p. Otherwise, we can find an upper

bound by optimizing over continuous λ:

max
i

b
√
λiλ1(

√
λ1 −

√
λi)

(b+ λ1)(b+ λi)
≤ max

λ≥0

b
√
λλ1(

√
λ1 −

√
λ)

(b+ λ1)(b+ λ)

=
bλ

3/2
1

2(b+ λ1)(b+
√
b(b+ λ1))

,
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where the minimum is achieved at λ = λ1(
1+

√
1+

λ1
b

)2 .

Whatever value of λ we use, we then have, for the corresponding choice of s,

‖sIG − S‖H→L2

s
=

b
√
λ1λ(

√
λ1 −

√
λ)

λ1λ+ b(λ1 + λ−
√
λ1λ)

.

For λ = λ1(
1+

√
1+

λ1
b

)2 , we get

‖sIG − S‖H→L2

s
≤

√
bλ1(b+ λ1)

2b+ 2λ1 +
√
b(b+ λ1)

.

If ᾱ
n = b & λ1, then this last bound is approximately

√
λ1 ≈ ‖IG‖H→L2

, so there appears to be little hope of
getting small classification error from this bound.

Alternatively, if ᾱ
n � λ1, we get

‖sIG − S‖H→L2

s
.

√
ᾱ

n
.

However, recall that the regression error is of the same order, so this analysis does not significantly improve our
classification risk.

Therefore, the only regime in which we gain anything over the regression analysis is when λp >
λ1(

1+

√
1+

λ1
b

)2 .

If b & λ1, then this constraint implies that λp/λ1 is not very small. Furthermore,

‖s∗IG − S‖H→L2

s∗
≈
√
λp
λ1

(
√
λ1 −

√
λp).

Since λp is not too small, this ratio is only small when λ1 and λp are very close together.

If b . λ1, the constraint implies λp & b. Then

‖s∗IG − S‖H→L2

s∗
≈ b√

λ1λp
(
√
λ1 −

√
λp).

This is better than the previous case when b is small, and it improves over the regression error bound when λ1

and λp are close. However, note that in this case we get c & 1, so unless λp is very close to λ1, there is no
significant improvement over regression error.
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