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Abstract

A class of parameter-free online linear op-
timization algorithms is proposed that har-
nesses the structure of an adversarial se-
quence by adapting to some side informa-
tion. These algorithms combine the reduc-
tion technique of Orabona and Pál (2016)
for adapting coin betting algorithms for on-
line linear optimization with universal com-
pression techniques in information theory
for incorporating sequential side informa-
tion to coin betting. Concrete examples
are studied in which the side information
has a tree structure and consists of quan-
tized values of the previous symbols of the
adversarial sequence, including fixed-order
and variable-order Markov cases. By mod-
ifying the context-tree weighting technique
of Willems, Shtarkov, and Tjalkens (1995),
the proposed algorithm is further refined to
achieve the best performance over all adap-
tive algorithms with tree-structured side in-
formation of a given maximum order in a
computationally efficient manner.

1 INTRODUCTION

In this paper, we consider the problem of online linear
optimization (OLO) in a Hilbert space V with norm
∥ · ∥. In each round t = 1, 2, . . ., a learner picks an
action xt ∈ V , receives a vector gt ∈ V with ∥gt∥ ≤ 1,
and suffers loss ⟨gt,xt⟩. In this repeated game, the
goal of the learner is to keep her cumulative regret
small with respect to any competitor u for any ad-
versarial sequence gT := g1, . . . ,gT , where the cumu-
lative regret is defined as the difference between the
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cumulative losses of the learner and u ∈ V , i.e.,

RegT (u) := Reg(u;gT ) :=

T∑

t=1

⟨gt,xt⟩ −
T∑

t=1

⟨gt,u⟩.

Albeit simple in nature, an OLO algorithm serves as
a versatile building block in machine learning algo-
rithms (Shalev-Shwartz, 2011); for example, it can be
used to solve online convex optimization.

While there exist standard algorithms such as on-
line gradient descent (OGD) that achieve optimal re-
gret of order RegT (u) = O(∥u∥

√
T ), these algorithms

typically require tuning parameters with unknowns
such as the norm ∥u∥ of a target competitor u. For
example, OGD with step size η = 1/

√
T achieves

RegT (u) = O((1 + ∥u∥2)
√
T ) for any u ∈ V , while

OGD with η = U/
√
T achieves RegT (u) = O(U

√
T )

for any u ∈ V such that ∥u∥ ≤ U ; see, e.g., (Shalev-
Shwartz, 2011). To avoid tuning parameters, several
parameter-free algorithms have been proposed in the
last decade, aiming to achieve cumulative regret of or-
der Õ(∥u∥

√
T ) for any u ∈ V without knowing ∥u∥

a priori (Orabona, 2013; McMahan and Abernethy,
2013; Orabona, 2014; McMahan and Orabona, 2014;
Orabona and Pál, 2016), where Õ(·) hides any polylog-
arithmic factor in the big O notation; the extra poly-
logarithimic factor is known to be necessary (Orabona,
2013; McMahan and Abernethy, 2013).

While these optimality guarantees on regret seem suf-
ficient, they may not be satisfactory in bounding the
incurred loss of the algorithm, due to the limited
power of the class of static competitors u as a bench-
mark. For example, consider the adversarial sequence
g,−g,g,−g, . . . for a fixed vector g ∈ B := {x ∈
V : ∥x∥ ≤ 1}. Despite the apparent structure (or pre-
dictability) in the sequence, the best achievable reward
of any static competitor u ∈ V is zero for any even T .
In general, the cumulative loss of a static competitor u
is
∑T

t=1⟨gt,u⟩ = ⟨∑T
t=1 gt,u⟩, and can be large if and

only if the norm ∥∑T
t=1 gt∥ is large, or equivalently,

when g1, . . . ,gT are well aligned. It is not only a the-
oretical issue, since, for example, when we consider a



practical scenario such as weather forecasting, the se-
quence (gt) may have such a temporal structure that
can be exploited in optimization, rather than being
completely adversarial.

One remedy for this issue is to consider a larger
class of competitors, which may adapt to the history
gt−1 := g1, . . . ,gt−1. Hereafter, we use xst to denote
the sequence xt, . . . , xs for t ≤ s and xt := xt1 by con-
vention. For instance, in the previous example, con-
sider a competitor which can play two different actions
u+1 and u−1 based on the quantization Q(gt−1) =
sgn(⟨f ,gt−1⟩) for some fixed f ∈ V ; for example, we
chose standard vectors ei for a Euclidean space V in
our experiments; see Section 4. Then the best loss
achieved by the competitor class on this sequence be-
comes −(T/2)∥g∥(∥u+1∥ + ∥u−1∥), which could be
much smaller than 0. We remark that, from the view
of binary prediction, this example can be thought of
a first-order Markov prediction, which takes only the
previous time step into consideration. Hence, it is nat-
ural to consider a k-th order extension of the previous
example, i.e., a competitor that adapts to the length-
k sequence Q(gt−1

t−k) := Q(gt−k) . . . Q(gt−1) ∈ {1, 1̄}k,
where we define 1̄ := −1.
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Figure 1: T =
{∗1, 11̄, 1̄1̄}.

We can even further sophisticate
a competitor’s dependence struc-
ture by allowing it to adapt to
a tree structure (also known as a
variable-order Markov structure) of
the quantization sequence, which
is widely deployed structure in se-
quence prediction; see, e.g., (Be-
gleiter et al., 2004). For exam-
ple, for the depth-2 quantization se-
quence Q(gt−1

t−2), rather than adapt-
ing to the all four possible states, a competitor may
adapt to the suffix falls into a set of suffixes T =
{∗1, 11̄, 1̄1̄} of one fewer states; here, ∗ denotes that
any symbol from {1, 1̄} is possible in that position. As
depicted in Figure 1 for T, in general, a suffix set has a
one-to-one correspondence between a full binary tree,
and is thus often identified as a tree; see Section 3.3.2
for the formal definition and further justification of the
tree side information.

Since we do not know a priori which tree structure
is best to adapt to, we ultimately aim to design an
OLO algorithm that achieves the performance of the
best tree competitor of given maximum depth D ≥ 1.

Since there are O(22
D

) possible trees of depth at most
D, it becomes challenging even for a moderate size of
D. We remark that the problem of following the best
tree structure in hindsight, the tree problem in short,
is a classical problem which has been studied in mul-
tiple areas such as information theory (Willems et al.,

1995) and online learning (Freund et al., 1997), but an
application of this framework to the OLO problem has
not been considered in the literature.

To address this problem, we combine two technical
components from online learning and information the-
ory. Namely, we apply an information theoretic tech-
nique of following the best tree structure for universal
compression, called the context tree weighting (CTW)
algorithm invented by Willems et al. (1995), to gener-
alize a parameter-free OLO algorithm called the KT
OLO algorithm proposed by Orabona and Pál (2016),
which is designed based on universal coin betting.
Consequently, as the main result, we propose the CTW
OLO algorithm that efficiently solves the problem with
only O(D) updates per round achieving nearly mini-
max optimal regret; see Section 3.3.

We motivate the proposed approach by solving two
intermediate, abstract OLO problems, the one with
(single) side information (Section 3.1) and the other
with multiple side information (Section 3.2), and pro-
pose information theoretic OLO algorithms (i.e., prod-
uct KT and mixture KT) respectively, which might be
of independent interest. We remark, however, that it
is not hard to convert any parameter-free algorithm
to solve the abstract problems with same guarantees
and complexity of the proposed solutions, using exist-
ing meta techniques such as a black-box aggregation
scheme by Cutkosky (2019) with per-state extension of
a base OLO algorithm; hence, the contribution of the
intermediate solutions is rather purely of intellectual
merit.

In Section 4, we experimentally demonstrate the power
of the CTW OLO algorithm with real-world tempo-
ral datasets. We conclude with some remarks in Sec-
tion 5. All proofs and discussion with related work are
deferred to Appendix due to the space constraint.

Notation Given a tuple a = (a1, . . . , am), we use∑
a :=

∑m
i=1 ai to denote the sum of all entries in

a tuple a. For example, we write
∑
gt−1 to denote

the sum of g1, . . . , gt−1 by identifying gt−1 as a tu-
ple (g1, . . . , gt−1). For the empty tuple (), we de-
fine

∑
() := 0 by convention. We use |a| to denote

the number of entries of a tuple a. For a tuple of
vectors u1:S := (u1, . . . ,uS) ∈ V × · · · × V , we use
∥u∥1:S := (∥u1∥, . . . , ∥uS∥) ∈ RS

≥0 to denote the tuple
of norms of each entry.

2 PRELIMINARIES

We review the coin betting based OLO algorithm of
Orabona and Pál (2016). From this point, we will
describe all algorithms in the reward maximization
framework, which is philosophically consistent with



the goal of gambling, to avoid any confusion, but we
will keep using the conventional naming OGD even
though it is actually gradient ascent.1

2.1 Continuous Coin Betting and 1D OLO

Consider the following repeated gambling. Starting
with an initial wealth W0, at each round t, a player
picks a signed relative bet bt ∈ [−1, 1]. At the end of
the round, a real number gt ∈ [−1, 1] is revealed as an
outcome of the “continuous coin toss” and the player
gains the reward gtbtWt−1. This game leads to the
cumulative wealth

Wt(g
t) = W0

t∏

i=1

(1 + gibi).

When gt ∈ {±1}, this game boils down to the stan-
dard coin betting, where the player splits her wealth
into 1+bt

2 Wt−1 and 1−bt
2 Wt−1, and bets the amounts

on the binary outcomes +1 and −1, respectively. It
is well known that the standard coin betting game is
equivalent to the binary compression, or binary log-
loss prediction, which have been extensively studied
in information theory; see, e.g., (Cover and Thomas,
2006, Chapter 6).

Even when the outcomes gt are allowed to take con-
tinuous values, many interesting connections remain
to hold. For example, the Krichevsky and Trofimov
(1981)’s (KT) probability assignment, which is com-
petitive against i.i.d. Bernoulli models, can be trans-
lated into a betting strategy

bKT(gt−1) := bKTt (
∑
gt−1),

where bKTt (x) := x
t for x ∈ [−t + 1, t − 1]. As a natu-

ral continuous extension of the KT probability assign-
ment, we define the KT coin betting potential

ψKT(gt) := ψKT
t (

∑
gt) := 2tq̃KTt (

∑
gt),

where

q̃KTt (x) := B
( t+ x+ 1

2
,
t− x+ 1

2

)/
B
(1

2
,

1

2

)

for x ∈ [−t, t] and B(x, y) := Γ(x)Γ(y)/Γ(x + y) and
Γ(x) denote the Beta function and Gamma function,
respectively. We remark that the interpolation for
continuous values is naturally defined via the Gamma
functions. This simple KT betting scheme guarantees
that the cumulative wealth satisfies

WT (gT ) ≥W0ψ
KT(gT ) = W02T q̃KTT (

∑
gT ) (2.1)

1Note that one can translate a reward maximization
algorithm to an equivalent loss minimization algorithm by
feeding −gt instead of gt, and vice versa.

for any T ≥ 1 and g1, . . . , gT ∈ [−1, 1]; see the proof
of Theorem 2.1 in Appendix. It can be easily shown
that the wealth lower bound is near-optimal when
compared to the best static bettor bt = b for some
fixed b ∈ [−1, 1] in hindsight, the so-called Kelly bet-
ting (Kelly Jr., 1956). This follows as a simple conse-
quence of the fact that the KT probability assignment
is a near-optimal probability assignment for universal
compression of i.i.d. sequences. In this paper, going
forward the interpretation of the coin betting poten-
tial as probability assignment in the parlance of com-
pression will prove useful.

In their insightful work, Orabona and Pál (2016)
demonstrated that the universal continuous coin bet-
ting algorithm can be directly translated to an OLO
algorithm with a parameter-free guarantee. By defin-
ing an absolute betting wt := btWt−1, we can write the
cumulative wealth in an additive form

Wt(g
t) = W0 +

t∑

i=1

gtwt,

whence we interpret
∑t

i=1 giwi as the cumulative re-
ward in the 1D OLO with g1, . . . , gt ∈ [−1, 1]. Now, if
we define the KT coin betting OLO algorithm by the
action

wKT
t := wKT(gt−1) = bKT(gt−1)Wt−1(gt−1),

then the “universal” wealth lower bound (2.1) with
respect to any gT can be translated to establish a
“parameter-free” bound on the 1D regret

Reg(u; gT ) :=

T∑

t=1

gtu−
T∑

t=1

gtw
KT
t ,

against static competitors u ∈ R. Let (ψKT
T )⋆ : R →

R denote the Fenchel dual of the potential function
ψKT
T : R→ R, i.e.,

(ψKT
T )⋆(u) := sup

g∈R
(gu− ψKT

T (g)).

Theorem 2.1. For any g1, . . . , gT ∈ [−1, 1], the 1D
OLO algorithm wKT

t = bKT(gt−1)Wt−1 satisfies

sup
u∈R

{
Reg(u; gT )−W0(ψKT

T )⋆
( u

W0

)}
≤W0.

In particular, for any u ∈ R, we have

Reg(u; gT ) ≤
√
Tu2 ln(Tu2/(e

√
πW2

0) + 1) + W0.

2.2 Reduction of OLO over a Hilbert Space
to Continuous Coin Betting

This reduction can be extended for OLO over a Hilbert
space V with norm ∥·∥, where we wish to maximize the



cumulative reward
∑T

t=1⟨gt,xt⟩ for g1, . . . ,gT ∈ B :=
{x ∈ V : ∥x∥ ≤ 1}. Orabona and Pál (2016) proposed
the following OLO algorithm over Hilbert space based
on the continuous coin betting. For an initial wealth
W0 > 0, we define the cumulative wealth

WT (gT ) := W0 +

T∑

t=1

⟨gt,xt⟩

as the cumulative reward plus the initial wealth, anal-
ogously to the coin betting. If we define the vectorial
betting given gt−1 as

vKT(gt−1) := bKTt (∥∑gt−1∥)
∑

gt−1

∥∑gt−1∥ =
1

t

∑
gt−1

and define a potential function

ΨKT(gt) := ψKT
t (∥

∑
gt∥) = 2tq̃KTt (∥∑gt∥),

then the corresponding OLO algorithm ensures the
wealth lower bound Wt(g

t) ≥ W0ΨKT(gt), and thus
the corresponding regret upper bound in the same
spirit of Theorem 2.1.

Theorem 2.2 (Orabona and Pál, 2016, Theorem 3).
For any g1, . . . ,gT ∈ B, the OLO algorithm wKT

t =
vKT(gt−1)Wt−1 based on the coin betting satisfies
WT ≥W0ΨKT(gT ), and moreover

sup
u∈V

{
Reg(u;gT )−W0(ψKT

T )⋆
(∥u∥
W0

)}
≤W0.

In particular, for any u ∈ V , we have

Reg(u;gT ) ≤
√
T∥u∥2 ln(T∥u∥2/(e√πW2

0) + 1) +W0.

3 MAIN RESULTS

In what follows, we will illustrate how to incorporate
(multiple) sequential side information based on coin
betting algorithms in OLO over Hilbert space with
an analogous guarantee by extending the aforemen-
tioned algorithmic reduction and guarantee transla-
tion. In doing so, we will leverage the connection be-
tween coin betting and compression, and adopt uni-
versal compression techniques beyond the KT strat-
egy, namely per-state adaptation (Section 3.1), mix-
ture (Section 3.2), and context tree weighting tech-
niques (Section 3.3.2). For each case, we will first de-
fine a potential function and introduce a correspond-
ing vectorial betting which guarantees the cumulative
wealth to be at least the desired potential function.

3.1 OLO with Single Side Information via
Product Potential

We consider the scenario when a (discrete) side infor-
mation H = (ht ∈ [S])t≥1 is sequentially available for

some S ≥ 1. That is, at each round t, the side infor-
mation ht is revealed before the plays. As motivated
in the introduction, the canonical example is a causal
side information based on the history gt−1 such as a
quantization of gt−1

t−D for some D ≥ 1. Yet another
example is side information given by an oracle with
foresight such as ht = sgn(⟨gt, f⟩), i.e., the sign of the
correlation between a fixed vector f ∈ V and the in-
coming symbol gt, as a rough hint to the future.

We define an adaptive competitor with respect to the
side information H, denoted as u1:S [H] for an S-tuple
u1:S := (u1, . . . ,uS) ∈ V × · · · × V , to play uht

at
time t, and let C[H] := {u1:S [H] : u1:S ∈ V × · · · × V }
denote the collection of all such adaptive competitors.

We first observe that the cumulative loss incurred by
an adaptive competitor u1:S [H] ∈ C[H] can be decom-
posed with respect to the states defined by the side
information symbols, i.e.,

T∑

t=1

⟨gt,uht
⟩ =

S∑

s=1

〈 ∑

t∈[T ]:ht=s

gt,us

〉
.

Hence, a naive solution is to run independent OGD
algorithms for each subsequence gt(s;ht) := (gi : hi =
s, i ∈ [t]) sharing the same side information s ∈ [S];
it is straightforward to show that the per-state OGD
with optimal learning rates achieves the regret of or-
der O(

∑S
s=1 ∥us∥

√
Ts) with knowing the competitor

norms ∥u∥1:S . Like the per-state OGD algorithm, we
can also extend other parameter-free algorithms such
as DFEG (Orabona, 2013) and AdaNormal (McMa-
han and Orabona, 2014) to adapt to side information;
see Appendix B. This is what we call the per-state ex-
tension of an OLO algorithm.

Here, we propose a different type of parameter-free
per-state algorithm based on coin betting. To compete
against any adaptive competitor from C[H], we define
a product KT potential function

ΨKT(gt;ht) :=
∏

s∈[S]

ΨKT(gt(s;ht))

=
∏

s∈[S]

ψKT
ts (∥∑gt(s;ht)∥),

where ts := |gt(s;ht)| for each s ∈ [S]. Note that
ΨKT(gt;ht) is a function of the summations of the
subsequences (

∑
gt(1;ht), . . . ,

∑
gt(S;ht)). For each

time t, we then define the vectorial KT betting with
side information ht as the application of the vectorial
KT betting onto the subsequence corresponding to the
current side information symbol ht, i.e.,

vKT(gt−1;ht) := vKT(gt−1(ht;h
t−1)).



Unlike the other per-state extensions which play inde-
pendent actions for each state thus allowing straight-
forward analyses, the per-state KT actions

wKT
t (gt−1;ht) = vKT(gt−1;ht)Wt−1 (3.1)

depend on all previous history gt−1 due to the wealth
factor Wt−1. We can establish the following guarantee
with the same line of argument in the proof of Theo-
rem 2.1, by analyzing the Fenchel dual of ΨKT(gt;ht).
Recall that for a multivariate function Ψ: Rd → R, its
Fenchel dual Ψ⋆ : Rd → R is defined as

Ψ⋆(y) := sup
x∈Rd

(yTx−Ψ(x)).

Theorem 3.1. For any side information H = (ht ∈
[S])t≥1 and any g1, . . . ,gT ∈ B, let ϕKTT1:S

: RS → R be
the Fenchel dual of the function

(f1, . . . , fS) 7→
∏

s∈[S]

ψKT
Ts

(fs),

where Ts := |{t ∈ [T ] : ht = s}|. Then, the OLO al-
gorithm wKT

t (gt−1;ht) := vKT(gt−1;ht)Wt−1 satisfies
WT ≥W0ΨKT(gT ;hT ), and moreover

sup
u1:S

{
Reg(u1:S [H];gT )−W0ϕ

KT
T1:S

(∥u∥1:S
W0

)}
≤W0.

In particular, for any u1:S [H] ∈ C[H],

Reg(u1:S [H];gT ) = W0 + Õ

(√√√√
S∑

s=1

Ts∥us∥2
)
. (3.2)

Example 3.1. Recall the “easy” adversarial sequence
gT = (g,−g,g, . . . ,−g) for some g ∈ B previously
considered in the introduction. For a side infor-
mation ht = sgn(⟨gt, f⟩) with some f ∈ V , Theo-
rem 3.1 states that Reg((u+,u−);gT ) = Õ((∥u+∥ +
∥u−∥)

√
T ), matching the regret guarantee of the opti-

mally tuned per-state OGD up to logarithmic factors.
Overall, the regret guarantee against adaptive com-
petitors for the per-state KT method implies a much
larger overall reward than was achieved by an algo-
rithm competing against static competitors.

Remark 3.1 (Cost of noninformative side information).
Consider a scenario where competitors of the form
u1:S = (u, . . . ,u) with some vector u ∈ V perform
best; in this case, an algorithm without adapting to
side information may suffice for optimal regret guar-
antees. Even in such cases with noninformative side
information, the dominant factor in the regret remains
the same as the regret guarantee with respect to the
static competitor class, since

∑S
s=1 Ts∥us∥2 = T∥u∥2.

Remark 3.2 (Effect of large S). While side informa-
tion with larger S may provide more levels of gran-
ularity, too large S may degrade the performance of

the per-state algorithms. Intuitively, if S ≫ 1, it
is likely that we will see each state only few times,
which results in poor convergence for almost every
state. These are also captured in the regret guar-
antee; we note that the hidden logarithmic factor of
the regret bound (3.2) might incur a multiplicative
factor of at most O(

√
S). Similarly, in the opti-

mal regret attained by the per-state OGD, we have
O(
∑S

s=1 ∥us∥
√
Ts) ≤ O(maxs∈[S] ∥us∥

√
ST ).

3.2 OLO with Multiple Side Information via
Mixture of Product Potentials

Now suppose that multiple side information sequences

{H(m) = (h
(m)
t ∈ S(m))t≥1 : m ∈ [M ]} are sequen-

tially available; for example, each H(m) can be either
constructed based on a different quantizer Qm : V →
{1, 1̄} and/or based on the history gt−1

t−Dm
of differ-

ent lengths Dm ≥ 0, each of which aims to capture
a different structure of (gt). In this setting, we aim
to minimize the worst regret among all possible side
information, i.e.,

max
m∈[M ]

Reg(u1:S(m) [Hm];gT )

=

T∑

t=1

⟨gt,wt⟩ − min
m∈[M ]

T∑

t=1

⟨gt,u
(H)
hmt
⟩, (3.3)

which is equivalent to aiming to follow the best side
information in hindsight.

We first remark that Cutkosky (2019) recently pro-
posed a simple black-box meta algorithm that com-
bines multiple OLO algorithms achieving the best re-
gret guarantee, which can also be applied to solving
this multiple side information problem. For example,
for algorithms (Am)m∈[M ] each of which play an ac-

tion w
(m)
t , the meta algorithm A which we refer to the

addition plays wt =
∑M

m=1 w
(m)
t and guarantees the

regret

RegAT (u) ≤ ε+ min
m∈[M ]

RegAm

T (u),

provided that Am’s suffer at most constant regret ε
against u = 0; the same guarantee also hold for adap-
tive competitors.

Rather, we propose the following information theoretic
solution. For each side information sequence H(m), we
can apply the per-state KT algorithm from the previ-
ous section, which guarantees the wealth lower bound
W0ΨKT(gt; (h(m))t). To achieve the best among the
per-state KT algorithms, we consider the mixture po-
tential

Ψmix(gt;ht) =

M∑

m=1

wmΨKT(gt; (h(m))t)



for some w1, . . . , wM > 0 such that
∑M

m=1 wm = 1.

Here, ht := (h
(1)
t , . . . , h

(M)
t ) denotes the side informa-

tion vector revealed at time t. When there exists no
prior belief on how useful each side information is, one
can choose the uniform weight w1 = . . . = wM = 1/M
by default. Now, define the vectorial mixture betting
given gt−1 and ht as

vmix(gt−1;ht) :=
umix(gt−1;ht)

Ψmix(gt−1;ht−1)
, where

umix(gt−1;ht)

:=

M∑

m=1

wmΨKT(gt−1; (h(m))t−1)vKT(gt−1; (h(m))t),

and finally define the mixture OLO algorithm by the
action

wmix
t (gt−1;ht) := vmix(gt−1;ht)Wt−1. (3.4)

In the language of gambling, the mixture strategy bets
by distributing her wealth based on the weights wm’s
to strategies, each of which is tailored to a side in-
formation sequence, and thus can guarantee at least
wm times the cumulative wealth attained by the m-th
strategy following H(m) for any m ∈ [M ].

Theorem 3.2. For any side information
H(1), . . . ,H(M) and any g1, . . . ,gT ∈ B, the mixture
OLO algorithm (3.4) satisfies WT ≥W0Ψmix(gT ;hT ),
and moreover for any m ∈ [M ], we have

sup
u

1:S(m)

{
Reg(u1:S(m) [H(m)]);gT )

− wmW0ϕ
KT
T
1:S(m)

(∥u∥1:S(m)

wmW0

)}
≤ wmW0.

In other words, for any m and any u1:S(m) , we have

Reg(u1:S(m) [Hm];gT )

= wmW0 + Õ

(√√√√
(

ln
1

wm

) Sm∑

sm=1

T
(Hm)
sm ∥u(Hm)

sm ∥2
)
.

Remark 3.3 (Cost of mixture). A mixture strategy
adapts to any available side information with the cost
of replacing W0 with wmW0 in the regret guarantee
for each m ∈ [M ]. Since the dependence of regret
on W0 scales as O(

√
ln(1 + 1/W0) + W0) from Theo-

rem 3.1, a small wm may degrade the quality of the
regret guarantee by only a small multiplicative factor
O(
√

ln(1/wm)).

Remark 3.4 (Comparison to the addition technique).
While the mixture algorithm attains a similar guaran-
tee to the addition technique (Cutkosky, 2019), it is
only applicable to coin betting based algorithms and
requires a rather sophisticated aggregation step. Thus,

if there are only moderate number of side information
sequences, the addition of per-state parameter-free al-
gorithms suffices. The merit of mixture will become
clear in the next section in the tree side information
problem of combining O(22

D

) many components for
a depth parameter D ≥ 1, while a naive application
of the addition technique to the tree problem is not
feasible due to the number of side information; see
Section 5 for an alternative solution with the addition
technique.

3.3 OLO with Tree Side Information

In this section, we formally define and study a tree-
structured side information H, which was illustrated
in the introduction. We suppose that there exists
an auxiliary binary sequence Ω = (ωt ∈ {±1})t≥1,
which is revealed one-by-one at the end of each round;
hence, a learner has access to ωt−1 when deciding
an action at round t. In the motivating problem in
the introduction, such an auxiliary sequence was con-
structed as ωt := Q(gt) with a fixed binary quantizer
Q : V → {±1}.

3.3.1 Markov Side Information

Given Ω = (ωt)t≥1, the most natural form of side
information is the depth-D Markov side information
ht := ωt−1

t−D ∈ {±1}D, i.e., the last D bits of (ωt)t≥1—
note that it can be mapped into a perfect binary tree
of depth D with 2D possible states.

Example 3.2. As an illustrative application of the mix-
ture algorithm and a precursor to the tree side in-
formation problem, suppose that we wish to com-
pete with any Markov side information of depth ≤ D.
Then, there are D + 1 different side information, one
for each depth d = 0, . . . , D; for simplicity, assume
uniform weights wd = 1/(D + 1) for each depth d.
Then, Theorem 3.2 guarantees that the mixture OLO
algorithm (3.4) satisfies, for any depth d = 0, . . . , D,

Reg(u
(d)

1:2d
;gT )

=
W0

D + 1
+ Õ

(√√√√ln(D + 1)

2d∑

s=1

T
(d)
s ∥u(d)

s ∥2
)

for any competitor u
(d)

1:2d
∈ V 2d , where we identify 2d

possible states by 1, . . . , 2d and T
(d)
s is the number of

time steps with s as side information.

While a larger D can capture a longer dependence in
the sequence, however, the performance of a per-state
algorithm could significantly degrade due to the expo-
nential number of states as pointed out in Remark 3.2.



3.3.2 Tree-Structured Side Information

The limitation of Markov side information motivates
a general tree-structured side information (or tree side
information in short). Informally, we say that a se-
quence has a depth-D tree structure if the state at
time t depends on at most D of the previous occur-
rences, corresponding to a full binary tree of depth D;
see Figure 1. This degree of freedom allows to con-
sider different lengths of history for each state, leading
to the terminology variable-order Markov structure, as
opposed to the previous fixed-order Markov structure.
If an underlying structure is approximately captured
by a tree structure of depth D with the number of
leaves far fewer than 2D, the corresponding per-state
algorithm can enjoy a much lower regret guarantee.

We now formally define a tree side information. We
say that a string ω1−lω2−l . . . ω0 is a suffix of a string
ω′
1−l′ω

′
2−l′ . . . ω

′
0, if l ≤ l′ and ω−i = ω′

−i for all
i ∈ {0, . . . , l − 1}. Let λ denote the empty string. We
define a (binary) suffix set T as a set of binary strings
that satisfies the following two properties (Willems
et al., 1995): (1) Properness: no string in T is a suffix
of any other string in T; (2) Completeness: every semi-
infinite binary string . . . ht−2ht−1ht has a suffix from
T. Since there exists an one-to-one correspondence
between a binary suffix set and a full binary tree, we
also call T a suffix tree. Given D ≥ 0, let T≤D denote
the set of all suffix trees of depth at most D.

For a suffix tree T ∈ T≤D, we define a tree side in-
formation HT;Ω with respect to T and Ω = (ωt)t≥1 as
the matching suffix from the auxiliary sequence. We
can also identify ht, the tree side information defined
by T at time t, with a unique leaf node sTt ∈ T. For
example, if a suffix set T consists of all possible 2D

binary strings of length D ≥ 1, then it boils down to
the fixed-order Markov case ht = ωt−1

t−D.

For a single tree T, the goal is to keep the regret

Reg(u[T];gT ) :=

T∑

t=1

⟨gt,wt − uT
sTt
⟩

small for any competitor u[T] := (uT
s )s∈T. In the next

two subsections, we aim to follow the performance of
the best suffix tree of depth at most D, or equivalently,
to keep the worst regret maxT∈T≤D

RegA(u[T];gt)
small for any collection of competitors (u[T])T∈T≤D

.

Remark 3.5 (Matching Lower Bound). When the aux-
iliary sequence Ω is constructed from a binary quan-
tizer Q with the history gt−1 as mentioned earlier,
we can show an optimality of the per-state KT algo-
rithm in Section 3 for a single tree by establishing a
matching regret lower bound extending the technique
of Orabona (2019, Theorem 5.12); see Appendix C.2.3.

Below, we will use the tree potential with respect to T
and Ω defined as

ΨKT(gt;T,Ω) :=
∏

s∈T

ΨKT(gt(s; Ω)),

where we write s ∈ T for any leaf node s of the tree T
with a slight abuse of notation and we define

gt(s; Ω) := (gi : s is a suffix of ωi−1
i−D, 1 ≤ i ≤ t).

From now on, we will hide any dependence on Ω when-
ever the omission does not incur confusion.

3.3.3 Context Tree Weighting for OLO with
Tree Side Information

To compete against the best competitor adaptive to
any tree side information of depth ≤ D, a natural solu-
tion is to consider a mixture of all tree potentials; note,
however, that there are doubly-exponentially many

O(22
D

) possible suffix trees of depth ≤ D, and thus
it is not computationally feasible to compute such a
mixture naively. Instead, inspired by the context tree
weighting (CTW) probability assignment of Willems
et al. (1995), we analogously define the CTW potential
as ΨCTW(gt) := ΨCTW

λ (gt) with a recursive formula

ΨCTW
s (gt) (3.5)

:=

{
1
2ΨKT

s (gt) + 1
2ΨCTW

1̄s (gt)ΨCTW
1s (gt) if |s| < D

ΨKT
s (gt) if |s| = D
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Figure 2: A context tree
of depth 2.

for any binary string
s of length ≤ D and
ΨKT

s (gt) := ΨKT(gt(s)).
Conceptually, this recur-
sion can be performed
over the perfect suffix
tree of depth D, which
we denote by TD and
call the context tree of
depth D; see Figure 2 for
the context tree of depth
D = 2. Following the
same logic of Willems et al. (1995), one can easily show
that

ΨCTW(gt) =
∑

T∈T≤D

w(T)ΨKT(gt;T)

for w(T) = 2−ΓD(T), where ΓD(T) := 2|T| − 1− |{s ∈
T : |s| = D}| is a complexity measure of a full binary
tree T of depth ≤ D, |T| denotes the number of leaf
nodes of a full binary tree T, and T≤D denotes the set
of all suffix trees of depth ≤ D.

For a path ρ from the root to a leaf node of TD and
a full binary tree T, we let sT(ρ) denote the unique
leaf node of T that intersects with the path ρ. We also



define vKT(gt−1;T) := vKT(gt−1(sT(ωt−1
t−D))). Then,

based on the construction of the vectorial betting for a
mixture potential in Section 3.2, we define the vectorial
CTW betting

vCTW(gt−1) :=
uCTW(gt−1)

ΨCTW(gt−1)
, where (3.6)

uCTW(gt−1) :=
∑

T∈T≤D

w(T)ΨKT(gt−1;T)vKT(gt−1;T),

then we define the CTW OLO algorithm as the action

wCTW(gt−1) := vCTW(gt−1)Wt−1(gt−1). (3.7)

By Theorem 3.2, we readily have the regret guarantee
of the CTW OLO algorithm as follows:

Corollary 3.3. Let D ≥ 0 be fixed. For any
g1, . . . ,gT ∈ B, the CTW OLO algorithm (3.7) sat-
isfies WT ≥W0ΨCTW(gT ). Moreover, we have

Reg(u[T];gT )

= w(T)W0 + Õ

(√(
ln

1

w(T)

)∑

s∈T

TT
s ∥uT

s ∥2
)

for any tree T ∈ T≤D, where TT
s denotes the number

of occurrences of a side information symbol s ∈ T with
respect to the tree side information HT;Ω.

Hence, the CTW OLO algorithm (3.7) can tailor to
the best tree side information in hindsight. Now, the
remaining question is: can we efficiently compute the
vectorial CTW betting (3.6)? As a first attempt, the
summation over the trees T ∈ T≤D in (3.6) can be
naively computed via a similar recursive formula as
(3.5). We define

ρ(ωt−1
t−D) := {λ, ωt−1, . . . , ω

t−1
t−D}

and call the active nodes given the side information
suffix ωt−1

t−D.

Proposition 3.4. For each node s of TD, define

uCTW
s (gt−1) :=


1
2
ΨKT

s (gt−1)vKT
s (gt−1)

+ 1
2
uCTW
1̄s (gt−1)uCTW

1s (gt−1) if |s| < D,

ΨKT
s (gt−1)vKT

s (gt−1) if |s| = D,

vKT
s (gt−1) :=

{
vKT(gt−1(s)) if s ∈ ρ(ωt−1

t−D)

1 otherwise.
(3.8)

Then, the recursion is well-defined, and uCTW
λ (gt−1) =

uCTW(gt−1).

While the recursions (3.5) and (3.8) take O(2D) steps

for computing a mixture of O(22
D

) many tree poten-
tials, they are still not feasible as an online algorithm
even for a moderate D. In the next section, we show
that the per-round time complexity O(2D) can be sig-
nificantly improved to O(D) by exploiting the tree
structure further.

3.3.4 The Efficient CTW OLO Algorithm
with O(D) Steps Per Round

(1) Compute vCTW in O(D) steps The key idea
is that, given the suffix ωt−1

t−D, the vector betting

vCTW = uCTW/ΨCTW can be computed efficiently via
the recursive formulas (3.5) and (3.8), by only travers-
ing the active nodes ρ(ωt−1

t−D) = {λ, ωt−1, . . . , ω
t−1
t−D} in

the context tree TD. In order to do so, we define

βs(g
t−1) :=

ΨKT
s (gt−1)

ΨCTW
1̄s

(gt−1)ΨCTW
1s (gt−1)

(3.9)

for every internal node s of TD.

Proposition 3.5. Define

vCTW
sd

(gt−1)

:=





βsd
(gt−1)

βsd
(gt−1)+1v

KT
sd

(gt−1)

+ 1
βsd

(gt−1)+1v
CTW
sd+1

(gt−1) if d < D

vKT
sD (gt−1) if d = D

(3.10)

for sd = ωt−1
t−d ∈ TD, d = 0, . . . , D. Then,

vCTW(gt−1) = vCTW
λ (gt−1).

Hence, if we can store
∑

gt−1(s) and the value
βs(g

t−1) as defined in (3.9) for every node s of TD,
we can compute vCTW in O(D).

(2) Update βs in O(D) steps Upon receiving gt,
we need to update βsd(gt−1) as

βsd(g
t) = βsd(g

t−1)
ΨKT

sd (g
t)

ΨKT
sd (g

t−1)

ΨCTW
sd+1

(gt−1)

ΨCTW
sd+1

(gt)
(3.11)

for each sd = ωt−1
t−d ∈ TD. Here, the ratio

ΨCTW
sd

(gt)/ΨCTW
sd

(gt−1) can be also computed effi-

ciently while traversing the path ρ(ωt−1
t−D) from the leaf

node sD to the root s0 = λ, based on the following re-
cursion:

Proposition 3.6. For each node sd = ωt−1
t−d ∈ TD,

d = 0, . . . , D,

ΨCTW
sd

(gt)

ΨCTW
sd

(gt−1)

=





βsd
(gt−1)

βsd
(gt−1)+1

ΨKT
sd

(gt)

ΨKT
sd

(gt−1)

+ 1
βsd

(gt−1)+1

ΨCTW
sd+1

(gt)

ΨCTW
sd+1

(gt−1)
if d < D

ΨKT
sD

(gt)

ΨKT
sD

(gt−1)
if d = D

. (3.12)

Hence, updating βs’s can be also performed efficiently
in O(D) time. The space complexity of this algorithm
is O(DT ), since there can be at most D nodes acti-
vated for the first time at each round. The complete al-
gorithm is summarized in Algorithm D.3 in Appendix.



4 EXPERIMENTS

To validate the motivation of this work and demon-
strate the power of the proposed algorithms in on-
line convex optimization, we performed online lin-
ear regression with absolute loss following Orabona
and Pál (2016). We observed, however, that the
datasets considered therein do not contain any tem-
poral dependence and thus the proposed algorithms
did not prove useful (data not shown). Instead,
we chose two real-world temporal datasets (Beijing
PM2.5 (Liang et al., 2015) and Metro Interstate Traf-
fic Volume (Hogue, 2019)) from the UCI machine
learning repository (Dua and Graff, 2019). All de-
tails including data preprocessing can be found in Ap-
pendix E and the code that fully reproduce the re-
sults is available at https://github.com/jongharyu/
olo-with-side-information.

To construct auxiliary sequences, we used the canon-
ical binary quantizers Qei

, where ei denotes the i-th
standard vector. We first ran the per-state versions
of OGD, AdaNormal (McMahan and Orabona, 2014),
DFEG (Orabona, 2013), and KT with Markov side in-
formation of different depths and ran the CTW algo-
rithm for the maximum depth ranging 0, 1, 3 . . . , 11.
We optimally tuned the per-state OGD using only
a single rate for all states due to the prohibitively
large complexity of the optimal grid search; see Fig-
ures E.4(a) and E.5(a) in Appendix. While the per-
state KT consistently showed the best performance,
the performance degraded as we used too deep Markov
side information beyond some threshold for all algo-
rithms. In Figures E.4(b) and E.5(b) in Appendix,
CTW often achieved even better performance than the
best performance achieved by KT across the different
choices of quantizer, also being robust to the choice of
the maximum depth.

In practice, however, we do not know which dimen-
sion to quantize a priori. Hence, we showed the per-
formance of the combined CTW algorithms over all
d quantizers aggregated by either the mixture or the
addition—conceptually, the mixture of CTWs can be
viewed as a context forest weighting. As a benchmark,
we also ran the combined KT algorithms over all d
quantizers for each depth. In Figure 3, we summa-
rized the per-coordinate results by taking the best per-
formance over all quantizers; see the first five dashed
lines in the legend. While these are only hypothetical
which were not attained by an algorithm, surprisingly,
the combined CTW algorithms over different quantiz-
ers, either by the mixture or the addition of Cutkosky
(2019), achieved the hypothetically best performance
(plotted solid).

Figure 3: Summary of the experiments.

5 CONCLUDING REMARKS

Aiming to leverage a temporal structure in the se-
quence gn, we developed the CTW OLO algorithm
that can efficiently adapt to the best tree side infor-
mation in hindsight by combining a universal coin bet-
ting based OLO algorithm and universal compression
(or prediction) techniques from information theory.
Experimental results demonstrate that the proposed
framework can be effective in solving real-life online
convex optimization problems.

The key technical contribution of the paper is to con-
sider the product and mixture potentials, motivated
from information theory, and to adapt the CTW al-
gorithm of Willems et al. (2006) to online linear opti-
mization in Hilbert spaces. Main technical difficul-
ties lie in analyzing the product potential (Propo-
sition C.14) and properly invoking Rissanen’s lower
bound in Theorem C.7 to establish the optimality.

We remark that an anonymous reader of an earlier
version of this manuscript proposed a simpler alterna-
tive approach based on a meta algorithm that recasts
any parameter-free OLO algorithm for tree-structured
side information. The idea is to combine the specialist
framework of Freund et al. (1997) and apply the ad-
dition technique of Cutkosky (2019). Running a base
OLO algorithm at each node of a context tree as a
specialist, the meta algorithm adds up the outputs of
the specialists on the active path at each round and
updates them at the end of the round. This approach
achieves a similar regret guarantee of the CTW OLO
(Corllary 3.3) with the same complexity. A detailed
study is beyond the scope of this paper and thus left
as future work.

https://github.com/jongharyu/olo-with-side-information
https://github.com/jongharyu/olo-with-side-information
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Supplementary Material:
Parameter-Free Online Linear Optimization

with Side Information via Universal Coin Betting

A RELATED WORK

There have been several parameter-free methods proposed for OLO in Hilbert space (Orabona, 2013, 2014;
McMahan and Orabona, 2014; Orabona and Pál, 2016) as well as learning with expert advice (LEA) (Freund
and Schapire, 1997; Chaudhuri et al., 2009; Chernov and Vovk, 2010; Luo and Schapire, 2015; Foster et al.,
2015; Koolen and Van Erven, 2015; Orabona and Pál, 2016); see also (Orabona, 2019, Chapter 9) and the
references therein. A parallel line of work on parameter-free methods considers the case when the maximum
norm of gt (often referred to as the Lipschitz constant), which is assumed to be 1 throughout in this paper, is
unknown but the competitor norm ∥u∥ is known (Duchi et al., 2011; Cutkosky and Boahen, 2017). Recently,
Zhang et al. (2021); Chen et al. (2021) studied a similar setting in this paper, albeit establishing guarantees
only for bounded domains. We remark that AdaNormalHedge (Luo and Schapire, 2015) is a parameter-free
LEA algorithm which can compete with mixtures of forcasters with side information, in particular tree experts
via mixtures of sleeping experts; for example, Kuzborskij and Cesa-Bianchi (2020) used AdaNormalHedge with
tree experts for binary classification with absolute loss. For a comprehensive overview of these parameter-free
methods, see the tutorial (Orabona and Cutkosky, 2020).

The connection between OLO and gambling was shown by Orabona and Pál (2016), where they also described a
reduction for LEA. This idea was also applied to training deep neural networks (Orabona and Tommasi, 2017).
While the proposed algorithms in this paper are against stationary competitors, Jun et al. (2017) proposed a
coin betting based OLO algorithm against nonstationary competitors characterized by a sequence of vectors
u1, . . . ,uT such that have at most m change points. Van der Hoeven et al. (2018, Section 5 and particularly
Theorem 9) establishes a connection between the exponential weights (EW) algorithm and the coin-betting
scheme. Earlier on in the paper, in Section 2 the interpretation of compression as a special case of EW with
η = 1 is provided as well. Similarly, Jun and Orabona (2019) utilize such a connection as well. To the best of our
knowledge, however, we did not find a clear bridge constructed between compression and coin-betting methods
in either, even though a careful examination of the mathematical details may hint toward this connection.

Universal compression, which is a classical topic in information theory, aims to compress sequences with no (or
very little) statistical assumptions. In the last century, there have been several techniques proposed that can
compete against the best i.i.d. compressor (Krichevsky and Trofimov, 1981; Rissanen, 1984; Xie and Barron,
1997), finite state compressor (Ziv and Lempel, 1977) and tree compressor (Willems et al., 1995). The CTW
probability assignment invented by (Willems et al., 1995) has been one of the most successful and widely used
universal compression techniques. Beyond compression, this technique has been applied to estimation of directed
information (Jiao et al., 2013), universal portfolios (Kozat et al., 2008), and reinforcement learning (Messias and
Whiteson, 2018), to name a few. The efficient CTW OLO algorithm presented in Section 3.3.4 is in the spirit
of the processing betas algorithm proposed by Willems et al. (2006) for computing the predictive conditional
probability induced by the CTW probability assignment (Willems et al., 1995). Cesa-Bianchi and Lugosi (2006,
Section 5.3) also presented a CTW-based Hedge algorithm for LEA; see bibliographic remarks therein for other
applications of CTW to learning problems.

A related line of recent work on online learning with hints (Dekel et al., 2017; Bhaskara et al., 2020a,b) considers
a scenario where the learner receives a vector ht with ∥ht∥ = 1 such that ⟨ht,gt/∥gt∥⟩ ≥ α > 0 as a “hint”
to the future. However, our setting is not directly comparable, since we only consider a finite side information
and this line of work aims to establish small regret o(

√
T ) measured with respect to static competitors. We also

remark that Rakhlin and Sridharan (2013) studied the problem of OLO when gt is modelled as a “predictable”
sequence, in the sense that gt = M(gt−1) + nt with some adversarial noise nt with a (possibly randomized)
function M ; yet, they considered static competitors unlike this work.



B PER-STATE EXTENSIONS OF EXISTING ALGORITHMS

Here we present per-state versions of OGD and two existing parameter-free OLO algorithms: the dimension-
free exponentiated gradient algorithm (DFEG) (Orabona, 2013) and the adaptive normal algorithm (AdaNor-
mal) (McMahan and Orabona, 2014).

Following the original problem setting in (Orabona, 2013), we describe the per-state DFEG only for online linear
regression. Consider a loss function ℓ(ŷ, y), which is convex and L-Lipschitz in its first argument. At each round
t, a learner picks wt ∈ V . A nature then reveals (xt, yt) ∈ V ×R, and the learner suffers loss ℓt(wt) := ℓ(ŷt, yt),
where ŷt := ⟨wt,xt⟩. Note that the DFEG algorithm requires a norm of the instance ∥xt∥ to form an action wt.

Algorithm B.1 Per-state Dimension-free Exponentiated Gradient (Orabona, 2013) for online regression

1: procedure PerStateDFEG(L, δ, 0.882 ≤ a ≤ 1.109)

2: Initialize θ(s) ← 0 ∈ V,H(s) ← δ for each s ∈ [S]
3: for 1 ≤ t ≤ T do
4: Receive ht ∈ [S] and ∥xt∥
5: Update H(ht) ← H(ht) + L2 max{∥xt∥, ∥xt∥2}
6: Set αt ← a(H(ht))1/2, βt ← (H(ht))3/2

7: if ∥θ(ht)∥ = 0 then
8: Set wt ← 0
9: else

10: Set wt ← θ(ht)

βt∥θ(ht)∥ exp(∥θ(ht)∥
αt

)

11: end if
12: Receive (xt, yt) and incur loss ℓt(wt)

13: Update θ(ht) ← θ(ht) − ∂ℓt(⟨wt,xt⟩)xt

14: end for
15: end procedure

Algorithm B.2 Per-state AdaptiveNormal (McMahan and Orabona, 2014) for OLO with side information

1: procedure PerStateAdaNormal(L, a ≥ 3L2π
4 , ϵ)

2: Initialize θ(s) ← 0 ∈ V for each s ∈ [S]
3: for 1 ≤ t ≤ T do
4: Receive ht ∈ [S]

5: if ∥θ(ht)∥ = 0 then
6: Set wt ← 0
7: else
8: Set wt ← ϵ θ(ht)

∥θ(ht)∥
1

2L ln2(t+1)
{exp( (∥θ(ht)∥+L)2

2at )− exp( (∥θ(ht)∥−L)2

2at )}
9: end if

10: Receive gt and incur loss ⟨gt,wt⟩
11: Update θ(ht) ← θ(ht) − gt

12: end for
13: end procedure

We remark that these two algorithms are also guaranteed to incur essentially the same order of regret without
tuning learning rate. Also, while the per-state KT OLO algorithm serves as a base algorithm in the CTW OLO
algorithm, to be a fair comparison, the two algorithms can be also used as a base in the specialist framework
to solve the tree side information problem, as noted in Section 5. There are, however, two minor disadvantages
we can observe. First of all, the DFEG algorithm is tailored to the online linear regression problem, while the
per-state KT OLO and AdaptiveNormal algorithms can be applied to a general OLO problem. Second, while
the KT OLO has only one hyperparameter, the initial wealth W0, the above two per-state algorithms have two
hyperparameters (except the Lipschitz constant), which may need to be chosen or tuned in practice.



C DEFERRED TECHNICAL MATERIALS

C.1 Proofs for Section 2

C.1.1 Proof of Theorem 2.1

We note that all statements in Section 2 originally appeared in (Orabona and Pál, 2016). The proofs given here
are rephrased and simplified from (Orabona and Pál, 2016).

Before we prove Theorem 2.1, we state some key properties of the KT potential function ψKT.

Proposition C.1. For each t ≥ 1 and any g1, . . . , gt ∈ [−1, 1], the followings hold:

(a) (Coordinatewise convexity) g 7→ ψKT(gt−1g) is convex for g ∈ [−1, 1].

(b) (Consistency) ψKT(gt−1) = 1
2 (ψKT(gt−11) + ψKT(gt−11̄)).

(c) (The relation of signed betting and potential)

bKT(gt−1) =
ψKT(gt−11)− ψKT(gt−11̄)

ψKT(gt−11) + ψKT(gt−11̄)
=
ψKT(gt−11)− ψKT(gt−11̄)

ψKT(gt−1)
.

(d) For any x ∈ [0, t), x(ψKT
t )′′(x) ≥ (ψKT

t )′(x).

Proof. Recall q̃KTt (x) := B( t+x+1
2 , t−x+1

2 )/B( 1
2 ,

1
2 ) and ψKT(gt) := ψKT

t (
∑
gt) := 2tq̃KTt (

∑
gt). (a) and (d) follow

from the properties of the Gamma function Γ(·); for details, see (Orabona and Pál, 2016, Lemma 12) and the
proof therein. (b) and (c) can be easily verified by the definition of the KT potential ψKT.

We remark that the relation (b) can be understood as a continuous extension of the consistency of q̃KT as a
joint probability over a binary sequence gt ∈ {−1, 1}t. Further, in view of the relation (c), the signed bet bKT

is a continuous extension of the prequential probability q̃KT(·|gt−1) induced by the joint probability assignment
q̃KT(gt).

We now show the following single round bound.

Lemma C.2. For any t ≥ 1 and g1, . . . , gt ∈ [−1, 1], we have

(1 + gtb
KT
t (gt−1))ψKT(gt−1) ≥ ψKT(gt).

Proof. By the definition of coin betting potentials, we have

(1 + gtb
KT(gt−1))ψKT(gt−1)

(i)

≥ (1 + gtb
KT(gt−1))

1

2
(ψKT(gt−11) + ψKT(gt−11̄))

(ii)
=
(

1 + gt
ψKT(gt−11)− ψKT(gt−11̄)

ψKT(gt−11) + ψKT(gt−11̄)

)1

2
(ψKT(gt−11) + ψKT(gt−11̄))

=
1 + gt

2
ψKT(gt−11) +

1− gt
2

ψKT(gt−11̄)

(iii)

≥ ψKT(gt).

where (i), (ii), and (iii) follow from (b), (c), and (a) in Proposition C.1, respectively.

While the above lemma establishes the lower bound on the cumulative wealth, we then need the following
statement that connects regret and wealth via convex duality. We remark that this relation is the key statement
that motivates all coin betting based algorithms.

Proposition C.3 (McMahan and Orabona, 2014, (Orabona and Pál, 2016, Lemma 1)). Let Φ: V → R be a
convex function and let Φ⋆ : V → R ∪ {+∞} denote its Fenchel conjugate function. For any g1, . . . ,gT ∈ V ⋆

and any wt, . . . ,wT ∈ V , we have

sup
u∈V
{Reg(u;gT )− Φ(u)} = −

T∑

t=1

⟨gt,wt⟩+ Φ⋆
( T∑

t=1

gt

)
,



where Reg(u;gT ) :=
∑T

t=1⟨gt,u−wt⟩.

Proof. By definition of Fenchel dual, we have

sup
u∈V
{Reg(u;gT )− Φ(u)} = sup

u∈V

{ T∑

t=1

⟨gt,u−wt⟩ − Φ(u)
}

= −
T∑

t=1

⟨gt,wt⟩+ sup
u∈V

{〈 T∑

t=1

gt,u
〉
− Φ(u)

}

= −
T∑

t=1

⟨gt,wt⟩+ Φ⋆
( T∑

t=1

gt

)
.

Now we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. We first show the wealth lower bound Wt ≥ W0ψ
KT(gt) stated in (2.1) by induction on

t. Suppose that Wt−1 ≥W0ψ
KT(gt−1). Then,

Wt = Wt−1 + gtwt

= (1 + bKT(gt−1)gt)Wt−1

(a)

≥ (1 + bKT(gt−1)gt)W0ψ
KT(gt−1)

(b)

≥W0ψ
KT(gt),

where (a) follows from the induction hypothesis and (b) follows from Lemma C.2.

The wealth lower bound can be converted into the desired regret bound by Proposition C.3. That is, we have

sup
u∈R
{Reg(u; gT )− ϕ(u)} = −

T∑

t=1

gtwt + W0ψ
KT(gT ) ≤W0,

where ϕ : R → R is a convex function such that its conjugate function ϕ⋆ : R → R ∪ {+∞} is equal to
W0ψ

KT
T (

∑
gt). Since x 7→ ψKT

T (x) is a convex, proper, closed function, one can check that ϕ(u) = W0(ψKT
T )⋆( u

W0
)

using Lemma C.10.

C.1.2 Proof of Theorem 2.2

As in 1D OLO case, we first show the following single round bound.

Lemma C.4. For any g1, . . . ,gt ∈ B, we have

(1 + ⟨gt,v
KT(gt−1)⟩)ΨKT(gt−1) ≥ ΨKT(gt).

Proof. Let ft−1 :=
∑

gt−1. Consider

(1+⟨gt,v
KT(gt−1)⟩)ΨKT(gt−1)−ΨKT(gt)

= ΨKT(gt−1) + ⟨gt,v
KT(gt−1)⟩ΨKT(gt−1)−ΨKT(gt)

= ψKT
t−1(∥ft−1∥) +

〈
gt, b

KT
t (∥ft−1∥)

ft−1

∥ft−1∥
〉
ψKT
t−1(∥ft−1∥)− ψKT

t (∥ft−1 + gt∥)

(a)

≥ ψKT
t−1(∥ft−1∥) + min

r∈{±1}
{r∥gt∥bKTt (∥ft−1∥)ψKT

t−1(∥ft−1∥)− ψKT
t (∥ft−1∥+ r∥gt∥)}

= min
r∈{±1}

{(1 + r∥gt∥bKTt (∥ft−1∥))ψKT
t−1(∥ft−1∥)− ψKT

t (∥ft−1∥+ r∥gt∥)}

≥ min
g∈[−1,1]

{(1 + gbKTt (∥ft−1∥))ψKT
t−1(∥ft−1∥)− ψKT

t (∥ft−1∥+ g)}



(b)

≥ 0.

Here, we apply Lemma C.8 since ψKT
t satisfies x(ψKT

t )′′(x) ≥ (ψKT
t )′(x) for all x ∈ [0, t), to have (a) by plugging

in u← gt, v← ft−1, c(∥u∥, ∥v∥)← bKTt (∥ft−1∥)
∥ft−1∥ ψKT

t−1(∥ft−1∥), and h(·)← ψKT
t (·). (b) follows from the single round

bound for 1D case established in Lemma C.2.

The proof of Theorem 2.2 now follows similarly to that of Theorem 2.1.

Proof of Theorem 2.2. We show Wt ≥ W0ΨKT(gt) by induction on t. For t = 0, it trivially holds. For t ≥ 1,
assume that Wt−1 ≥W0ΨKT(gt−1) holds. Then, we have

Wt = ⟨gt,w
KT
t ⟩+ Wt−1

= (1 + ⟨gt,v
KT(gt−1)⟩)Wt−1

(a)

≥ (1 + ⟨gt,v
KT(gt−1)⟩)W0ΨKT(gt−1)

(b)

≥W0ΨKT(gt).

Here, (a) follows from the induction hypothesis and (b) follows from the above lemma. The regret bound follows
by the same logic of the 1D case using Proposition C.3 with the additional application of Lemma C.9, which
implies that (ψKT

t )⋆(u) = (ψKT
t )⋆(∥u∥).

C.2 Proofs for Section 3

C.2.1 Proof of Theorem 3.1

The following statement generalizes Proposition C.3 for static competitors to adaptive competitors.

Proposition C.5. Let Φ: V × · · · × V → R be a convex function and let Φ⋆ : V × · · · × V → R ∪ {+∞}. For
any side information sequence H = (ht)t≥1, any g1, . . . ,gT ∈ V ⋆, and any wt, . . . ,wT ∈ V , we have

sup
u1:S∈V×···V

{Reg(u1:S [H];gT )− Φ(u1:S)} = −
T∑

t=1

⟨gt,wt⟩+ Φ⋆
( ∑

t∈[T ]:ht=1

gt, . . . ,
∑

t∈[T ]:ht=S

gt

)
,

where Reg(u1:S [H];gT ) :=
∑S

s=1

∑
t∈[T ]:ht=S⟨gt,us −wt⟩.

Proof. By definition of Fenchel dual, we have

sup
u1:S∈V×···V

{Reg(u1:S [H];gT )− Φ(u1:S)} = sup
u1:S∈V×···V

{ S∑

s=1

∑

t∈[T ]:ht=s

⟨gt,us −wt⟩ − Φ(u1:S)
}

= −
T∑

t=1

⟨gt,wt⟩+ sup
u1:S∈V×···V

{ S∑

s=1

〈 ∑

t∈[T ]:ht=s

gt,us

〉
− Φ(u1:S)

}

= −
T∑

t=1

⟨gt,wt⟩+ Φ⋆
( ∑

t∈[T ]:ht=1

gt, . . . ,
∑

t∈[T ]:ht=S

gt

)
.

We are now ready to prove Theorem 3.1.

Proof of Theorem 3.1. Since the vectorial betting vKT(gt−1;ht) only affects the component potential
ΨKT(gt(ht;h

t−1)) by construction, the wealth lower bound readily follows from the same argument in the proof
of Theorem 2.2. Now, we observe that

ΨKT(gT ;hT ) = 2T
∏

s∈[S]

q̃KTTs
(∥∑gT (s;hT )∥),



where Ts := |{t ∈ [T ] : ht = s}|. Since q̃KTT (x) ≥ 1
2T e

√
π

1√
T
e

2x2

T for T ≥ 1 by (Orabona and Pál, 2016, Lemma 14),

we have

ΨKT(gT ;hT ) ≥
( 1

e
√
π

)S′
1√

T ′
1 · · ·T ′

S

exp
( S∑

s=1

2∥∑gT (s;hT )∥2
T ′
s

)
,

where S′ :=
∑S

s=1 1{Ts ≥ 1} and T ′
s := Ts ∨ 1. Applying Propositions C.5 and C.14 then establishes the regret

upper bound.

C.2.2 Proof of Theorem 3.2

We show Wt ≥ W0Ψmix(gt;ht) by induction on t. For t = 0, it trivially holds. For t ≥ 1, assume that
Wt−1 ≥W0Ψmix(gt−1;ht−1) holds. Then, we have

Wt = ⟨gt,w
mix
t (gt−1;ht)⟩+ Wt−1

= (1 + ⟨gt,v
mix(gt−1;ht)⟩)Wt−1

(a)

≥ (1 + ⟨gt,v
mix(gt−1;ht)⟩)W0Ψmix(gt−1;ht−1)

(b)

≥W0Ψmix(gt;ht).

Here, (a) follows from the induction hypothesis, and (b) follows from the construction of vmix(gt−1;ht). The
regret guarantee for m ∈ [M ] readily follows from the construction of the mixture potential, which guarantees
WT ≥ wmW0ΨKT(gT ; (h(m))T ).

C.2.3 Matching lower bounds for tree side information

We first require the following theorem from (Orabona, 2019).

Theorem C.6 (Orabona, 2019, Theorem 5.11). Suppose that an OLO algorithm satisfies that for each t ≥ 0

sup
gt∈Bt

Reg(0;gt) = − inf
gt∈Bt

t∑

i=1

⟨gi,wi⟩ ≤W
(t)
0 (C.1)

with some nondecreasing sequence (W
(t)
0 )t≥0. Then, for each T ≥ 1, there exists v1, . . . ,vT ∈ B such that

wt = vt

(
W

(T )
0 +

t−1∑

i=1

⟨gi,wi⟩
)

for all t ∈ [T ].

For a binary quantizer Q : B→ {±1}, let HT,Q denote the tree side information with respect to a tree T and an
auxiliary sequence Ω = (ωt)t≥1 with ωt = Q(gt).

Theorem C.7. Let V = Rd be the d-dimensional Euclidean space. Suppose that a binary quantizer Q : B →
{±1} satisfies Q(ej) = 1 and Q(−ej) = −1 for some j ∈ [d]. For T sufficiently large, for any causal OLO
algorithm that satisfies the condition (C.1) in Theorem C.6, for any binary suffix tree T, there exist a sequence
g1, . . . ,gT ∈ B and a competitor (u∗

s)s∈T[HT,Q] ∈M(HT,Q) such that

Reg((u∗
s)s∈T[HT,Q]);gT ) ≥

√√√√
∑

s∈T

Ts∥u∗
s∥22 ln

( (T/|T|)|T|

(W
(T )
0 )2

∑

s∈T

Ts∥u∗
s∥22 + 1

)
+ W

(T )
0 .

Proof. Without loss of generality, assume that the binary quantizer Q : B → {±1} satisfies Q(e1) = 1 and
Q(−e1) = −1. For a binary sequence cT ∈ {±1}T , we set gt = (ct, 0, . . . , 0) for ct ∈ {±1}, so that ⟨gt,wt⟩ = ctxt1.
Then, by Theorem C.6, we can write

xt1 = vt1

(
W

(T )
0 +

t−1∑

i=1

⟨gi,wi⟩
)

= vt1

(
W

(T )
0 +

t−1∑

i=1

cixi1

)



for some vt1 such that |vt1| ≤ 1. Hence, the OLO problem with any causal algorithms satisfying (C.1) with respect

to the 1D sequences gT can be equivalently viewed as the 1D coin betting with initial wealth W0 = W
(T )
0 .

Now, we state the celebrated Rissanen’s lower bound for universal compression in the form of the wealth upper
bound for the coin betting. Rissanen (1996) showed that for any probability assignment q(xT ) on a binary
sequence xT ∈ {0, 1}T , there exists a sequence x̃T ∈ {0, 1} such that

q(x̃T ) ≤ e−
|T|
2 ln T

|T| max
pT

pT(x̃T ),

where the maximum is over all possible tree sources pT with the underlying tree T. This can be translated into
the wealth upper bound for the standard coin betting with binary outcomes ct ∈ {±1} thanks to the equivalence
between the coin betting and universal compression: for any continuous coin betting algorithm which plays a
relative bet bt ∈ [−1, 1] at time t, there exists a binary sequence c̃T ∈ {±1}T such that

WT

W0
=

T∏

t=1

(1 + btc̃t) ≤
( |T|
T

) |T|
2
∏

s∈T

max
bs∈[−1,1]

∏

t∈[T ]:ht=s

(1 + bsc̃t)

(a)

≤
( |T|
T

) |T|
2
∏

s∈T

exp
( ln 2

T ′
s

( ∑

t∈[T ]:ht=s

c̃t

)2)
,

= f
(
(
∑
c̃T (s;HT,Q))s∈T

)
, (C.2)

where ht denotes the suffix of the sequence ct−1 with respect to T at time t, T ′
s := Ts∨1, Ts := |{t ∈ [T ] : ht = s}|,

f((xs)s∈T) :=
∏

s∈T hs(xs), and hs(xs) = βs exp(
x2
s

2αs
) with αs = 2Ts′

ln 2 , and βs =
√
|T|/T . Here, (a) follows by

Lemma C.15.

For the adversarial coin sequence (c̃t)t≥1 satisfying (C.2), define gt := (c̃t, 0, . . . , 0). Then, we have

W
(T )
0 +

T∑

t=1

⟨g̃t,wt⟩ = W
(T )
0 +

T∑

t=1

c̃txt1

≤W
(T )
0 f

(
(
∑
c̃T (s;HT,Q))s∈T

)

=
∑

s∈T

(∑
c̃T (s;HT,Q)

)
u∗s −W

(T )
0 f⋆

(( |u∗s|
W

(T )
0

)
s∈T

)

=

T∑

t=1

⟨gt,u
∗
ht
⟩ −W

(T )
0 f⋆

((∥u∗
s∥2

W
(T )
0

)
s∈T

)
,

where (u∗s)s∈T = W
(T )
0 ∇f((

∑
c̃T (s;HT,Q))s∈T) and u∗

s := (u∗s, 0, . . . , 0) for each s ∈ T. Rearranging the terms,
we have

Reg((u∗
s)s∈T[HT,Q]);gT ) =

T∑

t=1

⟨gt,u
∗
ht
⟩ −

T∑

t=1

⟨gt,wt⟩

≥W
(T )
0 + W

(T )
0 f⋆

((∥u∗
s∥2

W
(T )
0

)
s∈T

)
.

C.2.4 Proof of Proposition 3.4

We use a backward induction over the depth |s| to show that the recursion is well-defined. First, if |s| = D,
uCTW
s (gt−1) = ΨKT

s (gt−1)vKT
s (gt−1). By definition of vKT

s (gt−1), uCTW
s (gt−1) is a vector if s is the active node

at depth D, and a scalar otherwise. Now, for d ≤ D − 1, assume that uCTW
s′ (gt−1) is a scalar if s′ is an active

node and a vector otherwise for any |s′| = d+ 1 (induction hypothesis). Consider any node s of TD with |s| = d.
If s is an active node, then uCTW

1̄s (gt−1)uCTW
1s (gt−1) is a vector by the induction hypothesis, since exactly one of

1̄s and 1s is active. Hence, uCTW
s (gt−1) is a vector. If s is not an active node, then, uCTW

1̄s (gt−1)uCTW
1s (gt−1) is

a scalar by the induction hypothesis, since neither of 1̄s and 1s is active. Hence, uCTW
s (gt−1) is a scalar. This

completes the induction and thus the recursion is well-defined for all nodes s.

The claim uCTW
λ (gt−1) = uCTW(gt−1) can be checked by a similar induction argument.



C.2.5 Proof of Proposition 3.5

We claim that vCTW
s (gt−1) =

uCTW
s (gt−1)

ΨCTW
s (gt−1)

for any s = sd = ωt−1
t−d ∈ TD, d = 0, . . . , D. This trivially holds for the

leaf node sD = ωt−1
t−D. For the internal nodes sd with d < D, by plugging in the recursive formulas of uCTW(gt−1)

and ΨCTW(gt−1), we can write

uCTW(gt−1)

ΨCTW(gt−1)
=

βs(g
t−1)

βs(gt−1) + 1
vKT
s (gt−1) +

1

βs(gt−1) + 1

uCTW
1̄s (gt−1)

ΨCTW
1̄s

(gt−1)

uCTW
1s (gt−1)

ΨCTW
1s (gt−1)

.

It is now enough to show that
uCTW
s′ (gt−1)

ΨCTW
s′ (gt−1)

= 1 for s′ = ωt−1−|s|s.

This holds since uCTW
s = ΨCTW

s for any off-path node s /∈ ρ(ωt−1
t−D) by definition (3.8).

C.2.6 Proof of Proposition 3.6

Similar to the processing betas algorithm (Willems et al., 2006), we only need to show that

ΨCTW
ωt−1−|s|s

(gt)

ΨCTW
ωt−1−|s|s

(gt−1)
= 1 for s′ = ωt−1−|s|s for any s /∈ ρ(ωt−1

t−D).

Since the new symbol gt is added to a node s if and only if s ∈ ρ(ωt−1
t−D), if s /∈ ρ(ωt−1

t−D), then the CTW potential
on the node s will not be updated. This proves the claim.

C.3 Technical lemmas

Lemma C.8 (Orabona and Pál, 2016, Lemma 10). Let h : (−a, a)→ R be an even, twice differentiable function
that satisfies xh′′(x) ≥ h′(x) for all x ∈ [0, a). Let c : [0,∞) × [0,∞) → R be an arbitrary function. If u, v ∈ H
satisfy ∥u∥+ ∥v∥ < a, then

c(∥u∥, ∥v∥) · ⟨u, v⟩ − h(∥u+ v∥) ≥ min
r∈{±1}

{rc(∥u∥, ∥v∥)∥u∥∥v∥ − h(∥u∥+ r∥v∥)}.

Proof sketch. It is easy to check that the inequality holds if u = 0 or v = 0. Hence, we assume u, v ̸= 0. With
α := ⟨u, v⟩/(∥u∥∥v∥), we can write the left hand side of the desired inequality as

f(α) := c(∥u∥, ∥v∥)∥u∥∥v∥α− h(
√
∥u∥2 + ∥v∥2 + 2α∥u∥∥v∥).

Since the function h is assumed to be even, it is equivalent to showing that

inf
α∈[−1,1]

f(α) = min{f(+1), f(−1)}.

By using the condition xh′′(x) ≥ h′(x), one can easily show that f is concave by checking f ′′(α) ≤ 0, which
concludes the proof.

Lemma C.9 (Bauschke and Combettes, 2011, Example 13.7). Let ϕ : R→ (−∞,+∞] be even. Then (ϕ◦∥·∥)⋆ =
ϕ⋆ ◦ ∥ · ∥.
Lemma C.10 (Orabona, 2019, Lemma 5.8). Let f be a function and let f⋆ be its Fenchel conjugate. For a > 0
and b ∈ R, the Fenchel conjugate of g(x) = af(x) + b is g⋆(z) = af⋆(z/a)− b.
Lemma C.11 (Orabona, 2019, Theorem 5.8). For a convex, proper, closed function h : Rd → (−∞,+∞], we
have ⟨θ, x⟩ ≥ h(x) + h⋆(θ), where the equality is attained if and only if x ∈ ∂h⋆(θ).

Since f(x) ≥ h(x) for any x ∈ R implies f⋆(u) ≥ h⋆(u) for any u ∈ R, it is enough to find the conjugate dual of

a function h(x) = β exp( x2

2α ) for α, β > 0.

The Lambert function W : (−1/e,∞)→ [0,∞) is defined by the equation x = W (x)eW (x) for x ≥ 0.



Lemma C.12 (Orabona and Pál, 2016, Lemma 17). For x ≥ 0,

0.6321 ln(x+ 1) ≤W (x) ≤ ln(x+ 1).

Remark C.1. Here, 0.6321 . . . ≈ 1/b∗, where b∗ is the solution to the equation

eb

(e+ 1)b+ 1
=

b

(b+ 1) ln(b+ 1)
.

Proposition C.13 (Orabona and Pál, 2016, Lemma 18). For h(x) = β exp( x2

2α ) with α, β > 0,

h⋆(y) = y

√
αW

(αy2
β2

)
− β exp

(1

2
W
(αy2
β2

))
= y
√
α
(√

W
(αy2
β2

)
−
√

1

W (αy2

β2 )

)
.

In particular,

h⋆(y) ≤ y
√
α ln

(αy2
β2

+ 1
)
− β.

For a generalization with the product potential, we also have the following proposition.

Proposition C.14. Define fi(yi) = βi exp(
y2
i

2αi
) with αi, βi > 0 for each i ∈ S, and define f(y1, . . . , yS) =

f1(y1) · · · fS(yS). Then, we have

f⋆(y1, . . . , yS) =
√
α1y21 + . . .+ αSy2S

(√
W
(α1y21 + . . .+ αSy2S

β2
1 · · ·β2

S

)
− 1√

W
(

α1y2
1+...+αSy2

S

β2
1 ···β2

S

)
)
.

In particular,

f⋆(y1, . . . , yS) ≤
√

(α1y21 + . . .+ αSy2S) ln
(α1y21 + . . .+ αSy2S

β2
1 · · ·β2

S

+ 1
)
− β1 · · ·βS

Proof. For the sake of simplicity, we prove only for S = 2. The proof can be generalized to any S ≥ 2 with little
modification. To find

f⋆(y1, y2) = sup
x1,x2

(y1x1 + y2x2 − f1(x1)f2(x2)),

we consider the stationarity conditions

∂

∂xi
(y1x1 + y2x2 − f1(x1)f2(x2)) = 0

for i ∈ {1, 2}, which leads to {
y1 = f ′1(x1)f2(x2),

y2 = f1(x1)f ′2(x2).

Since f ′i(x) = x
αi
fi(x), we have {

y1 = x1

α1
f1(x1)f2(x2),

y2 = x2

α2
f1(x1)f2(x2).

Manipulating the equations, we have

(x21
α1

+
x22
α2

)
exp
(x21
α1

+
x22
α2

)
=
α1y

2
1 + α2y

2
2

β2
1β

2
2

,

which leads to
x21
α1

+
x22
α2

= W
(α1y

2
1 + α2y

2
2

β2
1β

2
2

)
.



Hence,

f(x∗1, x
∗
2) = β1β2 exp

(1

2
W
(α1y

2
1 + α2y

2
2

β2
1β

2
2

))
=

√√√√ α1y21 + α2y22

W (
α1y2

1+α2y2
2

β2
1β

2
2

)
.

Finally, we can compute

y1x
∗
1 + y2x

∗
2 =

α1y
2
1 + α2y

2
2

f(x∗1, x
∗
2)

=

√
(α1y21 + α2y22)W

(α1y21 + α2y22
β2
1β

2
2

)
,

whence

f⋆(y1, y2) = y1x
∗
1 + y2x

∗
2 − f(x∗1, x

∗
2)

=
√
α1y21 + α2y22

(√
W
(α1y21 + α2y22

β2
1β

2
2

)
− 1√

W (
α1y2

1+α2y2
2

β2
1β

2
2

)

)
.

Lemma C.15 (Orabona, 2019, Lemma 9.4). For any T ≥ 1 and any cT ∈ [−1, 1]T , we have

max
b∈[−1,1]

∏

t∈[T ]

(1 + bct) ≤ exp
( ln 2

T
(
∑
cT )2

)
.



D THE CTW OLO ALGORITHM

Algorithm D.3 CTW OLO algorithm

Parameters maximum depth D ≥ 1, auxiliary sequence Ω = (ωt)t≥1, initial wealth W0 > 0.

1: procedure CtwOlo(D,Ω,W0)
2: Initialize a context tree TD of depth D with Gs ← ϕ and βs ← 1 for each s ∈ TD
3: for each t = 1, 2, . . . do
4: Compute vCTW(gt−1) = vCTW

λ (gt−1) by computing, for s0, . . . , sD ∈ ρ(ωt−1
t−D),

vCTW
sd

(gt−1)←
{

βsd
(gt−1)

βsd
(gt−1)+1v

KT
sd

(gt−1) + 1
βsd

(gt−1)+1v
CTW
sd+1

(gt−1) if d < D

vKT
sD (gt−1) if d = D

(3.10)

5: Set wCTW
t (gt−1)← vCTW(gt−1)Wt−1

6: Receive gt and update the cumulative wealth Wt ←Wt−1 + ⟨gt,w
CTW
t (gt−1)⟩

7: Update Gs ← Gs + gt and update βs for sd = ωt−1
t−d, d = 0, . . . , D − 1, as

βsd(gt−1)← βsd(gt) = βsd(gt−1)
ΨKT

sd
(gt)

ΨKT
sd

(gt−1)

ΨCTW
sd+1

(gt−1)

ΨCTW
sd+1

(gt)
, (3.11)

where

ΨCTW
sd

(gt)

ΨCTW
sd

(gt−1)
=





βsd
(gt−1)

βsd
(gt−1)+1

ΨKT
sd

(gt)

ΨKT
sd

(gt−1)
+ 1

βsd
(gt−1)+1

ΨCTW
sd+1

(gt)

ΨCTW
sd+1

(gt−1)
if d < D

ΨKT
sD

(gt)

ΨKT
sD

(gt−1)
if d = D

(3.12)

for sd = ωt−1
t−d, d = 0, . . . , D

8: Receive ωt

9: end for
10: end procedure



E EXPERIMENT DETAILS AND ADDITIONAL FIGURES

Problem setting We applied the proposed OLO algorithms to solve the online linear regression problem as
described in Appendix B especially with absolute loss ℓt(wt) = |⟨wt,xt⟩− yt|, where wt denotes the action of an
OLO algorithm and xt denotes the feature vector. Hence, we linearized the convex loss and fed the subgradient
∂ℓt(wt) = sgn(⟨wt,xt⟩ − yt)xt to an OLO algorithm.

Data preprocessing For each dataset, we linearly interpolated any missing values. We discarded time stamps
as well as some categorical features such as cbwd of Beijing PM2.5 and weather description of Metro Inter
State Traffic Volume, and binarized the others, if possible, such as holiday, weather main, and snow 1h of
Metro Inter State Traffic Volume. We also applied a logarithmic mapping x 7→ ln(1 + x) for the features lws,
ls, lr of Beijing PM2.5 and applied another logarithmic mapping x 7→ lnx to the feature rain 1h, to make the
features more suitable for linear regression. We then normalized each feature x̃t so that ∥x̃t∥2 = 1 and added
all-one coordinates as the bias component with an additional scaling by 1/

√
2. After this preprocessing step,

we obtained 7-dimensional feature vectors for both datsets. See the attached Python code for the details in
Supplementary Material.

Computing resource All experiments were run on a single laptop with a CPU Intel(R) Core(TM) i7-9750H
CPU 2.60GHz with 12 (logical) cores and 16GB of RAM.

Figure E.4: Metro Inter State Traffic Volume dataset (Hogue, 2019). The y-axes represent cumulative losses.
(a) Performance of per-state OGD adaptive to Markov side information with various learning rate scales. (b)
Performance of parameter-free algorithms.

Figure E.5: Beijing PM2.5 dataset (Liang et al., 2015). See the caption of Figure E.4 for details.
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