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Abstract

We study nonstochastic bandits and experts
in a delayed setting where delays depend on
both time and arms. While the setting in
which delays only depend on time has been
extensively studied, the arm-dependent de-
lay setting better captures real-world applica-
tions at the cost of introducing new technical
challenges. In the full information (experts)
setting, we design an algorithm with a first-
order regret bound that reveals an interest-
ing trade-off between delays and losses. We
prove a similar first-order regret bound also
for the bandit setting, when the learner is
allowed to observe how many losses are miss-
ing. These are the first bounds in the de-
layed setting that depend on the losses and
delays of the best arm only. When in the
bandit setting no information other than the
losses is observed, we still manage to prove
a regret bound through a modification to
the algorithm of Zimmert and Seldin (2020).
Our analyses hinge on a novel bound on the
drift, measuring how much better an algo-
rithm can perform when given a look-ahead
of one round.

1 INTRODUCTION

Delayed feedback is a common challenge in many on-
line learning problems. For example, suppose you want
to sell several shares of a company on the stock market,
but you do not know yet at what price you want to sell
them. To learn a good price, you could do a piecemeal
sale and track the price at which shares sell. However,
shares on sale at a low price will most likely be bought
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quickly, while shares on sale at a high price could be
bought only much later in time. Hence, depending on
the price you set, a sale may be completed sooner or
later. Similarly, when deciding which advertisement
to show on a web page, one might receive feedback at
different points in time depending on which advertise-
ment you show. If you show an ad of an expensive
car, it might take some time for the person who saw
the advertisement to make the decision to buy the car
Vice versa, showing an advertisement of something sig-
nificantly cheaper than a car might not induce a long
delay between impression and conversion.

In this paper we work in a general setting of sequen-
tial decision-making that captures these problems. We
consider two forms of feedback: full information feed-
back, in which after each prediction the learner ob-
serves the losses of all actions, and bandit feedback, in
which the learner only observes the loss of the chosen
action. For both full information and bandit setting
we assume an oblivious adversary, which is to say that
both losses and delays are adversarially generated be-
fore the start of the first round.

Formally, the full information setting works as fol-
lows. In each round t = 1, . . . , T the learner is-
sues a prediction qt ∈ 4 and suffers loss 〈qt, `t〉,
where 4 =

{
q : q(i) ≥ 0,

∑K
i=1 q(i) = 1

}
is the K-

dimensional simplex. The loss `t(i) ∈ [0, 1] of arm i in
round t is revealed to the learner at the end of round
t+ dt(i), where dt(i) ≥ 0. In the full information set-
ting, the goal is to have small regret RT (u) against
any u ∈ 4 after any number T of rounds, where

RT (u) =
∑T

t=1
〈qt − u, `t〉

In the bandit setting, the learner issues prediction it ∈
[K] and suffers loss `t(it). We consider two variants
of the bandit setting. In the first variant, the learner
receives the loss `t(it) as well as the number of miss-
ing observations ρt(it) = |{s : s < t, s + ds(it) ≥ t}|
for arm it at the end of round t + dt(it), when `t(it)
is observed. We refer to this variant as the partially-
concealed bandit setting. In the second variant, at the
end of round t+ dt(it) the learner just receives `t(it).
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We refer to the second variant as the concealed bandit
setting. In both variants, the goal is to have small ex-

pected regret: E [RT (u)] = E
[∑T

t=1(`t(it)− 〈u, `t〉)
]
,

where the expectation is with respect to the random-
ness in the learner’s actions.

The reason why we differentiate between the partially-
concealed and concealed bandit setting is the follow-
ing. Due to arm-dependent delays, we face an ad-
ditional challenge in the bandit setting. In the full
information setting, ρt(i) may be used to tune the al-
gorithm, and is readily available to the learner who
can keep track of the missing losses for each arm. In
the bandit setting, however, the learner only knows
whether or not a loss is missing for an arm if that
arm was played. Therefore, the learner cannot com-
pute ρt(i) or have knowledge of dt(i) if arm i was
not played in round t. Assuming that the learner
also observes ρt(it) when `t(it) is observed is a rel-
atively mild assumption slightly simplifying the afore-
mentioned challenge. Other assumptions in the litera-
ture are stronger than ours. For example, a common
assumption is that delays are the same in each round
(Weinberger and Ordentlich, 2002; Neu et al., 2010,
2014; Cesa-Bianchi et al., 2016) or known before is-
suing a prediction (Thune et al., 2019; Bistritz et al.,
2019)1. When all arms suffer the same delay, ρt(it) can
be readily computed by simply counting the number
of missing observations at prediction time. Regard-
less, we also study the case in which the learner does
not observe ρt(it), and derive algorithms for both the
partially concealed and the concealed bandit settings.

Related Works In the full information setting,
Weinberger and Ordentlich (2002) were the first to
study online learning with delayed feedback. They as-
sumed full information feedback and a constant and
known delay. Subsequent works by Zinkevich et al.
(2009); Joulani et al. (2013); Quanrud and Khashabi
(2015) relaxed the assumption on the delay, and
worked in the more general setting of online convex
optimization. Joulani et al. (2016) also work with a
convex domain and provide a reduction for deriving
algorithms with a gradient-dependent regret bound us-
ing a strongly convex regularizer. Recently, Flaspohler
et al. (2021) analysed the role of optimism in online
convex optimization with delays, and developed sev-
eral adaptive algorithms for the arm-independent set-
ting.

Other works consider the distributed or parallel online
convex optimization setting, see (Agarwal and Duchi,

1Although Bistritz et al. (2019) also claim a result that
does not use a-priori knowledge of delay, there appears to
be an error in their analysis: see the discussion by György
and Joulani (2021).

2012; McMahan and Streeter, 2014; Sra et al., 2015;
Hsieh et al., 2020; Van der Hoeven et al., 2021) and the
references therein. In these works, delays arise due to
communication between agents, gradient evaluations,
or distance between agents in a network of agents.

All previous works in the nonstochastic bandit setting
considered delayed feedback assuming equal delays for
each arm. The impact of delay under bandit feedback
was first studied by Neu et al. (2010, 2014), who as-
sumed that the delay was constant and known. Cesa-
Bianchi et al. (2019) stated a lower bound for non-
stochastic bandits of order max{

√
KT,

√
ln(K)D},

whereD is the total delay. Thune et al. (2019); Bistritz
et al. (2019, 2021) all provided algorithms based on
EXP3 that matched the lower bound up to a factor
ln(K) by utilizing either a priori knowledge of D or
knowledge of dt before issuing a prediction. Zimmert
and Seldin (2020) provide an algorithm matching the
lower bound without using any additional assumptions
on dt. György and Joulani (2021) present an improved
analysis of a variant of EXP3 under delayed feedback,
and provide a delay adaptive regret bound, a data and
delay adaptive regret bound, and a high-probability
regret bound.

Another related setting is the nonstochastic bandits
with composite anonymous feedback setting (Cesa-
Bianchi et al., 2018). In this setting, the learner does
not observe the identity of the losses, which is to say
that the learner does not see which round a given loss
is from. To complicate matters further, losses from
several rounds may be composed without the possibil-
ity to distinguish which rounds or actions are in the
composed losses. As long as a uniform upper bound on
the delays d? is known, the algorithm by Cesa-Bianchi
et al. (2018) also works in our setting, but using this
algorithm would lead to a suboptimal regret bound of
order

√
d?KT ln(K).

A stochastic version of the concealed bandit setting
has been considered by Gael et al. (2020); Lancewicki
et al. (2021). They study i.i.d. rewards (rather than
losses) and assume a slightly more general feedback
model in which the learner does not always see the
reward for actions. Other works in the stochastic set-
ting include (Chapelle and Li, 2011; Dud́ık et al., 2011;
Joulani et al., 2013; Desautels et al., 2014; Chapelle,
2014; Mandel et al., 2015; Vernade et al., 2017, 2018;
Pike-Burke et al., 2018), all with varying assumptions
on the delay, but all with uniform delay over the arms.

Contributions In the full information setting, we
provide an algorithm that satisfies, for any u ∈ 4, a
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first-order bound of the form

RT (u) = Õ

(√(
KL(u, π) + ln(T )

)
〈u,LT + LρT 〉

)
(1)

where π is a prior set by the learner, LT (i) =∑T
t=1 `t(i), L

ρ
T (i) =

∑T
t=1 `t(i)ρt(i), and Õ hides loga-

rithmic factors. This bound takes advantage of scenar-
ios when there is an arm with consistently small losses,
or when the delays of a given arm tend to be small. In
the worst case, bound (1) is Õ

(√
T (1 + ρmax

T ) ln(K)
)

for a uniform prior π. While several first-order re-
gret bounds are known in the literature—see for ex-
ample (Hutter and Poland, 2004; Kalai and Vempala,
2005; Cesa-Bianchi and Lugosi, 2006; Cesa-Bianchi
et al., 2007; Van Erven et al., 2014; Chen et al.,
2021)—to the best of our knowledge there are no first-
order regret bounds for the delayed feedback setting.
The regret bound in (1) reveals an interesting trade-
off. When competing with ei? = arg minu∈4〈u,LT 〉
we could suffer a large penalty for delay if i? al-
ways suffers large delays (and thus incur large re-
gret). On the other hand, if we try to balance delay
and losses by competing with arg minu∈4{〈u,LT 〉 +√

KL(u, π)〈u,LT + LρT 〉}, we could incur a smaller
penalty for the delay at the cost of moving away from
the minimizer of the loss. In our first motivating ex-
ample, these scenarios correspond to, respectively, the
optimal price of a share always incurring a small loss
but a large delay, and a price at which a share always
sells quickly while possibly incurring a larger loss.

In the partially concealed bandit setting we also pro-
vide an algorithm with a trade-off between losses
and delays: our algorithm guarantees that the regret
E [RT (u)] is bounded, for any u ∈ 4, by

Õ
(√

K〈u,LT 〉+
√(

KL(u, π) + ln(T )
)
〈u,LρT 〉

)
In the bandit literature there are several algorithms
known to achieve first-order regret bounds. For ex-
ample, the Green algorithm (Allenberg et al., 2006),
FPL-TrIX (Neu, 2015b), or FTRL with the log-barrier
(Foster et al., 2016) all guarantee a first-order re-
gret bound. In the delayed bandit literature, György
and Joulani (2021) provide an algorithm with a re-

gret bound of order
√
d?〈u,LT 〉+

√
ln(K)

∑K
i=1 LT (i)

for d? = maxi,t dt(i), which—to the best of our
knowledge—is the one closest to a first-order regret
bound. While in the worst case this bound is a factor
ln(T ) better than our bound, unlike our bound it does
not capture the trade-off between delays and losses.

In the concealed bandit setting, we circumvent the
need of knowing ρt(it) by modifying the algorithm of
Zimmert and Seldin (2020). Our variant guarantees

an expected regret bound of order

√
KT +

√√√√ln(K)E

[
T∑
t=1

K∑
i=1

qt(i)ρt(i)

]
+ ρ?

where ρ? ≥ maxi,t ρt(i) is the maximum number of
missing observations and , we recall it, q1, . . . , qT are
the learner’s predictions. While our bound is stated in
terms of

∑K
i=1 qt(i)ρt(i), a hardly interpretable quan-

tity which depends on the actions of the algorithm, we
may also recover a bound in terms of

∑K
i=1 qt(i)ρt(i) ≤

maxi ρt(i), the maximum number of missing observa-

tions per round. Note that
∑K
i=1 qt(i)ρt(i) or even

maxi ρt(i) are not known in the concealed bandit set-
ting, making adaptive tuning necessary. Zimmert
and Seldin (2020) consider a special case of our set-
ting in which delays are equal across arms, which
we call the arm-independent delay setting. In the
arm-independent delay setting

∑K
i=1 qt(i)ρt(i) = ρt

is known and may be used for tuning, which Zim-
mert and Seldin (2020) do to recover the optimal re-
gret bound. However, in our arm-dependent delay set-
ting we do not know

∑K
i=1 qt(i)ρt(i). We address this

challenge by modifying the algorithm of Zimmert and
Seldin (2020), with which we recover the results of
Zimmert and Seldin (2020) up to the additive ρ? in
the arm-independent setting as well as providing the
bound in (1) in the arm-dependent delay setting. The
data-adaptive algorithm of György and Joulani (2021)
could also be applied in the concealed bandit setting,
as they refrain from using any information not avail-
able to the learner in the tuning of their algorithm.
However, this would yield an additional factor ln(K)
and an additive (ρ?)2 in the regret bound, rather than
the additive ρ? term which we obtain.

As for the technical contributions, our algorithm is
an instance of Follow the Regularized Leader (FTRL)
with corrections. Hazan and Kale (2010); Steinhardt
and Liang (2014); Wei and Luo (2018); Chen et al.
(2021) also use FTRL with corrections, but solely in
the non-delayed setting. Our contribution here is the
analysis of the FTRL with corrections algorithm under
delayed feedback. In particular, we provide a powerful
tool for deriving regret bounds in both the full infor-
mation and bandit settings. In our analysis we build
upon the framework of György and Joulani (2021),
who split the regret into a cheating regret term and
a drift term. The cheating regret, which is the regret
of an omniscient algorithm knowing all past losses (in-
cluding the loss of the current round), can be bounded
by standard techniques. The drift is the difference be-
tween the loss of the algorithm and the loss of the om-
niscient predictor. While György and Joulani (2021)
only provide bounds on the drift term for a version of
exponential weights, we provide a general bound for
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FTRL algorithms under mild conditions on the reg-
ularizer, thus significantly simplifying the subsequent
analysis. In the full information setting, we use this
new bound to simultaneously learn the optimal learn-
ing rate and the best arm using a particular version
of the negative entropy as regularizer. In the partially
concealed bandit setting, we develop a new hybrid reg-
ularizer that allows us to simultaneously adapt to de-
lay and loss of the best arm. In the concealed bandit
setting, we show the power of our new bound by re-
covering the nontuned results of Zimmert and Seldin
(2020), and subsequently adapting the tuning to suit
our purposes.

The remainder of the paper is organised as follows. In
Section 2 we introduce the algorithm and the corre-
sponding analysis, which we use to derive our results.
In Section 3 we specify the regularizer used in the
aforementioned algorithm and use the analysis from
Section 2 to prove a regret bound. In Section 4 we
describe and analyze the regularizers used to derive
the results for the concealed and partially concealed
bandit settings. Finally, in section 5 we discuss some
open problems.

2 ALGORITHM

One of the main challenges in designing an adaptive al-
gorithm that can handle delayed feedback is that tun-
ing the learning rate may involve unknown losses due
to the delay. In order to resolve this issue, we learn
the best learning rate by specifying multiple learning
rates for each expert. This means that we create sev-
eral pseudo-experts and the algorithm computes dis-
tribution a pavt over the pseudo-experts experts in each
round. To compute the actual predictions we sum the
weights over pseudo-experts that share an expert, i.e.,
we sum over the learning rates. A precise definition
of our predictions can be found in the subsequent sec-
tions.

Our version of FTRL with corrections is given in Algo-
rithm 1. Note that both the correction at(i

′) and loss

(estimate) ˜̀t(i′) are left unspecified. ˜̀t(i′) has differ-
ent definitions in the bandit and the full information
setting, as only in the bandit setting we need to esti-
mate the loss. Similarly, at(i

′) will be specified in the
relevant sections as different choices for at(i

′) lead to
different regret bounds. We use this flexibility to its
full extent by choosing different corrections for the full
information, partially concealed bandit, and concealed
bandit settings.

Our analysis builds on the following simple but useful

Algorithm 1 Delayed FTRL with Corrections

Require: Regularizers Φt and Ψt, priors pΦ
1 and pΨ

1 .
1: for t = 1 . . . T do
2: Using Rt defined in (5), compute

pavt = arg min
p∈4′

〈p, L̂avt 〉+Rt(p) (2)

3: for i′ ∈ K ′ do
4: for s ∈ At(i′) ≡ {s : s+ ds(i

′) = t} do

5: Get loss ˜̀s(i′) and correction as(i
′)

6: Set ̂̀s(i′) = ˜̀
s(i
′) + as(i

′)
7: end for
8: Update L̂avt+1(i′) = L̂avt (i′)+

∑
s∈At(i′)

̂̀
s(i
′)

9: end for
10: end for

decomposition due to György and Joulani (2021):∑T

t=1
〈pavt − u, ̂̀t〉

=
∑T

t=1
〈pt+1 − u, ̂̀t〉︸ ︷︷ ︸

Cheating regret

+
∑T

t=1
〈pavt − pt+1, ̂̀t〉︸ ︷︷ ︸

Drift

(3)

Here pt+1 is the FTRL distribution when all losses up
to and including the loss at round t are known:

pt+1 = arg minp∈4′〈p, L̂t〉+Rt(p) (4)

We let L̂t =
∑t
s=1

̂̀
s and also let 4′ be the enlarged

simplex {p : p(i′) ≥ 0,
∑K′

i′=1 p(i
′) = 1} over K ′ ≥ K

coordinates. Note our notational convention here: L̂avt
contains all the information available to the learner
before issuing a prediction in round t and is used to
compute pavt , whereas L̂t contains all the losses up to

and including ̂̀t.
For some Ψt and Φt to be specified later, we always
use regularizers of the form

Rt(p) = BΨt(p,p
Ψ
1 ) +BΦt(p,p

Φ
1 ) (5)

where BF (x,y) = F (x) − F (y) − 〈∇F (y),x − y〉 is
the Bregman divergence between x and y generated
by F . We require that Ft = Ψt + Φt be a Legendre
function—see, for example, (Cesa-Bianchi and Lugosi,
2006, Chapter 11.2) for a definition—with a positive
definite Hessian on dom(Ft). Throughout the paper,
dom(Ft) is the positive cone. The motivation for using
a hybrid regularizer comes from Zimmert and Seldin
(2020), who show how to obtain optimal bounds in the
nonstochastic bandit setting by using a regularizer to
control the variance of the loss estimates and a differ-
ent regularizer to control the impact of delay.

As discussed by György and Joulani (2021), the chal-
lenge for most delayed (bandit) algorithms is to control



Dirk van der Hoeven, Nicolò Cesa-Bianchi

the drift in terms of pavt . The following Lemma, whose
proof can be found in Appendix A, provides a general
bound on the drift when the Hessian of Rt at pavt sat-
isfies some mild conditions. In the following, we use
u ≤ v to denote ui ≤ vi for all i and we use u < v
if u ≤ v and ui < vi for at least one i. We define
Gt(y, z) = 〈∇F ?t (y), z〉 and Wt(x, z) = 〈∇Ft(x), z〉
for any vectors x and y.

Lemma 1. For any z > 0, if Wt(·, z) is concave,
Wt(x1, z) ≤ Wt(x2, z) iff x1 ≤ x2, and Wt(x1,1) <
Wt(x2,1) iff x1 < x2, then

〈pavt − pt+1, ̂̀t〉 ≤ (L̂t − L̂avt )>
(
∇2Rt(p

av
t )
)−1 ̂̀

t

Denote by St(i′) = {s : s + ds(i
′) < t} the indices of

available losses for arm i′ at the beginning of round
t, and by mt(i

′) = {s : s < t, s + ds(i
′) ≥ t} the set

of missing losses for arm i′ at the beginning of round
t, i.e., the losses that in a non-delayed full informa-
tion setting would have been available to the learner
for prediction at round t but are not available due
to delay. Note that ρt(i

′) = |mt(i
′)|. The quantity

L̂t(i
′)− L̂avt (i′) is a central quantity and is given by

L̂t(i
′)− L̂avt (i′) =

∑
s≤t

̂̀
s(i
′)−

∑
s∈St(i′)

̂̀
s(i
′)

=
∑

s∈[t]\St(i′)

̂̀
s(i
′) = ̂̀

t(i
′) +

∑
s∈mt(i′)

̂̀
s(i
′)

(6)

The challenge and the main difference with respect
to the standard delayed setting comes from the mt(i

′)
term. While in the standard delayed setting the mt(i

′)
term is the same for all arms, in our setting the set
of missing losses can be different for each arm. This
challenge is addressed in the next sections. To bound
the cheating regret we will use the following standard
lemma—see, for example, (Joulani et al., 2020):

Lemma 2. Suppose Rt(p) ≥ Rt−1(p) for all t ≥ 1 and
p ∈ 4′, where R0 = R1. Let p0 = arg minp∈4′ R1(p).
Then, for any u ∈ 4′ and for pt+1 defined in (4),∑T
t=1〈pt+1 − u, ̂̀t〉 ≤ RT (u).

For completeness we provide the proof of Lemma 2
in Appendix A. Since ̂̀

t = ˜̀
t + at, to recover a

regret bound with respect to ˜̀
t we simply subtract∑T

t=1〈pavt − u,at〉 from both sides of (3):

T∑
t=1

〈pavt − u, ˜̀t〉 =

T∑
t=1

〈u,at〉+

T∑
t=1

〈pt+1 − u, ̂̀t〉
+

T∑
t=1

〈pavt − pt+1, ̂̀t〉 − T∑
t=1

〈pavt ,at〉

(7)

The
∑T
t=1〈pavt ,at〉 term is used to control the drift.

The
∑T
t=1〈u,at〉 term is what allows us to derive

bounds that depend on u. Applying Lemmas 1 and 2
to (7), we can prove the following result.

Lemma 3. Under the assumptions of Lemmas 1
and 2, Algorithm 1 satisfies:

T∑
t=1

〈pavt − u, ˜̀t〉 ≤ T∑
t=1

〈u,at〉+RT (u)

+

T∑
t=1

(
(L̂t − L̂avt )>

(
∇2Rt(p

av
t )
)−1 ̂̀

t − 〈pavt ,at〉
)

The remaining challenge is to choose Ψt, Φt, and at.

3 FULL INFORMATION SETTING

In the full information setting we use Φt ≡ 0 and

Ψt(p) =

K∑
i=1

∑
η∈Ht

p(i, η)

η
ln(p(i, η)) (8)

where Ht is a multiset of learning rates we define be-
low. Similar regularizers have been used by Bubeck
et al. (2017) and Chen et al. (2021) to obtain multi-
scale algorithms. In particular, the algorithm of Chen
et al. (2021) is related to ours, as they also use correc-
tions. However, we are the first ones to analyze this
regularizer in a delayed feedback setting.

As mentioned already, we simultaneously learn to com-
pete with arbitrary u ∈ 4 and learn the best learning
rate. We do so by using several learning rates for each
expert. Denote by Ht the multiset of learning rates
available in round t and let i′ = (i, η). We have that
|Ht| = J for all t, where we set J =

⌈
log2(

√
T )
⌉
. Then

pavt is a distribution over [K] × [J ]. The probability
the algorithm assigns to expert i is the marginal:

qt(i) =
∑

η∈Ht
pavt (i, η) (9)

The two missing inputs to Algorithm 1 are ˜̀t(i′) and
at(i

′). In the full information setting we do not need

to estimate `t(i), and can simply set ˜̀t(i′) = ˜̀
t(i, η) =

`t(i). As we mentioned above, the correction term is
chosen to control the drift

at(i
′) = at(i, η) = 4η`t(i)(1 + ρt(i)) (10)

The multiset Ht of learning rates in round t contains

min

{
1

4(1 + ρmax
t )

,

√
ln(K) + 2(ln(T ) + 1)

4
√

1 + ρmax
t 2j

}
(11)

for all j = 1, . . . , J , where ρmax
t = maxi≤K,s≤t ρs(i).

Hence for each j there is a (not necessarily distinct)
η ∈ Ht, which we use to define the prior:

pΨ
1 (i′) = pΨ

1 (i, η) =
2−2j∑J

j′=1 2−2j′
π(i) (12)
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Note that this is similar to the prior used by Chen et al.
(2021). Next, we state the main result of this section
in asymptotic form (see Theorem 4 in Appendix B for
the same bound with explicit constants).

Theorem 1. If we run Algorithm 1 with regularizer
Φt ≡ 0, Ψt defined by (8), corrections at defined
by (10), and prior defined by (12), then for any u ∈ 4
the predictions qt defined by (9) using pavt computed
by the algorithm satisfy∑T

t=1
〈qt − u, `t〉

= O

(
ρmax
T +

√(
KL(u, π) + ln(T )

)
〈u,LT + LρT 〉

)
Sketch proof of Theorem 1. Denote by η? ∈ HT the
target learning rate and let u′(i′) = u′(i, η) = 0 if η 6=
η? and u′(i, η) = u(i) otherwise. First, observe that

by definition of qt, u
′, and ˜̀we have that

∑T
t=1〈qt −

u, `t〉 =
∑T
t=1〈pavt − u′, ˜̀t〉, where the inner product

on the left-hand side is on RK and the inner products
on the right-hand side are on RK×J . Since Rt can be
shown to verify the conditions of Lemma 3, we obtain∑T

t=1
〈qt − u, `t〉 ≤ RT (u′) +

∑T

t=1
〈u′,at〉

+
∑T

t=1

(
(L̂t − L̂avt )>

(
∇2Rt(p

av
t )
)−1 ̂̀

t − 〈pavt ,at〉
)

With some work we may then prove a bound on RT (u′)

of order O
(
(KL(u, π)+ln(T ))/η?

)
. Using that ̂̀t(i′) ≤

2˜̀t(i′) = 2`t(i) due to the restrictions on η, and that
∇2Rt(p

av
t ) is a diagonal matrix with components equal

to 1
/
ηpavt (i, η), we can see that

(L̂t − L̂avt )>
(
∇2Rt(p

av
t )
)−1 ̂̀

t

≤
∑K

i=1

∑
η∈Ht

4ηpavt (i, η)˜̀t(i, η)
(
1 + ρt(i)

)
Thus, by using the definition of u′ and that at(i, η) =

4η˜̀t(i, η)(1 + ρt(i)), we derive a bound on
∑T
t=1〈qt −

u, `t〉 of order

min
η∈HT

(
KL(u, π) + ln(T )

η
+ η

T∑
t=1

`t(i)(1 + ρt(i))

)
To complete the proof one has to show that there is a
suitable η? ∈ HT approximating the minimizer of the
above expression (see Appendix B).

Interestingly, the result in Theorem 1 holds for all u
simultaneously, which implies that the algorithm au-
tomatically performs a trade-off between losses and
delays. This interplay between losses and delays also
occurs when we run the algorithm: the loss ̂̀t(i, η) =
`t(i)

(
1+4η(1+ρt(i))

)
we feed to the algorithm penal-

izes arms for suffering large delay, as when the delay
is large the amount of missing feedback is also large.

4 BANDIT SETTING

In the bandit setting we face two additional challenges
compared to the full information setting. The first
challenge is to estimate `t. For this we use the implicit
exploration technique (Neu, 2015a): sample it ∼ qt,
observe `t(it), and estimate `t(i) for any i by 1[it =
i](qt(i) + εt)

−1`t(i), where εt ≥ 0 is a user-specified
parameter which we will either set to 0 or to O(t−1/2).

The second challenge is due to arm-dependent delays.
In Section 3 we used ρt(i) in the correction term.
While ideally we would like to do the same in the
bandit setting, we do not know how many observa-
tions are missing from each arm: if we do not pull
arm i in round t we will not know if `t(i) is missing in
subsequent rounds. Recall that in the partially con-
cealed bandit setting we assume that the learner ob-
serves ρt(it) whenever the loss `t(it) is observed. Note
that in the arm-independent delay setting, ρt(i) can
always be computed by simply counting the number
of missing losses. In the concealed bandit setting, we
do not make this additional assumption. The fact that
we do not know ρt(it) at prediction time complicates
learning ρmax

T . While in the full information setting we
could adjust the grid of learning rates before issuing a
prediction, we can not use this trick in the bandit set-
ting. Instead, we use a fixed grid of learning rates. For
this reason we assume that the learner has preliminary
access to an upper bound on ρmax

T , denoted by ρ?.

4.1 Partially Concealed Bandit Setting

As in the full information setting, we simultaneously
learn the best learning rate and expert. For each ex-
pert i we create J pseudo-experts, each having its own
personal learning rate γ ∈ Γ. Thus, as in the full infor-
mation setting, we write p(i′) = p(i, γ). Unlike before,
we use Algorithm 1 with a double regularizer:

Ψt(p) = −η−1
t

∑K

i=1
ln
(∑

γ∈Γ
p(i, γ)

)
(13)

Φt(p) =
∑K

i=1

∑
γ∈Γ

γ−1p(i, γ) ln
(
p(i, γ)

)
(14)

The role of (13) is to control the variance

E
[̂̀>
t

(
∇2Rt(p

av
t )
)−1 ̂̀

t

]
and (14) is used to control

E
[(
L̂t − ̂̀t − L̂avt

)>(∇2Rt(p
av
t )
)−1 ̂̀

t

]
, a quantity as-

sociated with the additional regret due to delayed feed-
back. The predictions it are sampled from qt given by

qt(i) =
∑

γ∈Γ
pavt (i, γ) (15)

Our regularizer has a somewhat unusual structure.
The log barrier regularizer (13) controls the variance
of the loss estimates, and regularizes qt(i) rather than
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pt(i, γ). This implies that, as far as the log bar-
rier is concerned, there are only K arms rather than
K ′ = O

(
K ln(T )

)
arms. To develop some intuition as

to why this matters, let us consider the regret bound
of FTRL run with the log barrier, a constant learning
rate η, and N arms. Without delays, this bound is
O
(
N ln(T )η−1 + ηT

)
(Foster et al., 2016). Therefore,

using K rather than K ′ experts reduces the regret of
FTRL with the log barrier by a factor of

√
ln(T ).

We continue by specifying loss estimates ˜̀
t(i
′) =˜̀

t(i, γ) = 1[it = i]qt(i)
−1`t(i) (i.e., we set εt = 0)

and the corrections

at(i, γ) = 4γ ˜̀t(i, γ)ρt(i) (16)

Recall that in the partially concealed bandit setting
the learner observes ρ(it) whenever the loss `t(it) is
observed, making (16) a valid choice for corrections.
The grid Γ of learning rates we use in this section
contains all

min

{
(4ρ?)−1,

√
ln(K) + ln(T ) + 1

4
√
ρ?2j

}
(17)

for j = 1, . . . , J = dlog2(
√
T )e, where ρ? ≥ ρmax

T . The
learning rate for the log barrier is

ηt =

√
K ln(T )

(
4(1 + ρ?) + 4

∑
s∈St

`s(is)
)−1

(18)

where St = {s : s + ds(is) < t} is the set of available
losses at the beginning of round t in the bandit setting.

Theorem 2. Let pΨ
1 ≡ 1

KJ and let pΦ
1 be given

by (12). Assume π1(i) ≥ 1
T 2 for all i ∈ [K]. If we

run Algorithm 1 using regularizers (13) and (14) with
corresponding learning rates (17) and (18), then the
predictions it ∼ qt, with qt as in (15), satisfy

E

[
T∑
t=1

(`t(it)− 〈u, `t〉)
]

= O

(
K ln(T ) + ρ? ln(T )

√
K ln(T )〈u,LT 〉+

√(
KL(u, π) + ln(T )

)
〈u,LρT 〉

)

The proof of Theorem 2 follows from Theorem 5
in Appendix C. As in the full information setting,
we use Lemma 3 to bound the regret. The main
difference with the full information setting is how

E
[
(L̂t − L̂avt )>

(
∇2Rt(p

av
t )
)−1 ̂̀

t

]
is bounded. The

unusual structure of the regularizer presents us with a
challenge here, as ∇2Rt(p

av
t ) is a complicated block-

diagonal matrix. We carefully analyse the inverse of
∇2Rt(p

av
t ) in Lemmas 4 and 5:

Lemma 4. For all t, the function Ft = Ψt+Φt, where
Ψt is defined in (13) and Φt is defined in (14), is Leg-
endre and satisfies the conditions of Lemma 1. More-
over,

(L̂t − L̂avt )>
(
∇2Ft(p

av
t )
)−1 ̂̀

t ≤ ηt4`t(it)2

+ 4
∑

γ∈Γ
γ
∑

s∈mt(it)
pavt (it, γ)˜̀t(it, γ)˜̀s(it, γ)

Lemma 5. With regularizers (13) and (14) we have
that

E
[
(L̂t − L̂avt )>

(
∇2Rt(p

av
t )
)−1 ̂̀

t

]
− E [〈pavt ,at〉]

≤ E
[
ηt4`t(it)

2
]

Proof. Since ∇2Rt(p
av
t ) = ∇2Ft(p

av
t ) and∑

s∈mt(it)
˜̀
t(it)fs =

∑K
i=1

∑T
s=1 1[s ∈ mt(i)]˜̀t(i)fs

for arbitrary fs we can use Lemma 4 to show that

E
[
(L̂t − L̂avt )>

(
∇2Rt(p

av
t )
)−1 ̂̀

t

]
≤ E

[
ηt4`t(it)

2
]

+

E

[
4
∑
γ∈Γ

K∑
i=1

T∑
s=1

1[s ∈ mt(i)]p
av
t (i, γ)γ ˜̀t(i, γ)˜̀s(i, γ)

]
(19)

We proceed by studying the expectation of the sum in
the above equation. Denote by Bs ≡ {ir : r ∈ Ss} all
ir with r ∈ Ss ≡ {r : r + dr(ir) < s}. Recall that
mt(i) ≡ {s : s < t, s + ds(i) ≥ t} identifies the set of
losses that can not be used for prediction in round t
due to delay. We may write

E

[
pavt (i, γ)˜̀t(i, γ)1[s ∈ mt(i)]˜̀s(i, γ)

∣∣∣∣∣Bs
]
≤

E

[
pavt (i, γ)˜̀t(i, γ)

1[i = is]

qs(i)

∣∣∣∣∣Bs
]
1[s ∈ mt(i)] = (20)

E

[
pavt (i, γ)˜̀t(i, γ)

∣∣∣∣∣Bs
]
E

[
1[i = is]

qs(i)

∣∣∣∣∣Bs
]
1[s ∈ mt(i)]

= E
[
pavt (i, γ)˜̀t(i, γ)

∣∣∣Bs]1[s ∈ mt(i)]

The first step is true because s ∈ mt(i) is a determin-
istic event for all s ≤ t and i and simply uses `s(i) ≤ 1.
Equality (20) vacuously holds when s 6∈ mt(i). If

s ∈ mt(i), then ˜̀
s(i, γ) is not used for computing

the prediction in round t because it is not available
at the beginning of round t. Hence, when i = is,
pavt (i, γ)˜̀t(i, γ) does not depend on is and (20) holds;
if i 6= is then both sides of the equality are again zero
and (20) vacuously holds. The above implies that we
can further bound equation (19) as

E
[
(L̂t − L̂avt )>

(
∇2Rt(p

av
t )
)−1 ̂̀

t

]
≤ E

[
ηt4`t(it)

2
]

+ E
[
4
∑

γ∈Γ
pavt (it, γ)γ ˜̀t(it, γ)ρt(it)

]
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which completes the proof after we subtract

E [〈pavt ,at〉] = E
[
4
∑

γ∈Γ
pavt (it, γ)γ ˜̀t(it, γ)ρt(it)

]
�

Lemma 5 combined with the bound on RT (u′) in
Lemma 7 and showing that there is a γ ∈ Γ that is
close to optimal are the essential parts of the proof of
Theorem 5, which can be found in Appendix C.

4.2 Concealed Bandit Setting

In this section we design an algorithm that does not
require knowledge of ρt(i) for any arm. To see why
not knowing ρt(i) poses a problem for standard al-
gorithms, we analyse the optimal algorithm of Zim-
mert and Seldin (2020). This corresponds to Algo-
rithm 1 with the following setup: The algorithm uses
i′ = i, which is to say that it samples its actions from
qt(i) = pavt (i) where pavt (i) are computed by Algorithm
1. Furthermore, it uses the following regularizers:

Ψt(p) =
∑K

i=1
−η−1

t

√
p(i) (21)

Φt(p) =
∑K

i=1
γ−1
t p(i) ln

(
p(i)

)
(22)

Zimmert and Seldin (2020) use at(i) = 0 and we post-
pone specifying the loss estimates until later. Recall
that Ft = Ψt + Φt and observe that

(
∇Ft(x)

)
i

=

− 1

2ηt
√
x(i)

+ ln(x(i))+1
γt

and that ∇2Ft(x) is a diago-

nal matrix with
(
∇2Ft(x)

)
i,i

= − 1
4ηtx(i)3/2

+ 1
γtx(i) .

As the conditions of Lemma 3 are satisfied, we may
write:

E

[
T∑
t=1

〈qt − u, ˜̀t〉] ≤ E

[
T∑
t=1

K∑
i=1

4ηtqt(i)
3/2 ˜̀

t(i)
2

]

+ E [RT (u)] + E

[
T∑
t=1

K∑
i=1

γtqt(i)˜̀t(i) ∑
s∈mt(i)

˜̀
s(i)

]
(23)

where we used that
(

1
4ηtqt(i)3/2

+ 1
γtqt(i)

)−1

≤
min{4ηtqt(i)3/2, γtqt(i)}. Following the proof of
Lemma 5 to bound the expectation, we see that

E

 K∑
i=1

qt(i)˜̀t(i) ∑
s∈mt(i)

˜̀
s(i)

 ≤ E

[
K∑
i=1

qt(i)ρt(i)

]

Since Zimmert and Seldin (2020) assume that the de-
lays are equal for each arm, implying that ρt(i) = ρt
for all arms, they can use an unbiased loss estimator

combined with γt =
√

ln(K)∑t
s=1 ρt

to achieve the opti-

mal regret bound. In an ideal scenario, in our set-

ting we would set γt =
√

ln(K)∑t
s=1

∑K
i=1 γtqt(i)ρt(i)

. Un-

fortunately, we do not know ρt(i), meaning we have

to resort to tuning γt in terms of (a suitable up-

per bound on)
∑K
i=1 γtqt(i)

˜̀
t(i)

∑
s∈mt(i)

˜̀
s(i). This

brings us an additional challenge in the form of hav-
ing to control the loss estimates, which we do by
using the implicit exploration of Neu (2015a), as is
also done by György and Joulani (2021), i.e., we set˜̀
t(i) = 1[it = i]`t(i)(qt(i) + εt)

−1. The role of εt is to

control the range of ˜̀(i), which is [0, ε−1
t ]. The learning

rate for Φt will be set as

γt =

√√√√ ln(K)
ρ?

εt
+
∑t−1
s=1

∑K
i=1 1[is = i]

∑
s′∈ms(i)

1[is′=i]
qs′ (i)

(24)
Note that while we do not know ms(i) ≡ {s : s < t, s+
ds(i) > t}, the set of missing losses for arm i at time

t, we can indeed compute
∑
s∈ms(i)

1[is=i]
qs(i)

, as we only

add 1
qs(i)

to the sum whenever we pulled arm i in round

s and have not yet observed `s(is) by round t, which
we do know. The final result can be found in Theorem
3, of which the proof can be found in Appendix D.

Theorem 3. Let qt be computed by Algorithm 1 with
at(i) = 0, ηt = 1√

4t
, εt = 1√

t
, γt as in (24), pΨ

1 (i) =

pΦ
1 (i) = 1

K , ˜̀t(i) = 1[it=i]`t(i)
qt(i)+εt

, and regularizers speci-

fied in (21) and (22). Then actions it ∼ qt guarantee

E
[∑T

t=1
(`t(it)− 〈u, `t〉

]
) ≤ 9

√
KT + 1

2ρ
?

+ 3

√
ln(K)

∑T

t=1
E
[∑K

i=1
qt(i)ρt(i)

]

5 FUTURE WORK

Our analysis of Lemma 3 (and of Lemma 1 in particu-
lar) hinges on the non-negativity of the losses. While
for first-order bounds non-negativity is a standard as-
sumption, for other types of bounds a typical assump-
tion is `t(i) ∈ [−1, 1]. Since most works in the delayed
feedback setting also assume and use non-negativity
of the losses, we think that deriving an algorithm and
a corresponding analysis without relying on the non-
negativity of the losses would be an interesting contri-
bution. Another interesting direction to pursue is de-
veloping a skipping procedure for algorithms that are
adaptive to both data and delay. While several authors
have proposed different procedures for skipping rounds
with a large delay (Thune et al., 2019; Zimmert and
Seldin, 2020; György and Joulani, 2021), it is not clear
how to apply these techniques to the arm-dependent
delay setting. With regard to a skipping technique for
data and delay adaptive algorithms, as György and
Joulani (2021) note, applying standard skipping tech-
niques induces a complicated dependence on past ac-
tions, which significantly complicates the analysis.
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Acknowledgements

Van der Hoeven and Cesa-Bianchi are supported by
the MIUR PRIN grant Algorithms, Games, and Dig-
ital Markets (ALGADIMAR) and by the EU Hori-
zon 2020 ICT-48 research and innovation action un-
der grant agreement 951847, project ELISE (European
Learning and Intelligent Systems Excellence).

References

Agarwal, A. and Duchi, J. C. (2012). Distributed de-
layed stochastic optimization. In 2012 IEEE 51st
IEEE Conference on Decision and Control (CDC),
pages 5451–5452.

Allenberg, C., Auer, P., Györfi, L., and Ottucsák, G.
(2006). Hannan consistency in on-line learning in
case of unbounded losses under partial monitoring.
In International Conference on Algorithmic Learn-
ing Theory, pages 229–243.

Bistritz, I., Zhou, Z., Chen, X., Bambos, N., and
Blanchet, J. (2021). No discounted-regret learning
in adversarial bandits with delays. arXiv preprint
arXiv:2103.04550.

Bistritz, I., Zhou, Z., Chen, X., Bambos, N., and
Blanchet, J. H. (2019). Online EXP3 learning in
adversarial bandits with delayed feedback. In Ad-
vances in Neural Information Processing Systems,
pages 11345–11354.

Bubeck, S., Devanur, N. R., Huang, Z., and Niazadeh,
R. (2017). Online auctions and multi-scale online
learning. In Proceedings of the 2017 ACM Confer-
ence on Economics and Computation, pages 497–
514.

Cesa-Bianchi, N., Gentile, C., and Mansour, Y. (2018).
Nonstochastic bandits with composite anonymous
feedback. In Conference On Learning Theory, pages
750–773.

Cesa-Bianchi, N., Gentile, C., and Mansour, Y. (2019).
Delay and cooperation in nonstochastic bandits. J.
Mach. Learn. Res., 20:17:1–17:38.

Cesa-Bianchi, N., Gentile, C., Mansour, Y., and Mi-
nora, A. (2016). Delay and cooperation in non-
stochastic bandits. In Conference on Learning The-
ory, pages 605–622.

Cesa-Bianchi, N. and Lugosi, G. (2006). Prediction,
learning, and games. Cambridge university press.

Cesa-Bianchi, N., Mansour, Y., and Stoltz, G. (2007).
Improved second-order bounds for prediction with
expert advice. Machine Learning, 66(2):321–352.

Chapelle, O. (2014). Modeling delayed feedback in
display advertising. In Proceedings of the 20th
ACM SIGKDD international conference on Knowl-
edge discovery and data mining, pages 1097–1105.

Chapelle, O. and Li, L. (2011). An empirical evalu-
ation of thompson sampling. Advances in Neural
Information Processing Systems, pages 2249–2257.

Chen, L., Luo, H., and Wei, C. (2021). Impossible
tuning made possible: A new expert algorithm and
its applications. In Conference on Learning Theory,
pages 1216–1259.

Desautels, T., Krause, A., and Burdick, J. W. (2014).
Parallelizing exploration-exploitation tradeoffs in
gaussian process bandit optimization. Journal of
Machine Learning Research, 15:3873–3923.

Dud́ık, M., Hsu, D. J., Kale, S., Karampatziakis, N.,
Langford, J., Reyzin, L., and Zhang, T. (2011).
Efficient optimal learning for contextual bandits.
In UAI 2011, Proceedings of the Twenty-Seventh
Conference on Uncertainty in Artificial Intelligence,
pages 169–178.

Van Erven, T., Kot lowski, W., and Warmuth, M. K.
(2014). Follow the leader with dropout perturba-
tions. In Conference on Learning Theory, pages 949–
974.

Flaspohler, G., Orabona, F., Cohen, J., Mouatadid, S.,
Oprescu, M., Orenstein, P., and Mackey, L. (2021).
Online learning with optimism and delay. In Inter-
national Conference on Machine Learning, volume
139, pages 3363–3373.

Foster, D. J., Li, Z., Lykouris, T., Sridharan, K., and
Tardos, E. (2016). Learning in games: Robustness
of fast convergence. Advances in Neural Information
Processing Systems, pages 4734–4742.

Gael, M. A., Vernade, C., Carpentier, A., and Valko,
M. (2020). Stochastic bandits with arm-dependent
delays. In International Conference on Machine
Learning, pages 3348–3356.

György, A. and Joulani, P. (2021). Adapting to delays
and data in adversarial multi-armed bandits. In In-
ternational Conference on Machine Learning, pages
3988–3997.

Hazan, E. and Kale, S. (2010). Extracting certainty
from uncertainty: Regret bounded by variation in
costs. Machine learning, 80(2):165–188.

Van der Hoeven, D., Hadiji, H., and Van Erven, T.
(2021). Distributed online learning for joint re-
gret with communication constraints. arXiv preprint
arXiv:2102.07521.

Hsieh, Y.-G., Iutzeler, F., Malick, J., and Mertikopou-
los, P. (2020). Multi-agent online optimization with
delays: Asynchronicity, adaptivity, and optimism.
arXiv preprint arXiv:2012.11579.

Hutter, M. and Poland, J. (2004). Prediction with
expert advice by following the perturbed leader for



Arm-Dependent Delays

general weights. In International Conference on Al-
gorithmic Learning Theory, pages 279–293.

Joulani, P., Gyorgy, A., and Szepesvári, C. (2013).
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A DETAILS OF SECTION 2

We start with some definitions and a technical Lemma. Let Lt0 = ∇Ψt(p
Ψ
1 ) +∇Φt(p

Φ
1 ) and

4

F ?t = min
p∈4′

〈p, ·〉+ Ft(p)

Lemma 6. Under the assumptions of Lemma 1, for any pL = arg minp∈4′〈p,L〉 + Rt(p) there exists a c ∈ R
such that

pL = ∇
4

F ?t (−L−Lt0) = ∇F ?t (−L−Lt0 + c1)

Furthermore, for any vector z > 0, Gt(·, z) is a convex function, Gt(y1, z) ≤ Gt(y2, z) if y1 ≤ y2, and
Gt(y1, z) < Gt(y2, z) if y1 < y2.

Proof. Recall that Ft = Ψt + Φt. To prove that pL = ∇
4

F ?t (−L− L0) = ∇F ?t (−L− Lt0 + c1), observe that we
may rewrite

pL = arg min
p∈4′

〈p,L〉+Rt(p)

= arg min
p∈4′

〈p,L〉+ Ft(p)−Ψt(p
Ψ
1 )− Φt(p

Φ
1 )

− 〈∇Ψt(p
Ψ
1 ),p− pΨ

1 〉 − 〈∇Φt(p
Φ
1 ),p− pΦ

1 〉
= arg min

p∈4′
〈p,L + Lt0〉+ Ft(p)

Following Zimmert and Seldin (2020, Fact 3), by the KKT conditions there exists a c ∈ R such that pL satisfies
∇Ft(pL) = −L − Lt0 + c1. Using that ∇Ft = (∇F ?t )−1, due to Ft being Legendre, completes the proof of the
first property.

In order to prove the second part, suppose now y1 < y2. Since Ft is Legendre, y1 = ∇Ft
(
∇F ?t (y1)

)
and we have

that

〈∇Ft(∇F ?t (y1)),1〉 < 〈∇Ft(∇F ?t (y2)),1〉

Since 〈∇Ft(x1),1〉 < 〈∇Ft(x2),1〉 iff x1 < x2 holds by hypothesis, the above implies ∇F ?t (y1) < ∇F ?t (y2),
which is equivalent to Gt(y1,1) < Gt(y2,1) if y1 < y2. Using the same proof technique, replacing the strict
inequality with an inequality, one can prove that Gt(y1, z) ≤ Gt(y2, z) if y1 ≤ y2

As for the convexity of Gt(·, z) = 〈∇F ?t (·), z〉, let a = ∇F ?t (py1 +(1−p)y2) and b = p∇F ?t (y1)+(1−p)∇F ?t (y2)
for 0 ≤ p ≤ 1. By the concavity of Wt, we have that

Wt(a, z) = 〈∇Ft(a), z〉
= 〈py1 + (1− p)y2, z〉
= 〈p∇Ft(∇F ?t (y1)) + (1− p)∇Ft(∇F ?t (y2)), z〉
= pWt(∇F ?t (y1)), z) + (1− p)Wt(∇F ?t (y2)), z)

≤Wt(p∇F ?t (y1)) + (1− p)∇F ?t (y2)), z)

= Wt(b, z)

Since Wt(x1, z) ≤Wt(x2, z) iff x1 ≤ x2, we must have that a ≤ b, and thus

pGt(y1, z) + (1− p)Gt(y2, z) ≥ Gt(py1 + (1− p)y2, z)

which completes the proof.

Lemma 1. For any z > 0, if Wt(·, z) is concave, Wt(x1, z) ≤Wt(x2, z) iff x1 ≤ x2, and Wt(x1,1) < Wt(x2,1)
iff x1 < x2, then

〈pavt − pt+1, ̂̀t〉 ≤ (L̂t − L̂avt )>
(
∇2Rt(p

av
t )
)−1 ̂̀

t
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Proof. We start by using Lemma 6:

〈pavt − pt+1, ̂̀t〉 = 〈∇F ?t (−L̂avt −Lt0 + cavt 1)−∇F ?t (−L̂t −Lt0 + ct1), ̂̀〉
= Gt(−L̂avt −Lt0 + cavt 1, ̂̀t)−Gt(−L̂t −Lt0 + ct1, ̂̀t)

Now, we claim that cavt ≤ ct, which we prove by contradiction. First, note that in the case where L̂avt = L̂t we

have that cavt = ct, so we only need to prove that cavt ≤ ct when L̂avt 6= L̂t, in which case L̂avt < L̂t must hold

since ̂̀s(i) ≥ 0. Suppose that cavt > ct. We have that

1 = 〈pavt ,1〉

= Gt(−L̂avt −Lt0 + cavt 1,1)

> Gt(−L̂t −Lt0 + ct1,1)

= 〈∇F ?t (−L̂t −Lt0 + ct1),1〉
= 〈pt+1,1〉 = 1

where in the first inequality we used Lemma 6, the assumption that cavt > ct, and the fact that L̂t > L̂avt . For

the penultimate equality we used that ∇F ?t (−L̂t −Lt0 + ct1) = pt+1 by Lemma 6. The last equation provides a
contradiction, allowing us to conclude that cavt ≤ ct. Using Lemma 6 we can then write

〈pavt − pt+1, ̂̀〉 = Gt(−L̂avt −Lt0 + cavt 1, ̂̀t)−Gt(−L̂t −Lt0 + ct1, ̂̀t)
≤ Gt(−L̂avt −Lt0 + cavt 1, ̂̀t)−Gt(−L̂t −Lt0 + cavt 1, ̂̀t)
≤
(
L̂t − L̂avt

)>∇Gt(−L̂avt −Lt0 + cavt 1, ̂̀t)
where in the last step we used the convexity of Gt in its first argument (Lemma 6). Recalling the definition of
Gt, we have ∇Gt(y, z) = ∇2F ?t (y)z, implying

〈pavt − pt+1, ̂̀〉 ≤ (L̂t − L̂avt
)>∇2F ?t (−L̂avt −Lt0 + cavt 1) ̂̀t

Since F is Legendre, ∇F ? is the inverse function of ∇F and we can use the inverse function theorem stating

that ∇2F ?t (x) =
(
∇2Ft(∇F ?t (x))

)−1
. Hence

〈pavt − pt+1, ̂̀〉 ≤ (L̂t − L̂avt
)>∇2F ?t (−L̂avt −Lt0 + cavt 1) ̂̀t

=
(
L̂t − L̂avt

)>(∇2Ft
(
F ?t (−L̂avt −Lt0 + cavt 1)

))−1 ̂̀
t

=
(
L̂t − L̂avt

)>(∇2Ft(p
av
t )
)−1 ̂̀

t

where in the last step we used pavt = ∇F ?t (−L̂avt − Lt0 + cavt 1). The proof is concluded by observing that
∇2Ft = ∇2Rt.

Lemma 2. Suppose Rt(p) ≥ Rt−1(p) for all t ≥ 1 and p ∈ 4′, where R0 = R1. Let p0 = arg minp∈4′ R1(p).

Then, for any u ∈ 4′ and for pt+1 defined in (4),
∑T
t=1〈pt+1 − u, ̂̀t〉 ≤ RT (u).

Proof. We start by proving by induction that
∑T
t=1〈pt+1, ̂̀t〉 + R1(p0) ≤

∑T
t=1〈p, ̂̀t〉 + RT (p) holds for any

p ∈ 4 and T . In the base case T = 0, for which the inequality holds by definition of p0, as for T = 0 the sum is
empty and R1 = R0. To prove the induction step, we fix T > 0 and assume that for any p ∈ 4′

T−1∑
t=1

〈pt+1, ̂̀t〉+R1(p0) ≤
T−1∑
t=1

〈p, ̂̀t〉+RT−1(p)

Adding 〈pT+1, ̂̀T 〉 to both sides of the equation above we find

〈pT+1, ̂̀T 〉+

T−1∑
t=1

〈pt+1, ̂̀t〉+R1(p0) ≤ 〈pT+1, ̂̀T 〉+

T−1∑
t=1

〈p, ̂̀t〉+RT−1(p).
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Choosing p = pT+1, using that RT−1(p) ≤ RT (p), and using the definition of pT+1 we see that

T∑
t=1

〈pt+1, ̂̀t〉+R1(p0) ≤
T∑
t=1

〈pT+1, ̂̀t〉+RT−1(pT+1)

≤
T∑
t=1

〈pT+1, ̂̀t〉+RT (pT+1)

= min
p∈4

{
T∑
t=1

〈p, ̂̀t〉+RT (p)

}

which proves the inductive step.

The above implies that

T∑
t=1

〈pt+1, ̂̀t〉+R1(p0) ≤
T∑
t=1

〈u, ̂̀t〉+RT (u)

Finally, by reordering the equation above we find

T∑
t=1

〈pt+1 − u, ̂̀t〉 ≤ RT (u)−R1(p0)

concluding the proof after observing that R1(p0) since the Bregman divergence is non-negative.

B DETAILS OF SECTION 3

Theorem 4. If we run Algorithm 1 with regularizer Φt ≡ 0, Ψt defined by (8), corrections at defined by (10),
and prior defined by (12), then the predictions qt defined by (9) using pavt returned by the algorithm satisfy

T∑
t=1

〈qt − u, `t〉 ≤ 4(1 + ρmax
T ) + 12

√
1 + ρmax

T + 8
√(

KL(u, π) + 2(ln(T ) + 1)
)
〈u,LT + LρT 〉

+ 8
(
KL(u, π) + 2(ln(T ) + 1)

)
(1 + ρmax

T ) + 16
√

(1 + ρmax
T )

(
ln(K) + 2(1 + ln(T ))

)
for any u ∈ 4.

Proof of Theorem 4. We consider the enlarged simplex ∆′ over K ′ = K×J coordinates. Fix any u′ ∈ ∆′. First,
observe that by definition of qt, u

′, and ˜̀we have that

T∑
t=1

〈qt − u, `t〉 =

T∑
t=1

〈pavt − u′, ˜̀t〉
where the inner product on the left-hand side is on RK and the inner products on the right-hand side are on
RK×J .

It is relatively easy to verify that, for any t,

RT (u′) =

K∑
i=1

∑
η∈HT

(
1

η
u′(i, η) ln

(
u′(i, η)

pΨ
1 (i, η)

)
+

1

η

(
pΨ

1 (i, η)− u′(i, η)
))

verifies the conditions of Lemmas 1 and 2. Indeed,

Wt(u
′, z) = 〈∇Ft(u′), z〉 =

K∑
i=1

∑
η∈HT

(
z(i, η)

η
ln
(
u′(i, η)

)
+ 1

)



Arm-Dependent Delays

is concave and strictly monotone in the coefficients u′(i, η) as required by Lemma 1. To see that Ft is Legendre,
note that ∇2F (x) is positive definite and thus Ft is strictly convex. Now pick any sequence x1,x2, . . . in the
interior of the domain of Ft converging to a boundary point. ‖∇Ft(xn)‖ → ∞ because (∇Ft(xn))i′ is increasing
in xn(i′). Moreover, the learning rates defined in (11) are decreasing in t and the Bregman divergence is non-
negative, implying Rt(u

′) ≥ Rt−1(u′) as required by Lemma 2. Therefore we can apply Lemma 3 to Rt and
obtain:

T∑
t=1

〈qt − u, `t〉 ≤ RT (u′) +

T∑
t=1

〈u′,at〉+

T∑
t=1

(
(L̂t − L̂avt )>

(
∇2Rt(p

av
t ))

)−1 ̂̀
t − 〈pavt ,at〉

)
(25)

We continue by bounding RT . We have that

RT (u′) =

K∑
i=1

∑
η∈HT

(
1

η
u′(i, η) ln

(
u′(i, η)

pΨ
1 (i, η)

)
+

1

η

(
pΨ

1 (i, η)− u′(i, η)
))

≤
K∑
i=1

∑
η∈HT

1

η
u′(i, η) ln

(
u′(i, η)

pΨ
1 (i, η)

)
+

K∑
i=1

∑
η∈HT

1

η
pΨ

1 (i, η)

(26)

We proceed by bounding the first sum on the right-hand side of equation (26). Denote by η? ∈ HT a target
learning rate and let j? be the corresponding index of η?. Let u′ ∈ ∆′ be defined by u′(i′) = u′(i, η) = 0 if
η 6= η? and u′(i, η) = u(i) otherwise. Then

K∑
i=1

∑
η∈HT

1

η
u′(i, η) ln

(
u′(i, η)

pΨ
1 (i, η)

)
=

1

η?

K∑
i=1

u(i) ln

 u(i)

π(i) 2−2j?∑J
j′=1

2−2j′


=

1

η?

(
K∑
i=1

u(i) ln

(
u(i)

π(i)

)
+

K∑
i=1

u(i) ln

(∑J
j′=1 2−2j′

2−2j?

))

=
1

η?

KL(u, π) + 2j? + ln

 J∑
j′=1

2−2j′


≤ KL(u, π) + J

η?

where we used that
∑J
j=1 2−2j = 1

3 −
4−J

3 ≤ 1. We now bound the final sum on the right-hand side of equation

(26) by using that 1
min{a,b} ≤

1
a + 1

b for a, b > 0:

K∑
i=1

∑
η∈HT

1

η
pΨ

1 (i, η) =

K∑
i=1

J∑
j=1

2−2j∑
j′∈[J] 2−2j′ π(i)

min

{
1

4(1+ρmax
t ) ,

√
ln(K)+2(ln(T )+1)

4
√

1+ρmax
t

2−j
}

≤ 4(1 + ρmax
T ) +

4
√

1 + ρmax
T√

ln(K) + 2(ln(T ) + 1)

∑J
j=1 2−j∑J
j=1 2−2j

= 4(1 + ρmax
T ) +

12
√

1 + ρmax
T√

ln(K) + 2(ln(T ) + 1)

1− 2−J

1− 4−J

≤ 4(1 + ρmax
T ) + 12

√
1 + ρmax

T

(27)

where in the last equality we used again that
∑J
j=1 2−2j = 1

3 −
4−J

3 and that
∑J
j=1 2−j = 1− 2−J . We continue

by further bounding the drift term using the fact that ∇2Rt(p
av
t ) is a diagonal matrix with diagonal

(
∇2Rt(p

av
t )
)
i′i′

=
1

ηpavt (i, η)
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for i′ = (i, η). We have

(L̂t − L̂avt )>
(
∇2Rt(p

av
t )
)−1 ̂̀

t =

K∑
i=1

∑
η∈Ht

(
L̂t(i, η)− L̂avt (i, η)

)
ηpavt (i, η)̂̀t(i, η)

≤
K∑
i=1

∑
η∈Ht

(
1 + ρt(i, η)

)
pavt (i, η)˜̀t(i, η) = 〈pavt ,at〉

where in the last step we used (6), the inequality ̂̀t(i′) ≤ 2˜̀t(i′) = 2`t(i), and the assumption `t(i) ∈ [0, 1].

Combining the above and using that
∑T
t=1〈u′,at〉 = η?

∑K
i=1 u(i)

∑T
t=1 4`t(i)(1 + ρt(i)) = 4η?〈u,LT +LρT 〉 and

J ≤ ln(T ) + 1, we continue from (25):

T∑
t=1

〈qt − u, `t〉 ≤ 4(1 + ρmax
T ) + 12

√
1 + ρmax

T +
KL(u, π) + 2(ln(T ) + 1)

η?
+ 4η?〈u,LT + LρT 〉 (28)

Ideally, we would set η? to √
KL(u, π) + 2(ln(T ) + 1)

4〈u,LT + LρT 〉
(29)

However, we can only pick a learning rate from HT . We now show that HT contains a good approximation of
the quantity in (29). We split the remainder of the analysis into two cases. First, assume

max
η∈HT

η ≤

√
KL(u, π) + 2(ln(T ) + 1)

4〈u,LT + LρT 〉

and thus

4〈u,LT + LρT 〉 ≤
KL(u, π) + 2(ln(T ) + 1)

(maxη∈HT η)2

Using the above in equation (28) and choosing η? = maxη∈HT η we obtain

T∑
t=1

〈qt − u, `t〉 ≤ 4(1 + ρmax
T ) + 12

√
1 + ρmax

T +
2(KL(u, π) + 2(ln(T ) + 1))

η?

≤ 4(1 + ρmax
T ) + 12

√
1 + ρmax

T + 8(KL(u, π) + 2(ln(T ) + 1))(1 + ρmax
T )

+ 16
√

(1 + ρmax
T )(ln(K) + 2(1 + ln(T )))

where in the last step we used

1

max
η∈HT

η
≤ 4(1 + ρmax

T ) + 8

√
1 + ρmax

T

ln(K) + 2(ln(T ) + 1)

In the second case

max
η∈HT

η >

√
KL(u, π) + 2(ln(T ) + 1)

4〈u,LT + LρT 〉

This implies that there is an η ∈ HT that is within a factor 2 of
√

KL(u,π)+2(ln(T )+1)
〈u,LT+LρT 〉

as

min
η∈HT

η ≤

√
KL(u, π) + 2(ln(T ) + 1)

4(1 + ρmax
T )T

≤

√
KL(u, π) + 2(ln(T ) + 1)

4〈u,LT + LρT 〉
≤ max
η∈HT

η

and thus

KL(u, π) + 2(ln(T ) + 1)

η?
+ η?4〈u,LT + LρT 〉 ≤ 8

√
(KL(u, π) + 2(ln(T ) + 1))〈u,LT + LρT 〉.
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Therefore, we have that in the second case

T∑
t=1

〈qt − u, `t〉 ≤ 4(1 + ρmax
T ) + 12

√
1 + ρmax

T + 8
√

(KL(u, π) + 2(ln(T ) + 1))〈u,LT + LρT 〉.

Combining the first and second case completes the proof.

C DETAILS OF SECTION 4.1

Lemma 4. For all t, the function Ft = Ψt + Φt, where Ψt is defined in (13) and Φt is defined in (14), is
Legendre and satisfies the conditions of Lemma 1. Moreover,

(L̂t − L̂avt )>
(
∇2Ft(p

av
t )
)−1 ̂̀

t ≤ ηt4`t(it)2

+ 4
∑

γ∈Γ
γ
∑

s∈mt(it)
pavt (it, γ)˜̀t(it, γ)˜̀s(it, γ)

Proof. We first show that Ft is Legendre. Note that Ft is strictly convex because Φt is strictly convex and Ψt is
convex. Now pick any sequence x1,x2, . . . in the interior of the domain of Ft converging to a boundary point.
We have that ‖∇Ft(xn)‖ → ∞, because each component(

∇Ft(x)
)

(i,γ)
= − 1

ηt
∑
γ∈Γ x(i, γ)

+
1

γ
ln
(
x(i, γ)

)
+

1

γ

of the gradient of Ft is increasing in each coordinate of x. The same observation, together with the fact that both
〈∇Ψt(·), z〉 and 〈∇Φt(·), z〉 are concave, shows that Wt(·, z) = 〈∇Ft(·), z〉 satisfies the conditions of Lemma 1.

Observe that ∇2Ft(p
av
t ) is a block-diagonal matrix with blocks i = 1, . . . ,K

Bt(i) =
11>

ηt (qt(i))
2 + diag

(
1

γ1pavt (i, γ1)
, . . . ,

1

γJpavt (i, γJ)

)
of size J × J each. Denote by Vt = diag(vt), where vt =

(
γ1p

av
t (i, γ1), . . . , γJp

av
t (i, γJ)

)
. The inverse of Bt(i)

can be computed by employing the Sherman-Morrison formula:

Bt(i)
−1 = Vt −

η−1
t qt(i)

−2Vt11>Vt

1 + η−1
t qt(i)−2〈vt,1〉

= Vt −
vtv
>
t

ηtqt(i)2 + 〈vt,1〉
(30)

Note that ̂̀t is only non-zero in the J coordinates of the form (it, γ) for γ ∈ Γ. Let h be the J-vector including

only these non-zero elements of ̂̀t, and let b = qt(it)h so that b(j) = `t(it)+qt(it)at(it, γj) = `t(it)+4γj`t(it)ρt(i).
Denote by 0K×(J−1) a vector of zeros of length K × (J − 1). Since the block-diagonal structure is preserved

when taking inverses,
(
∇2Ft(p

av
t )
)−1

is a block-diagonal matrix with blocks Bt(i)
−1 and

(
∇2Ft(p

av
t )
)−1 ̂̀

t =(
0K×(J−1), Bt(it)

−1h
)
. Next, we write b = Y 1`t(it), where

Y = IJ + 4ρt(i)diag(γ1, . . . , γJ)

and IJ is the J × J identity matrix. Using (30) and Y � 2IJ because maxj γj ≤ (4ρ?)−1, we continue with

̂̀>
t

(
∇2Ft(p

av
t )
)−1 ̂̀

t =
`t(it)

2

qt(it)2
1>Y Bt(it)

−1Y 1

≤ 4`t(it)
2

qt(it)2
1>Bt(it)

−11

=
4`t(it)

2

qt(it)2

(
〈vt,1〉 −

〈vt,1〉2

ηtq(it)2 + 〈vt,1〉

)
=

4`t(it)
2

qt(it)2

ηtq(it)
2〈vt,1〉

ηtq(it)2 + 〈vt,1〉
≤ 4ηt`t(it)

2

(31)
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where in the last step we used vt ≥ 0. Denote by Lmiss = L̂t − ̂̀t − L̂avt and denote by y the components of
Lmiss corresponding to it. Namely,

y(it, γ) =
∑

s∈mt(it)

̂̀
t(it, γ)

Since 〈y,vt〉〈vt,h〉 ≥ 0 (these are all nonnegative vectors), we have that

Lmiss
(
∇2Ft(p

av
t )
)−1 ̂̀

t = y>Bt(it)
−1h

= y>Vth−
〈y,vt〉〈vt,h〉

ηtq(it)2 + 〈vt,1〉
≤ y>Vth

=
∑
γ∈Γ

∑
s∈mt(it)

pavt (it, γ)γ ̂̀t(it, γ)̂̀s(it, γ)

≤ 4
∑
γ∈Γ

∑
s∈mt(it)

pavt (i, γ)γ ˜̀t(it, γ)˜̀s(it, γ)

(32)

where in the last step we used ̂̀t(i′) ≤ 2˜̀t(i′). Combining equations (31) and (32) we obtain

(L̂t − L̂avt )>
(
∇2Ft(p

av
t )
)−1 ̂̀

t ≤ ηt4`t(it)2 + 4
∑
γ∈Γ

∑
s∈mt(it)

pavt (it, γ)γ ˜̀t(it, γ)˜̀s(it, γ)

which completes the proof.

Lemma 7. Let pΨ
1 ≡ 1

KJ , let pΦ
1 be set as in (12) and Γ be set as in (17). If p? = (1−α)u′ +α 1

K′ with α = 1
T

and π1(i) ≥ 1
T 2 , then Rt(p) ≥ Rt−1(p) for all t ≥ 1 and p ∈ 4′. Furthermore

E

[
T∑
t=1

〈p? − u′, ̂̀t〉]+RT (p?) ≤ 50ρ? +
K ln(T )

ηT
+

1 + ln(T ) + KL(u, π)

γ?

Proof. Let φγ(x) = x
γ ln(x) and ψ(x) = − ln(x). To see that Rt(p) ≥ Rt−1(p) observe that

Rt(p) = BΨt(p,p
Ψ
1 ) +BΦt(p,p

Φ
1 )

=

K∑
i=1

1

ηt
Bψ

∑
γ∈Γ

p(i, γ),
∑
γ∈Γ

pΨ
1 (i, γ)


+

K∑
i=1

∑
γ∈Γ

Bφγ
(
p(i, γ), pΦ

1 (i, γ)
)

≥
K∑
i=1

1

ηt−1
Bψ

∑
γ∈Γ

p(i, γ),
∑
γ∈Γ

pΨ
1 (i, γ)


+

K∑
i=1

∑
γ∈Γ

Bφγ
(
p(i, γ), pΦ

1 (i, γ)
)

= BΨt−1
(p,pΨ

1 ) +BΦt−1
(p,pΦ

1 ) = Rt−1(p)

where the inequality is due to the non-negativity of the Bregman divergence and the fact that ηt ≤ ηt−1.

Now at(i
′) = 4˜̀t(i′)γ(i′)ρt ≤ ˜̀t(i) because maxj γj ≤

(
4ρ?
)−1

, and thus

T∑
t=1

E
[
〈p? − u′, ̂̀t〉] ≤ T∑

t=1

E
[
〈 α
K ′

1, ̂̀t〉] ≤ 2αT
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For any p? we have that:

RT (p?) = − 1

ηT

K∑
i=1

ln

K∑
γ∈Γ

p?(i, γ)

+

K∑
i=1

∑
γ∈Γ

1

γ

(
p?(i, γ) ln

(
p?(i, γ)

pΦ
1 (i, γ)

)
+ pΦ

1 (i, γ)− p?(i, γ)

)
(33)

We continue by bounding the first sum on the right hand side of equation (33):

−
K∑
i=1

ln

K∑
γ∈Γ

p?(i, γ)

 = −
K∑
i=1

ln

∑
γ∈Γ

(1− α)u′(i, γ)K + α


≤ −K ln(α)

Next, we bound the second sum on the right hand side of (33):

K∑
i=1

∑
γ∈Γ

1

γ

(
p?(i, γ) ln

(
p?(i, γ)

pΦ
1 (i, γ)

)
+ pΦ

1 (i, γ)− p?(i, γ)

)

≤
K∑
i=1

∑
γ∈Γ

1

γ

(
p?(i, γ) ln

(
p?(i, γ)

pΦ
1 (i, γ)

)
+ pΦ

1 (i, γ)

)

≤
K∑
i=1

∑
γ∈Γ

1

γ
p?(i, γ) ln

(
p?(i, γ)

pΦ
1 (i, γ)

)
+ 4ρ? +

12
√
ρ?√

ln(K) + ln(T ) + 1

≤
K∑
i=1

∑
γ∈Γ

1

γ
p?(i, γ) ln

(
p?(i, γ)

pΦ
1 (i, γ)

)
+ 4ρ? + 12

√
ρ?

where we used that
∑J
j=1 2−2j = 1/3− 4−J

3 and that that 1
min{a,b} ≤

1
a + 1

b for a, b > 0, see also (27). Now, to

bound the double sum on the right-hand side of the last inequality we use Jensen’s inequality, which we may use
due the convexity of f(x) = x ln(xa) for a > 0:

K∑
i=1

∑
γ∈Γ

1

γ
p?(i, γ) ln

(
p?(i, γ)

pΦ
1 (i, γ)

)
≤

K∑
i=1

∑
γ∈Γ

1− α
γ

u′(i, γ) ln

(
u′(i, γ)

pΦ
1 (i, γ)

)
+

K∑
i=1

∑
γ∈Γ

α/K ′

γ
ln

(
1/K ′

pΦ
1 (i, γ)

)

≤
K∑
i=1

∑
γ∈Γ

1− α
γ

u′(i, γ) ln

(
u′(i, γ)

pΦ
1 (i, γ)

)
+ αmax

i,γ

{
1

γ

(
− ln

(
pΦ

1 (i, γ)
)
− ln(K ′)

)}
Since

− ln
(
pΦ

1 (i, γ)
)
≤− ln(π(i)) + 2J + ln

 J∑
j=1

2−2j

 ≤ − ln(π(i)) + 2J

and J ≤ ln(T ) + 1, 1/γ ≤ 4ρ?
√
T , and π1(i) ≥ 1

T 2 we have that

αmax
i,γ

{
1

γ

(
− ln

(
pΦ

1 (i, γ)
)
− ln(K ′)

)}
≤ 16αρ?

√
T (1 + ln(T )) ≤ 32αρ?T

where we used that ln(x) ≤
√
x. Now, setting u′(i, γ) = u(i) if γ = γ? and 0 otherwise, we obtain

K∑
i=1

∑
γ∈Γ

1− α
γ

u′(i, γ) ln

(
u′(i, γ)

pΦ
1 (i, γ)

)
=

1− α
γ?

(
− ln

(
2−2j∑

j∈[J] 2−2J

)
+

K∑
i=1

u(i) ln

(
u(i)

π(i)

))

≤ 1

γ?
(2J + KL(u, π))

≤ 1

γ?
(1 + ln(T ) + KL(u, π))
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Combining the above and setting α = 1
T we find

E

[
T∑
t=1

〈p? − u′, ̂̀t〉]+RT (p?) ≤ 32αρ?T + E
[
− 1

ηT
K ln(α)

]
+ 2αT + 4ρ? + 12

√
ρ?

+
1

γ?
(1 + ln(T ) + KL(u, π))

≤ 50ρ? + E
[
K ln(T )

ηT

]
+

1

γ?
(1 + ln(T ) + KL(u, π))

which completes the proof.

Theorem 5. Let pΨ
1 ≡ 1

KJ and let pΦ
1 be given by (12). Assume π1(i) ≥ 1

T 2 for all i ∈ [K]. If we run
Algorithm 1 with regularizers (13) and (14), corresponding learning rates (17) and (18), then the predictions
it ∼ qt, with qt as in (15), satisfy

E
[ T∑
t=1

(`t(it)− 〈u, `t〉)
]
≤ 12

√
K ln(T )〈u,LT 〉+ 16

√(
KL(u, π) + ln(T ) + 1

)
〈u,LρT 〉

+ 48
(
5 + ln(T ) + KL(u, π)

)
ρ? + 42K ln(T )

Proof. Let p? = (1− α)u′ + α1 1
K′ , where α = 1

T . We start by applying Lemma 3 to bound the expected regret
against p?, which we may do because the conditions of Lemma 3 are satisfied as per Lemma 4:

E

[
T∑
t=1

〈qt − u, `t〉
]
≤

T∑
t=1

E [〈u,at〉] + E

[
T∑
t=1

〈p? − u′, ̂̀t〉]+ E [RT (p?)]

+ E

[
T∑
t=1

((
L̂t − L̂avt

)>(∇2Rt(p
av
t )
)−1 ̂̀

t − 〈pavt ,at〉
)]

Let u′(i′) = u′(i, γ) = u(i) if γ = γ? and 0 otherwise and recall that LdT (i) =
∑T
t=1 `t(i)(1 + ρt(i)). Since

E[`t(i)1[i = it]qt(i)
−1] = `t(i) we have that

∑T
t=1 E [〈u,at〉] =

∑T
t=1 4γ?〈u,LρT 〉. By applying Lemmas 7 and 5

we may further bound the expected regret:

E

[
T∑
t=1

〈qt − u, `t〉
]
≤50ρ? + E

[
T∑
t=1

ηt4`t(it)
2

]
+ E

[
1

ηT
K ln(T )

]

+

T∑
t=1

4γ?〈u,LρT 〉+
1

γ?
(
1 + ln(T ) + KL(u, π)

) (34)

Ideally, we would have that γ? =
√

KL(u,π)+ln(T )+1
4〈u,LρT 〉

. However, we have a grid of learning rates Γ from which we

have to choose an appropriate learning rate. Instead, we will show that Γ contains a close approximation of the
optimal learning rate. As in the proof of Theorem 4 we will split the analysis into two case. In the first case

maxγ∈Γ γ ≤
√

KL(u,π)+ln(T )+1
4〈u,LT+LρT 〉

and thus

4〈u,LρT 〉 ≤
KL(u, π) + 2(ln(T ) + 1)

(maxγ∈Γ γ)2

Thus, choosing γ? = maxγ∈Γ γ we obtain

4γ?〈u,LρT 〉+
1

γ?
(
1 + ln(T ) + KL(u, π)

)
≤ 2

γ?
(
1 + ln(T ) + KL(u, π)

)
≤ 8
(
1 + ln(T ) + KL(u, π)

)(
ρ? + 2

√
ρ?
)
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In the second case maxγ∈Γ γ >
√

KL(u,π)+ln(T )+1
4〈u,LρT 〉

. This implies that there is an γ ∈ Γ that is within a factor 2

of
√

KL(u,π)+ln(T )+1
〈u,LρT 〉

as

min
γ∈Γ

γ ≤

√
KL(u, π) + ln(T ) + 1

4(1 + ρmax
T )T

≤

√
KL(u, π) + ln(T ) + 1

4〈u,LρT 〉
≤ max

γ∈Γ
γ

and thus

4γ?〈u,LρT 〉+
1

γ?
(

+ ln(T ) + KL(u, π)
)
≤ 8
√(

KL(u, π) + ln(T ) + 1
)
〈u,LρT 〉

Therefore, combining the two cases we find that

4γ?〈u,LρT 〉+
1

γ?
(1 + ln(T ) + KL(u, π)) ≤8

√
(KL(u, π) + ln(T ) + 1)〈u,LρT 〉

+ 8 (1 + ln(T ) + KL(u, π))
(
ρ? + 2

√
ρ?
) (35)

As for the terms involving ηt, we have that

ηt4`t(it) = 4`t(it)

√
K ln(T )

4(1 + ρ?) + 4
∑
s∈St `s(is)

≤ 4`t(it)

√
K ln(T )

4
∑
s≤t `s(is)

Summing over t and using that
∑t
t=1

xt∑
s≤t xt

≤ 2
√∑T

t=1 xt we find that

T∑
t=1

ηt4`t(it) ≤ 4

√√√√K ln(T )

T∑
t=1

`t(it)

which means that

E

[
T∑
t=1

ηt4`t(it)
2 +

1

ηT
K ln(T )

]
≤ 6E


√√√√K ln(T )(1 + ρ?) +K ln(T )

T∑
t=1

`t(it)


≤ 6E


√√√√K ln(T )

T∑
t=1

`t(it)

+ 6
√
K ln(T )(1 + ρ?)

≤ 6

√√√√K ln(T )

T∑
t=1

E [`t(it)] + 6
√
K ln(T )(1 + ρ?)

(36)

where we used that
√
x+ y ≤

√
x +
√
y for x, y ≥ 0 and Jensen’s inequality. Combining equations (34), (35),

and (36) we obtain

E

[
T∑
t=1

〈qt − u, `t〉
]
≤50ρ? + 6

√√√√K ln(T )

T∑
t=1

E [`t(it)] + 6
√
K ln(T )(1 + ρ?) + 8

√
(KL(u, π) + ln(T ) + 1)〈u,LρT 〉

+ 8 (1 + ln(T ) + KL(u, π))
(
ρ? + 2

√
ρ?
)

≤6

√√√√K ln(T )

T∑
t=1

E [`t(it)] + 6
√
K ln(T )(1 + ρ?) + 8

√
(KL(u, π) + ln(T ) + 1)〈u,LρT 〉

+ 24
(
4 + ln(T ) + KL(u, π)

)
ρ?
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To complete the proof observe that E [`t(it)] = E [〈qt, `t〉] = E [〈qt − u, `t〉] + 〈u, `t〉. Using that
√
x+ y ≤√

x+
√
y and using that

√
xy = 1

2 infζ>0
x
ζ + ζy for x, y ≥ 0 we find

E

[
T∑
t=1

〈qt − u, `t〉
]
≤6

√√√√K ln(T )

(
E

[
T∑
t=1

〈qt − u, `t〉
]

+ 〈u,LT 〉

)
+ 6
√
K ln(T )(1 + ρ?)

+ 8
√

(KL(u, π) + ln(T ) + 1)〈u,LρT 〉+ 24 (4 + ln(T ) + KL(u, π)) ρ?

≤6
√
K ln(T )〈u,LT 〉+ 6

√
K ln(T )(1 + ρ?) + 8

√
(KL(u, π) + ln(T ) + 1)〈u,LρT 〉

+ 24 (4 + ln(T ) + KL(u, π)) ρ? + 1
2 E

[
T∑
t=1

〈qt − u, `t〉
]

+ 18K ln(T )

≤6
√
K ln(T )〈u,LT 〉+ 8

√
(KL(u, π) + ln(T ) + 1)〈u,LρT 〉

+ 24 (5 + ln(T ) + KL(u, π)) ρ? + 1
2 E

[
T∑
t=1

〈qt − u, `t〉
]

+ 21K ln(T )

After reordering the above equation gives us

1
2 E

[
T∑
t=1

〈qt − u, `t〉
]
≤21K ln(T ) + 6

√
K ln(T )〈u,LT 〉

+ 8
√

(KL(u, π) + ln(T ) + 1)〈u,LρT 〉+ 24 (5 + ln(T ) + KL(u, π)) ρ?

which completes the proof after multiplying both sides by 2

D DETAILS OF SECTION 4.2

Theorem 3. Let qt be computed by Algorithm 1 with at(i) = 0, ηt = 1√
4t

, εt = 1√
t
, γt as in (24), pΨ

1 (i) =

pΦ
1 (i) = 1

K , ˜̀t(i) = 1[it=i]`t(i)
qt(i)+εt

, and regularizers specified in (21) and (22). Then actions it ∼ qt guarantee

E
[∑T

t=1
(`t(it)− 〈u, `t〉

]
) ≤ 9

√
KT + 1

2ρ
?

+ 3

√
ln(K)

∑T

t=1
E
[∑K

i=1
qt(i)ρt(i)

]

Proof. Fix t and let F (·) = ηtFt(·). To verify the conditions of Lemma 2, recall that a Bregman divergence is
non-negative, and that since ηt ≤ ηt−1 we have that

BFt(p,p
φ
1 ) =

1

ηt
BF (p,pφ1 ) ≥ 1

ηt−1
BF (p,pφ1 ) = BFt−1

(p,pφ1 )

To verify the conditions of Lemma 1 observe that
(
∇Ft(x)

)
i

is increasing and concave in x(i) and that ∇2Ft(x)
positive definite, which implies that Ft is Legendre—see also (Zimmert and Seldin, 2020).

Thus, we may use Lemma 3 to bound

E

[
T∑
t=1

〈qt − u, ˜̀t〉] ≤ E [RT (u)] + E

[
T∑
t=1

(L̂t − L̂avt )>(∇2Rt(qt))
−1 ̂̀

t

]
We continue by analysing the cost of implicit exploration. First, we rewrite the loss of the learner by using (Neu,
2015a, equation (5))

K∑
i=1

qt(i)˜̀t(i) = `t(it)− εt
K∑
i=1

˜̀
t(i)
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Since ˜̀t(i) ≤ 1[it=i]`t(i)
qt(i)

we have that E
[˜̀
t(i)
]
≤ 1. This in turn implies that

E

[
T∑
t=1

〈qt − u, ˜̀t〉] ≥ E [RT (u)]−
T∑
t=1

εt

Similarly to (23), we use that
(

1
a + 1

b

)−1 ≤ min{a, b} for a, b > 0. Also, we use (6) and `t(i) ≤ 1 to write

(
L̂t − L̂avt

)>(∇2Rt(qt)
)−1 ̂̀

t =

K∑
i=1

(
L̂t(i)− L̂avt (i)

)( 1

4ηtqt(i)3/2
+

1

γtqt(i)

)−1̂̀
t(i)

≤
K∑
i=1

4ηtqt(i)
3/2 ˜̀

t(i)
2 + γtqt(i)˜̀t(i) ∑

s∈mt(i)

˜̀
s(i)


≤

K∑
i=1

4ηtqt(i)
1/2 ˜̀

t(i) + γt1[it = i]
∑

s∈mt(i)

1[is = i]

qs(i)


Let us now study the expectation of the first sum on the right-hand side of the last equation:

E

[
K∑
i=1

4ηtqt(i)
1/2 ˜̀

t(i)

]
≤ E

[
K∑
i=1

4ηtqt(i)
1/2

]
≤ ηt4

√
K

where we used that maxp∈4
∑K
i=1

√
p(i) =

√
K (Zimmert and Seldin, 2020).

Since εs ≥ εt for s ≤ t we have that
∑
s∈mt(i)

˜̀
t(i) ≤ ρ?

εt
and thus by using that

∑T
t=1

yt√∑t
s=1 ys

≤ 2
√∑T

t=1 yt

for y1 > 0 and y2, . . . , yT ≥ 0 we find that

E

 K∑
i=1

γt1[it = i]
∑

s∈mt(i)

1[is = i]

qs(i)

 = E

 √
ln(K)

∑K
i=1 1[it = i]

∑
s∈mt(i)

1[is=i]
qs(i)√

ρ?ε−1
t +

∑t−1
s=1

∑K
i=1 1[is = i]

∑
s′∈ms(i)

1[is′=i]
qs′ (i)


≤ E

 √ln(K)
∑K
i=1 1[it = i]

∑
s∈mt(i)

1[is=i]
qs(i)√∑t

s=1

∑K
i=1 1[is = i]

∑
s′∈ms(i)

1[is′=i]
qs′ (i)


≤ E

2

√√√√ln(K)

T∑
t=1

K∑
i=1

1[it = i]
∑

s∈mt(i)

1[is = i]

qs(i)


≤ 2

√√√√√ln(K)E

 T∑
t=1

K∑
i=1

1[it = i]
∑

s∈mt(i)

1[is = i]

qs(i)


where the final inequality is due to Jensen’s inequality. Following the logic used to bound (19), we can evaluate
the expectation:

E

1[it = i]
∑

s∈mt(i)

1[is = i]

qs(i)

 =E

[
K∑
i=1

qt(i)ρt(i)

]

Let us now bound RT (u):

RT (u) ≤
√
K −

∑K
i=1 u(i)

ηT
+

ln(K)

γT
≤
√
K

ηT
+

ln(K)

γT

To complete the proof we combine the above. Let

AT =

T∑
t=1

E

[
K∑
i=1

qt(i)ρt(i)

]
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We have:

E

[
T∑
t=1

〈qt − u, `t〉

]
≤ E [RT (u)] +

T∑
t=1

εt + E

[
T∑
t=1

(
L̂t − L̂avt

)>(∇2Rt(qt)
)−1 ̂̀

t

]

≤ 6
√
KT + 2

√
ln(K)AT + 2

√
T +

√
ln(K)

(
ρ?
√
T +AT

)
≤ 6
√
KT + 2

√
ln(K)AT + 2

√
T +

√
ρ?
√
T ln(K) +

√
ln(K)AT

≤ 9
√
KT + 3

√
ln(K)AT + 1

2ρ
?

where we used that
√
ab ≤ 1

2a+ 1
2b for a, b > 0, and that ln(K) ≤

√
K.
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