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Abstract

The model selection problem in the pure ex-
ploration linear bandit setting is introduced
and studied in both the fixed confidence
and fixed budget settings. The model se-
lection problem considers a nested sequence
of hypothesis classes of increasing complexi-
ties. Our goal is to automatically adapt to
the instance-dependent complexity measure
of the smallest hypothesis class containing
the true model, rather than suffering from
the complexity measure related to the largest
hypothesis class. We provide evidence show-
ing that a standard doubling trick over di-
mension fails to achieve the optimal instance-
dependent sample complexity. Our algo-
rithms define a new optimization problem
based on experimental design that leverages
the geometry of the action set to efficiently
identify a near-optimal hypothesis class. Our
fixed budget algorithm uses a novel applica-
tion of a selection-validation trick in bandits.
This provides a new method for the under-
studied fixed budget setting in linear bandits
(even without the added challenge of model
selection). We further generalize the model
selection problem to the misspecified regime,
adapting our algorithms in both fixed confi-
dence and fixed budget settings.

1 INTRODUCTION

The pure exploration linear bandit problem considers
a set of arms whose expected rewards are linear in
their given feature representation, and aims to identify
the optimal arm through adaptive sampling. Two set-
tings, i.e., fixed confidence and fixed budget settings,
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are studied in the literature. In the fixed confidence
setting, the learner continues sampling arms until a
desired confidence level is reached, and the goal is to
minimize the total number of samples (Soare et al.,
2014; Xu et al., 2018; Tao et al., 2018; Fiez et al.,
2019; Degenne et al., 2020; Katz-Samuels et al., 2020).
In the fixed budget setting, the learner is forced to
output a recommendation within a pre-fixed sampling
budget, and the goal is to minimize the error proba-
bility (Hoffman et al., 2014; Katz-Samuels et al., 2020;
Alieva et al., 2021; Yang and Tan, 2021). Applications
of pure exploration linear bandits include content rec-
ommendation, digital advertisement and A/B/n test-
ing (see aforementioned papers for more discussions on
applications).

All existing works, however, focus on linear models
with the given feature representations and fail to adapt
to cases when the problem can be explained with a
much simpler model, i.e., a linear model based on a
subset of the features. In this paper, we introduce
the model selection problem in pure exploration lin-
ear bandits. We consider a sequence of nested linear
hypothesis classes H1 ⊆ H2 ⊆ · · · ⊆ HD and assume
that Hd? is the smallest hypothesis class that contains
the true model. Our goal is to automatically adapt
to the complexity measure related to Hd? , for an un-
known d?, rather than suffering a complexity measure
related to the largest hypothesis class HD.

The model selection problem appears ubiquitously
in real-world applications. In fact, cross-validation
(Stone, 1974, 1978), a practical method for model se-
lection, appears in almost all successful deployments of
machine learning models. The model selection prob-
lem was recently introduced to the bandit regret min-
imization setting by Foster et al. (2019), and further
analyzed by Pacchiano et al. (2020); Zhu and Nowak
(2021). Zhu and Nowak (2021) prove that only Pareto
optimality can be achieved for regret minimization,
which is even weaker than minimax optimality. We
introduce the model selection problem in the pure ex-
ploration setting and, surprisingly, show that it is pos-
sible to design algorithms with near optimal instance-
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dependent complexity for both fixed confidence and
fixed budget settings. We further generalize the model
selection problem to the regime with misspecified lin-
ear models, and show our algorithms are robust to
model misspecification.

1.1 Contribution and Outline

We briefly summarize our contributions as follows:

• We introduce the model selection problem for pure
exploration in linear bandits in Section 2, and an-
alyze its instance-dependent complexity measure.
We provide a general framework to solve the model
selection problem for pure exploration linear ban-
dits. Our framework is based on a carefully-
designed two-dimensional doubling trick and a new
optimization problem that leverages the geome-
try of the action set to efficiently identify a near-
optimal hypothesis class.

• In Section 4, we provide an algorithm for the
fixed confidence setting with near optimal instance-
dependent unverifiable sample complexity. We ad-
ditionally provide evidence on why one cannot ver-
ifiably output recommendations.

• In Section 5, we provide an algorithm for the fixed
budget setting, which applies a novel selection-
validation trick to bandits. Its probability of error
matches (up to logarithmic factors) the probabil-
ity error of an algorithm that chooses its sampling
allocation based on knowledge of the true model
parameter. In addition, the guarantee of our al-
gorithm is nearly optimal even in the non-model-
selection case, and our algorithm also provides a
new way to analyze the understudied fixed budget
setting.

• We further generalize the model selection prob-
lem to the misspecified regime in Section 6, and
adapt our algorithms to both the fixed confidence
and fixed budget settings. Our algorithms reach
an instance-dependent sample complexity measure
that is relevant to the complexity measure of a
closely related perfect linear bandit problem.

2 PROBLEM SETTING

In the transductive linear bandit pure exploration
problem, the learner is given an action set X ⊂ RD
and a target set Z ⊂ RD. The expected reward
of any arm x ∈ X ∪ Z is linearly parameterized
by an unknown reward vector θ? ∈ Θ ⊆ RD, i.e.,
h(x) = 〈θ?, x〉. The parameter space Θ is known to
the learner. At each round t, the learner/algorithm A

selects an action Xt ∈ X , and observes a noisy reward
Rt = h(Xt)+ξt, where ξt represents an additive 1-sub-
Gaussian noise. The action Xt ∈ X can be selected
with respect to the history Ft−1 = σ((Xi, Ri)i<t) up
to time t. The goal is to identify the unique optimal
arm z? = arg maxz∈Z h(z) from the target set Z. We
assume Θ ⊆ span(X ) to obtain unbiased estimators for
arms in Z. Without loss of generality, we assume that
span(X ) = RD (otherwise one can project actions into
a lower dimensional space). We further assume that
span({z? − z}z∈Z) = RD for technical reasons. We
consider both fixed confidence and fixed budget set-
tings in this paper.

Definition 1 (Fixed confidence). Fix X ,Z,Θ ⊆ RD.
An algorithm A is called δ-PAC for (X ,Z,Θ) if (1)
the algorithm has a stopping τ with respect to {Ft}t∈N
and (2) at time τ it makes a recommendation ẑ ∈ Z
such that Pθ?(ẑ = z?) ≥ 1− δ for all θ? ∈ Θ.

Definition 2 (Fixed budget). Fix X ,Z,Θ ⊆ RD and
a budget T . A fixed budget algorithm A returns a
recommendation ẑ ∈ Z after T rounds.

The Model Selection Problem. In contrast to ex-
isting works in pure exploration linear bandits, we
hereby consider the model selection setting where
adapting to the correct hypothesis class is of vital im-
portance. We define Θd := {θ ∈ RD : θi = 0,∀i > d}
as the set of parameters such that for any θ ∈ Θd, it
only has non-zero entries on its first d coordinates. We
assume that θ? ∈ Θd? for an unknown d?. We call d?
the intrinsic dimension of the problem and it is set as
the index of the smallest parameter space containing
the true reward vector. One interpretation of the in-
trinsic dimension is that only the first d? features (of
each arm) play a role in predicting the expected re-
ward. Our goal is to automatically adapt to the sam-
ple complexity with respect to the intrinsic dimension
d?, rather than suffering from the sample complexity
related to the ambient dimension D. In the following,
we write (X ,Z,Θd?) or θ? ∈ Θd? to indicate that the
problem instance has intrinsic dimension d?. Besides
dealing with the well-specified linear bandit problem
as defined in this section, we also extend our frame-
work into the misspecified setting in Section 6, with
additional setups introduced therein.

Additional Notations. For any x =
[x1, x2, . . . , xD]> ∈ RD and d ≤ D, we use
ψd(x) := [x1, x2, . . . , xd]

> ∈ Rd to denote the trun-
cated feature representation that only keeps its first d
coordinates. We also write ψd(X ) := {ψd(x) : x ∈ X}
and ψd(Z) := {ψd(z) : z ∈ Z} to represent the
truncated action set and target set, respectively. Note
that we necessarily have ψd(Z) ⊆ span(ψd(X )) = Rd
as long as Z ⊆ span(X ) = RD. We use
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Y(ψd(Z)) := {ψd(z) − ψd(z
′) : z, z′ ∈ Z} to

denote all possible directions formed by sub-
tracted one item from another in ψd(Z); and
use Y?(ψd(Z)) := {ψd(z?) − ψd(z) : z ∈ Z}
to denote all possible directions with respect to
the optimal arm z?. For any z ∈ Z, we use
∆z := h(z?)−h(z) to denote its sub-optimality gap; we
set ∆min := minz∈Z\{z?}∆z. As in Fiez et al. (2019),
we assume maxz∈Z ∆z ≤ 2 for ease of analysis. We
denote Sk := {z ∈ Z : ∆z < 4 · 2−k} (with S1 := Z).
We use ΛX := {λ ∈ R|X | :

∑
x∈X λx = 1, λx ≥ 0}

to denote the (|X | − 1)-dimensional simplex over
actions. For any (continuous) design λ ∈ ΛX , we
use Ad(λ) :=

∑
x∈X λx ψd(x)(ψd(x))> ∈ Rd×d

to denote the design matrix with respect
to λ. For any set W ⊆ RD, we denote
ι(W) := infλ∈ΛX supw∈W‖w‖

2
Ad(λ)−1 .1

3 TOWARDS THE TRUE SAMPLE
COMPLEXITY

The instance dependent sample complexity lower
bound for linear bandit is discovered/analyzed in pre-
vious papers (Soare et al., 2014; Fiez et al., 2019; De-
genne and Koolen, 2019). We here consider related
quantities that take our model selection setting into
consideration. For any d ∈ [D], we define

ρ?d := inf
λ∈ΛX

sup
z∈Z\{z?}

‖ψd(z?)− ψd(z)‖2Ad(λ)−1

(h(z?)− h(z))2
, (1)

and

ι?d := inf
λ∈ΛX

sup
z∈Z\{z?}

‖ψd(z?)− ψd(z)‖2Ad(λ)−1 . (2)

The lower bound for the model selection problem
(X ,Z,Θd?) in the fixed confidence setting is provided
in Theorem 1, following the lower bound in Fiez et al.
(2019).
Theorem 1. Suppose ξt ∼ N (0, 1) for all t ∈ N+

and δ ∈ (0, 0.15]. Any δ-PAC algorithm with respect
to (X ,Z,Θd?) with stopping time τ satisfies Eθ? [τ ] ≥
ρ?d? log(1/2.4δ).

The above lower bound only works for δ-PAC al-
gorithms, but not for algorithms in the fixed bud-
get setting or with unverifiable sample complexity
(detailed in Section 4). We now introduce another
lower bound for the best possible non-interactive al-
gorithm A that will serve as a strong baseline for
our sample complexities. Following the discussion
in Katz-Samuels et al. (2020), we consider any non-
interactive algorithm as follows: The algorithm A

1A generalized inversion is used for singular matrices.
See Appendix A.1 for detailed discussion.

chooses an allocation {x1, x2, . . . , xN} ⊆ X and receive
rewards {r1, r2, . . . , rN} ⊆ R where ri is sampled from
N (h(xi), 1). The algorithm then recommends ẑ =

arg maxz∈Z〈θ̂d, z〉 where θ̂d = arg minθ∈Rd
∑N
i=1(ri −

θ>ψd(xi))
2 is the least squares estimator in Rd. The

learner is allowed to choose any allocations, even with
the knowledge of θ?, and use any feature mapping such
that linearity is preserved, i.e., d? ≤ d ≤ D.

Theorem 2. Fix X ,Z ⊆ RD, θ? ∈ Θd? and δ ∈
(0, 0.015]. Any non-interactive algorithm A using a
feature mappings of dimension d ≥ d? makes a mistake
with probability at least δ as long as it uses no more
than 1

2ρ
?
d?

log(1/δ) samples.

One can see that the non-interactive lower bound
serves as a fairly strong baseline due to the power
provided to the learner. It also provides justifications
for (1) the Õ(ρ?d?) unverifiable sample complexity in
fixed confidence setting; and (2) the Ω(exp(−T/ρ?d?))
error probability in fixed budget setting: Suppose the
budget is T , one would expect an error probability of
the order Ω(exp(−T/ρ?d?)) for any non-interactive al-
gorithm A .

Note that all lower bounds are with respect to ρ?d?
rather than ρ?d for d > d? due to the assumption
θ? ∈ Θd? for the model selection problem. Our goal is
to automatically adapt to the complexity ρ?d? without
knowledge of d?. Proposition 1 shows the monotonic
relation among {ρ?d}Dd=d?

.

Proposition 1. The monotonic relation ρ?d1 ≤ ρ?d2
holds true for any d? ≤ d1 ≤ d2 ≤ D.

The intuition behind the above Proposition is that the
model class Θd2 is a superset of Θd1 and therefore
identifying z? in Θd2 requires ruling out a larger set
of statistical alternatives than in Θd1 . While Propo-
sition 1 is intuitive, its proof is surprisingly technical
and involves showing the equivalence of a series of op-
timization problems.

3.1 Failure of Standard Approaches

Proposition 2. For any γ > 0, there exists an in-
stance (X ,Z, θd?) such that ρ?d?+1 > ρ?d? + γ yet
ι?d?+1 ≤ 2ι?d? .

One may attempt to solve the model selection prob-
lem with a standard doubling trick over dimension,
i.e., truncating the feature representations at dimen-
sion di = 2i for i ≤ dlog2De and gradually ex-
ploring models with increasing dimension. This ap-
proach, however, is directly ruled out by Proposi-
tion 2 since such doubling trick could end up with
solving a problem with a dimension d′ ≤ 2d? yet
ρ?d′ � ρ?d? . Although doubling trick over dimensions is
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commonly used to provide worst-case guarantees in re-
gret minimization settings (Pacchiano et al., 2020; Zhu
and Nowak, 2021), we emphasize here that matching
instance-dependent complexities is important in pure
exploration setting (Soare et al., 2014; Fiez et al., 2019;
Katz-Samuels et al., 2020). Thus, new techniques need
to be developed. Proposition 2 also implies that trying
to infer the value of ρ?d from ι?d can be quite mislead-
ing. And thus conducting a doubling trick over ι?d (or
an upper bound of it) is likely to fail as well.

Importance of Model Selection. Proposition 2
also illustrates the importance and necessity of con-
ducting model selection in pure exploration linear ban-
dits. Consider the hard instance used in constructed
in Proposition 2 and set D = d?+ 1. All existing algo-
rithms (Soare et al., 2014; Fiez et al., 2019; Degenne
and Koolen, 2019; Katz-Samuels et al., 2020) that di-
rectly work with the given feature representation in
RD end up with a complexity measure scales with ρ?D,
which could be arbitrarily large than the true complex-
ity measure ρ?d? and even become vacuous (by sending
γ →∞).

Our Approaches. In this paper, we design a more
sophisticated doubling scheme over a two-dimensional
grid corresponding to the number of elimination steps
and the richest hypothesis class considered at each
step. We design subroutines for both fixed confidence
and fixed budget settings. Our algorithms define a
new optimization problem based on experimental de-
sign that leverages the geometry of the action set
to efficiently identify a near-optimal hypothesis class.
Our fixed budget algorithm additionally uses a novel
application of a selection-validation trick in bandits.
Our guarantees are with respect to the true instance-
dependent complexity measure ρ?d? .

4 FIXED CONFIDENCE SETTING

We present our main algorithm (Algorithm 2) for the
fixed confidence setting in this section. Algorithm 2 in-
vokes GEMS-c (Algorithm 1) as subroutines and starts
to output the optimal arm after Õ(ρ?d? + d?) samples.
Our sample complexity matches, up to an additive d?
term and logarithmic factors, the strong baseline de-
veloped in Theorem 2.

We first introduce the subroutine GEMS-c, which runs
for n rounds and takes (roughly) B samples per-round.
GEMS-c is built on RAGE (Fiez et al., 2019), a stan-
dard linear bandit pure exploration algorithm works
in the ambient space RD. The key innovation of
GEMS-c lies in adaptive hypothesis class selection at
each round (i.e., selecting dk), which allows us to
adapt to the instrinsic dimension d?. After select-

ing the working dimension dk at round k, GEMS-c
allocates samples based on optimal design (in Rdk);
it then eliminate sub-optimal arms based on the es-
timated rewards constructed using least square. Fol-
lowing Fiez et al. (2019), we use a rounding procedure
ROUND(λ,N, d, ζ) to round a continuous experimen-
tal design λ ∈ ΛX into integer allocations over actions.
We use rd(ζ) to denote the number of samples needed
for such rounding in Rd with approximation factor ζ.
One can choose rd(ζ) = (d2 + d + 2)/ζ (Pukelsheim,
2006; Fiez et al., 2019) or rd(ζ) = 180d/ζ2 (Allen-Zhu
et al., 2020). We choose ζ as a constant throughout
the paper, e.g., ζ = 1. When N ≥ rd(ζ), there ex-
ist computationally efficient rounding procedures that
output an allocation {x1, x2, . . . , xN} satisfying

max
y∈Y(ψd(Z))

‖y‖2(∑N
i=1 ψd(xi)ψd(xi)>)

−1 ≤

(1 + ζ) max
y∈Y(ψd(Z))

‖y‖2(∑x∈X λxψd(x)ψd(x)>)
−1/N. (3)

Algorithm 1 GEMS-c Gap Elimination with Model
Selection (Fixed Confidence)

Input: Number of iterations n, budget for dimension
selection B and confidence parameter δ.

1: Set Ŝ1 = Z.
2: for k = 1, 2, . . . , n do
3: Set δk = δ/k2.
4: Define gk(d) := max{22k ι(Y(ψd(Ŝk))), rd(ζ)}.
5: Get dk = OPT(B,D, gk(·)), where dk ≤ D is

largest dimension such that gk(dk) ≤ B (see
Eq. (4) for the detailed optimization problem);
set λk be the optimal design of the optimization
problem
infλ∈ΛX supz,z′∈Ŝk‖ψdk(z)− ψdk(z′)‖2Adk (λ)−1 ;

set Nk = dg(dk)2(1 + ζ) log(|Ŝk|2/δk)e.
6: Get allocation

{x1, . . . , xNk} = ROUND(λk, Nk, dk, ζ).
7: Pull arms {x1, . . . , xNk} and receive rewards

{r1, . . . , rNk}.
8: Set θ̂k = A−1

k bk ∈ Rdk ,
where Ak =

∑Nk
i=1 ψdk(xi)ψdk(xi)

>,
and bk =

∑Nk
i=1 ψdk(xi)bi.

9: Set Ŝk+1 = Ŝk \ {z ∈ Ŝk : ∃z′ s.t. 〈θ̂k, ψdk(z′)−
ψdk(z)〉 ≥ ω(z′, z)}, where ω(z′, z) :=

‖ψdk(z′)− ψdk(z)‖A−1
k

√
2 log(|Ŝk|2/δk).

10: end for
Output: Set of uneliminated arms Ŝn+1.

We now discuss the adaptive selection of hypothesis
class, which is achieved through a new optimization
problem: At round k, dk ∈ [D] is selected as the largest
dimension such that the value of an experimental de-
sign is no larger than the fixed selection budget B,
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i.e.,

max d (4)
s.t. d ∈ [D],

max{22k · inf
λ∈ΛX

sup
y∈Y(ψd(Ŝk))

‖y‖2Ad(λ)−1 , rd(ζ)} ≤ B.

The experimental design leverages the geometry of the
uneliminated set of arms. Intuitively, the algorithm is
selecting the richest hypothesis class that still allows
the learner to improve its estimates of the gaps by a
factor of 2 using (roughly) B samples. When the bud-
get for dimension selection B is large enough, GEMS-
c operates on well-specified linear bandits (i.e., using
dk ≥ d?) at all rounds, guaranteeing that the output
set of arms are (21−n)-optimal. The next lemma pro-
vides guarantees for GEMS-c.

Lemma 1. Suppose B ≥ max{64ρ?d? , rd?(ζ)}. With
probability at least 1−δ, GEMS-c outputs a set of arms
Ŝn+1 such that ∆z < 21−n for any z ∈ Ŝn+1.

Algorithm 2 Adaptive Strategy for Model Selection
(Fixed Confidence)

Input: Confidence parameter δ.
1: Randomly select a ẑ? ∈ Z as the recommendation

for the optimal arm.
2: for ` = 1, 2, . . . do
3: Set γ` = 2` and δ` = δ/(2`3).
4: for i = 1, 2, . . . , ` do
5: Set ni = 2i, Bi = γ`/ni = 2`−i, and

get Ŝi = GEMS-c(ni, Bi, δ`).
6: if Ŝi = {ẑ} is a singleton set then
7: Update the recommendation ẑ? = ẑ.
8: break (the inner for loop over i)
9: end if
10: end for
11: end for

We present our main algorithm for model selection in
Algorithm 2, which loops over an iterate ` with roughly
geometrically increasing budget γ` = `2`. Within each
iteration `, Algorithm 2 invokes GEMS-c ` times with
different configurations (ni, Bi): ni is viewed as a guess
for the unknown quantity log2(1/∆min); and Bi is
viewed as a guess of ρ?d? , which is then used to de-
termine the adaptive selection hypothesis class. The
configurations {(ni, Bi)}`i=1 are chosen as the diagonal
of a two dimensional gird over ni and Bi. Within each
iteration `, the recommendation ẑ? is updated as the
arm contained in the first singleton set returned (if
any). Since Bi is chosen in a decreasing order, we are
recommending the arm selected from the richest hy-
pothesis class that terminates recommending a single
arm. The singleton is guaranteed to contain the opti-

mal arm once a rich enough hypothesis class is consid-
ered. We provide the formal guarantees as follows.

Theorem 3. Let τ? = log2(4/∆min) max{ρ?d? , rd?(ζ)}.
With probability at least 1 − δ, Algorithm 2
starts to output the optimal arm within itera-
tion `? = O(log2(τ?)), and takes at most N =
O(τ? log2(τ?) log(|Z| log2(τ?)/δ)) samples.

The sample complexity in Theorem 3 is analyzed
in an unverifiable way: Algorithm 2 starts to out-
put the optimal arm after N samples, but it does
not stop its sampling process. Nevertheless, up to a
rounding-related term and other logarithmic factors,2
the unverifiable sample complexity matches the non-
interactive lower bound developed in Theorem 2. The
non-interactive lower bound serves as a fairly strong
baseline since the non-interactive learner is allowed to
sample with the knowledge of θ?. Computationally,
Algorithm 2 starts to output the optimal arm after
iteration `?, with at most O(`2?) subroutines (Algo-
rithm 1) invoked. At each iteration ` ≤ `?, Algo-
rithm 1 is invoked with configurations ni, Bi such that
niBi = 2` ≤ 2`? (note that `? is of logarithmic order).
Up to a model selection step (i.e., selecting dk), the
per-round computational complexity of Algorithm 1 is
similar to the complexity of the standard linear bandit
algorithm RAGE.

Why Not Recommend Arm Verifiably? We
provide a simple example to demonstrate why out-
putting the estimated best arm before examining the
full vector in RD can lead to incorrect answers, in-
dicating that verifiable sample complexity, i.e., the
number of samples required to terminate the game
with a recommendation, scales with the ambient di-
mension D (ρ?D). We consider the linear bandit prob-
lem with action set X = Z = {ei}Di=1 and θ? :=
[1, 0, 0, . . . , 0, 2]> ∈ RD. One can see that z? = eD
is the optimal arm. Let nx ≥ 1 denote the num-
ber of samples on arm x ∈ X . We further assume
deterministic feedback. For any d < D, we can see
that

∑
x∈X nxψd(x)ψd(x)> is a diagonal matrix with

its entries being nei , and the least square estimator
is θ̂d = e1 ∈ Rd. As a result, the sub-optimal arm
e1 will be incorrectly selected as the best arm. Es-
sentially, one cannot verifiably rule out the possibility
d? = D (before examining the full dimension). The

2We refer readers to Katz-Samuels and Jamieson (2020)
for detailed discussion on unverifiable sample complexity.
The rounding term rd?(ζ) = O(d?/ζ

2) commonly appears
in the linear bandit pure exploration literature (Fiez et al.,
2019; Katz-Samuels et al., 2020). Although we do not focus
on optimizing logarithmic terms in this paper, e.g., the
log(|Z|) term, our techniques can be extended to address
this by combining techniques developed in Katz-Samuels
et al. (2020).



Near Instance Optimal Model Selection for Pure Exploration Linear Bandits

lower bound Ω̃(ρ?D) developed in Fiez et al. (2019) ap-
plies when d? = D

5 FIXED BUDGET SETTING

We study the fixed budget setting with Z ⊆ X , which
includes the linear bandit problem Z = X as a special
case. Similar to fixed confidence setting, we develop a
main algorithm (Algorithm 4) that invokes a base al-
gorithm as subroutines (GEMS-b, Algorithm 3). Algo-
rithm 4 achieves an error probability Õ(exp(−T/ρ?d?)),
which, again, matches the strong baseline developed in
Theorem 2.

Algorithm 3 GEMS-b Gap Elimination with Model
Selection (Fixed Budget)

Input: Total budget T (allowing non-integer input),
number of rounds n, budget for dimension selec-
tion B.

1: Set T ′ = bT/nc, Ŝ1 = Z. Set D̃ as the largest
dimension that ensures rounding with T ′ samples,
i.e., D̃ = OPT(T ′, D, f(·)), where f(d) = rd(ζ).

2: for k = 1, . . . , n do
3: Define function gk(d) := 22k ι(Y(ψd(Ŝk))).
4: Get dk = OPT(B, D̃, gk(·)), where where dk ≤

D̃ is largest dimension such that gk(dk) ≤ B
(similar to the optimization problem in Eq. (4)).
Set λk be the optimal design of the optimization
problem
infλ∈ΛX supz,z′∈Ŝk‖ψdk(z)− ψdk(z′)‖2Adk (λ)−1 .

5: Get allocations
{x1, . . . , xT ′} = ROUND(λk, T

′, dk, ζ).
6: Pull arms {x1, . . . , xT ′} and receive rewards

{r1, . . . , rT ′}.
7: Set θ̂k = A−1

k bk ∈ Rdk ,
where Ak =

∑Nk
i=1 ψdk(xi)ψdk(xi)

>,
and bk =

∑Nk
i=1 ψdk(xi)bi.

8: Set Ŝk+1 = Ŝk \ {z ∈ Ŝk : ∃z′ s.t. 〈θ̂k, ψdk(z′)−
ψdk(z)〉 ≥ 2−k}.

9: end for
Output: Any uneliminated arm ẑ? ∈ Ŝn+1.

The subroutine GEMS-b takes sample budget T , num-
ber of iterations n and dimension selection budget B
as input, and outputs an (arbitrary) uneliminated arm
after n iterations. As in the fixed confidence setting,
GEMS-b performs adaptive selection of the hypothesis
class through an optimization problem defined simi-
lar to the one in Eq. (4). The main differences from
the fixed confidence subroutine is as follows: the se-
lection budget B is only used for dimension selection,
and the number of samples allocated per iteration is
determined as bT/nc. GEMS-b is guaranteed to output
the optimal arm with probability 1− Õ(exp(−T/ρ?d?))

when the selection budget B is selected properly, as
detailed in Lemma 2.

Lemma 2. Suppose 64ρ?d? ≤ B ≤ 128ρ?d? and T/n ≥
rd?(ζ) + 1. Algorithm 3 outputs an arm ẑ? such that
∆ẑ? < 21−n with probability at least

1− n|Z|2 exp
(
−T/640nρ?d?

)
.

Algorithm 4 Adaptive Strategy for Model Selection
(Fixed Budget)

Input: Total budget 2T .
1: Step 1: Selection. Initialize an empty selection

set A = ∅.
2: Set p = bW (T )c and T ′ = T/p.
3: for i = 1, . . . , p do
4: Set Bi = 2i, qi = bW (T ′/Bi)c and T ′′ = T ′/qi.
5: for j = 1, . . . , qi do
6: Set nj = 2j .

Get ẑij? = GEMS-b(T ′′, nj , Bi) and insert ẑij?
into the pre-selection set A.

7: end for
8: end for
9: Step 2: Validation. Pull each arm in the pre-

selection set A exactly bT/|A|c times.
Output: Output arm ẑ? with the highest empirical

reward from the validation step.

Our main algorithm for the fixed budget setting is in-
troduced in Algorithm 4. Algorithm 4 consists of two
phases: a pre-selection phase and a validation phase.
The pre-selection phase collects a set of potentially op-
timal arms, selected by subroutines, and the validation
phase examines the optimality of the collected arms.
We provide Algorithm 4 with 2T total sample budget,
and split the budget equally for each phase. At least
one good subroutine is guaranteed to be invoked in the
pre-selection phase (for sufficiently large T ). The vali-
dation step focuses on identifying the best arm among
the pre-selected O((log2 T )2) candidates (as explained
in the next paragraph). Our selection-validation trick
can be viewed as a dimension-reduction technique: we
convert a linear bandit problem in RD (with unknown
d?) to another linear bandit problem in RO((log2 T )2),3
i.e., a problem whose dimension is only polylogarith-
mic in the budget T .

For non-negative variable p, we use p = W (T ) to rep-
resent the solution of equation T = p · 2p. One can see
that W (T ) ≤ log2 T . As a result, at most (log2 T )2

subroutines are invoked with different configurations
of {(T ′′, nj , Bi)}. The use of W (·) is to make sure

3Technically, we treat the problem as a standard multi-
armed bandit problem with O((log2 T )

2) arms, which is a
special case of a linear bandit problem in RO((log2 T )2).
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that T ′′ ≥ njBi for all subroutines invoked. This pro-
vides more efficient use of budget since the error prob-
ability upper bound guaranteed by GEMS-b scales as
Õ(exp(−T ′′/njBi)).
Theorem 4. Suppose Z ⊆ X . If T =
Ω̃
(
log2(1/∆min) max{ρ?d? , rd?(ζ)}

)
, then Algorithm 4

outputs the optimal arm with error probability at most

log2(4/∆min)|Z|2 exp

(
− T

1024 log2(4/∆min) ρ?d?

)

+ 2(log2 T )2 exp

(
− T

8(log2 T )2/∆2
min

)
.

Furthermore, if there exist universal con-
stants such that maxx∈X ‖ψd?(x)‖2 ≤ c1 and
minz∈Z‖ψd?(z?)− ψd?(z)‖2 ≥ c2, the error prob-
ability is upper bounded by

O

(
max{log2(1/∆min)|Z|2, (log2 T )2}

× exp

(
− c2T

max{log2(1/∆min), (log2 T )2}c1ρ?d?

))
.

Under the mild assumption discussed above, the error
probability of Algorithm 4 scales as Õ(exp(−T/ρ?d?)).
Such an error probability not only matches, up to
logarithmic factors, the strong baseline developed in
Theorem 2, but also matches the error bound in the
non-model-selection setting (with known d?) (Katz-
Samuels et al., 2020) (Algorithm 3 therein, which is
also analyzed under a mild assumption). Computa-
tionally, Algorithm 4 invokes Algorithm 3 at most
(log2 T )2 times, each with budget T ′′ ≤ T and nj , Bi
such that njBi ≤ T . The per-round computational
complexity of Algorithm 1 is similar to the one of Al-
gorithm 3 (with similar configurations).

Compared to the fixed confidence setting, the fixed
budget setting in linear bandits is relatively less stud-
ied (Hoffman et al., 2014; Katz-Samuels et al., 2020;
Alieva et al., 2021; Yang and Tan, 2021). To our
knowledge, even without the added challenge of model
selection, near instance optimal error probability guar-
antee is only achieved by Algorithm 3 in Katz-Samuels
et al. (2020). Our Algorithm 4 provides an alternative
way to tackle the fixed budget setting, through a novel
selection-validation procedure. Our techniques might
be of independent interest.

6 MODEL SELECTION WITH
MISSPECIFICATION

We generalize the model selection problem into the
misspecified regime in this section. Our goal here is

to identify an ε-optimal arm due to misspecification.
We aim to provide sample complexity/error probabil-
ity guarantees with respect to a hypothesis class that is
rich enough to allow us to identify an ε-optimal arm.
Pure exploration with model misspecification are re-
cently studied in the literature (Alieva et al., 2021;
Camilleri et al., 2021; Zhu et al., 2021). The model se-
lection criterion we consider here further complicates
the problem setting and are not covered in previous
work.

We consider the case where the expected reward h(x)
of any arm x ∈ X ∪ Z ⊆ RD cannot be perfectly
represented as a linear model in terms of its feature
representation x. We use function γ̃(d) to capture the
misspecification level with respect to truncation the
level d ∈ [D], i.e.,

γ̃(d) := min
θ∈RD

max
x∈X∪Z

|h(x)− 〈ψd(θ), ψd(x)〉|. (5)

We use θd? ∈ arg minθ∈RD maxx∈X∪Z |h(x) −
〈ψd(θ), ψd(x)〉| to denote (any) reward parameter
that best captures the worst case deviation in Rd,
and use ηd(x) := h(x) − 〈ψd(θd?), ψd(x)〉 to represent
the corresponding misspecification with respect to
arm x ∈ X ∪ Z. We have maxx∈X∪Z |ηd(x)| ≤ γ̃(d)
by definition. Although the value of ηd(x) depends
on the selection of the possibly non-unique θd? , only
the worst-case deviation γ̃(d) is used in our analysis.
Our results in this section are mainly developed in
cases when Z ⊆ X , which contains the linear bandit
problem Z = X as a special case.
Proposition 3. The misspecification level γ̃(d) is
non-increasing with respect to d.

The non-increasing property of γ̃(d) reflect the fact
that the representation power of the linear compo-
nent is getting better in higher dimensions. Following
Zhu et al. (2021), we use γ(d) to quantify the sub-
optimality gap of the identified arm, i.e.,

γ(d) := min
{

2 · 2−n : n ∈ N,∀k ≤ n,(
2 +

√
(1 + ζ)ι(Y(ψd(Sk)))

)
γ̃(d) ≤ 2−k/2

}
.

It can be shown that, for any fixed d ∈ [D], at least
a O(
√
d γ̃(d))-optimal arm can be identified in the ex-

istence of misspecification. Such inflation from γ̃(d)
to
√
d γ̃(d) is unavoidable in general: Lattimore et al.

(2020) constructs a hard instance such that identify-
ing a o(

√
dγ̃(d))-optimal arm requires sample complex-

ity exponential in d, even with deterministic feedback.
On the other hand, identifying a Ω(

√
d γ̃(d))-optimal

arm only requires sample complexity polynomial in d.
Such a sharp tradeoff between sample complexity and
achievable optimality motivates our definition of γ(d).
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We assume γ(d) can be made arbitrarily small for large
enough d ∈ [D], which includes the perfect linear ban-
dit model (in RD) as a special case.4 For any ε > 0,
we define d?(ε) := min{d ∈ [D] : ∀d′ ≥ d, γ(d′) ≤ ε}.
We aim at identifying an ε-optimal arm with sample
complexity related to ρ?d?(ε), which is defined as an
ε-relaxed version of complexity measure ρ?d? , i.e.,

ρ?d(ε) := inf
λ∈ΛX

sup
z∈Z\{z?}

‖ψd(z?)− ψd(z)‖2Ad(λ)−1

(max{h(z?)− h(z), ε})2
.

We consider a closely related complexity measure
ρ̃?d(ε), which is defined with respect to linear compo-
nent h̃(x) := 〈ψd(θd?), ψd(x)〉, i.e.,

ρ̃?d(ε) :=

inf
λ∈ΛX

sup
z∈Z\{z?}

‖ψd(z?)− ψd(z)‖2Ad(λ)−1

(max{〈ψd(θd?), ψd(z?)− ψd(z)〉, ε})2
.

Proposition 4 (Zhu et al. (2021)). We have ρ?d(ε) ≤
9ρ̃?d(ε) for any ε ≥ γ̃(d). Furthermore, if γ̃(d) <
∆min/2, ρ̃?d(0) represents the complexity measure for
best arm identification with respect to a linear bandit
instance with action set X , target set Z and reward
function h̃(x) := 〈ψd(θd?), ψd(x)〉.

Assuming γ̃(d?(ε)) < min{ε,∆min/2}, Proposition 4
shows that ρ?d?(ε)(ε) is at most a constant factor larger
than ρ̃?d?(ε)(ε), which is the ε-relaxed complexity mea-
sure of a closely related linear bandit problem (without
misspecification) in Rd?(ε).

Fixed Confidence Setting. A modified algorithm
(and its subroutine, both deferred to Appendix E.2.1)
is used for the fixed confidence setting with model mis-
specification. Sample complexity of the modified algo-
rithm is provided as follows.
Theorem 5. With probability at least 1 − δ, Algo-
rithm 7 starts to output 2ε-optimal arms after N =
Õ(log2(1/ε) max{ρ?d?(ε)(ε), rd?(ε)(ζ)}+ 1/ε2) samples,
where we hide logarithmic terms besides log2(1/ε) in
the Õ notation.
Remark 1. The extra 1/ε2 term comes from a val-
idation step in the modified algorithm. If the goal is
to identify the optimal arm, then this term can be re-
moved with a slight modification of the algorithm. See
Appendix E.2.4 for detailed discussion.

Fixed Budget Setting. Our algorithms for the
fixed budget setting are robust to model misspecifi-
cation, and we provide the following guarantees.

4We make this assumption in order to identify an ε-
optimal arm for any pre-defined ε > 0. Otherwise, one can
adjust the goal and identify arms with appropriate sub-
optimality gaps.

Theorem 6. Suppose Z ⊆ X . If T =
Ω̃(log2(1/ε) max{ρ?d?(ε)(ε), rd?(ε)(ζ)}), then Algo-
rithm 4 outputs an 2ε-optimal arm with error
probability at most

log2(4/ε)|Z|2 exp

(
− T

4096 log2(4/ε) ρ?d?(ε)(ε)

)

+ 2(log2 T )2 exp

(
− T

8(log2 T )2/ε2

)
.

Furthermore, if there exist universal con-
stants such that maxx∈X

∥∥ψd?(ε)(x)
∥∥2 ≤ c1 and

minz∈Z
∥∥ψd?(ε)(z?)− ψd?(ε)(z)

∥∥2 ≥ c2, the error
probability is upper bounded by

O

(
max{log2(1/ε)|Z|2, (log2 T )2}

× exp

(
− c2T

max{log2(1/ε), (log2 T )2}c1ρ?d?(ε)(ε)

))
.

7 EXPERIMENT

We empirically compare our Algorithm 2 with RAGE
(Fiez et al., 2019), which shares a similar elimination
structure to our subroutine (i.e., Algorithm 1) yet fails
to conduct model selection in pure exploration. To
our knowledge, besides algorithms developed in the
present paper, there is no other algorithm that can
adapt to the model selection setup for pure exploration
linear bandits.5

Problem Instances. We conduct experiments with
respect to the problem instance used to construct
Proposition 2, which we detail as follows.

We consider a problem instance with X = Z =
{xi}d?+1

i=1 ⊆ Rd?+1 such that xi = ei, for i =
1, 2, . . . , d? and xd?+1 = (1 − ε) · ed? + ed?+1, where
ei is the i-th canonical basis in Rd?+1. The expected
reward of each arm is set as h(xi) = 〈ed? , xi〉, i.e.,
θ? = ed? . One can see that d? is the intrinsic dimen-
sion and D = d? + 1 is the ambient dimension. We
also notice that x? = xd? is the best arm with reward
1, xd?+1 is the second best arm with reward 1 − ε
and all other arms have reward 0. The smallest sub-
optimality gap is ε. We choose d? = 9, D = 10, and
vary ε to control the instance-dependent complexity.
By setting ε to be a small value, we create a problem

5We defer additional experiment details/results to Ap-
pendix F. The purpose of this section is to empirically
demonstrate the importance of conducting model selection
in pure exploration linear bandits, even on simple problem
instances. We leave large-scale empirical evaluations for
future work.



Yinglun Zhu, Julian Katz-Samuels, Robert Nowak

instance such that ρ?D � ρ?d? : we have ρ?d? = O(d?)
yet ρ?D = Ω(1/ε2) (see Appendix B.4 for proofs).

Table 1: Comparison of Success Rates

ε 10−2 10−3 10−4 10−5

RAGE 100% 98% 56% 62%
Ours 100% 100% 100% 100%

Empirical Evaluations. We evaluate the perfor-
mance of each algorithm in terms of success rate, sam-
ple complexity and runtime. We conduct 100 indepen-
dent trials for each algorithm. Both algorithms are
force-stopped after reaching 10 million samples (de-
noted as the black line in Fig. 1). We consider an trial
as failure if the algorithm fails to identify the best arm
within 20 million samples. For each algorithm, we cal-
culate the (unverifiable) sample complexity τ as the
smallest integer such that the algorithm (1) empiri-
cally identifies the best arm; and (2) the algorithm
won’t change its recommendation for any later rounds
t > τ (up to 20 million samples). The (empirical) run-
time of the algorithm is calculated as the total time
consumed up to round τ . We average sample complex-
ities and runtimes with respect to succeeded trials.

10−2 10−3 10−4 10−5

ε

104

105

106

107
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m

pl
e 
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m
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ex

ity

RAGE
Ours

Figure 1: Comparison of Sample Complexity

The success rates of RAGE and our algorithm are
shown in Table 1. The success rate of RAGE drops dra-
matically as ε (the smallest sub-optimality gap) gets
smaller. On the other hand, however, our algorithm
is not affected by the change of ε since it automati-
cally adapts to the intrinsic dimension d?: One can
immediately see that h(xd?) ≥ h(xd?+1) when work-
ing in Rd? . Due to the same reason, our algorithm
significantly outperforms RAGE in sample complexity
as well (see Fig. 1): Our algorithm adapts to the true
sample complexity ρ?d? yet RAGE suffers from complex-
ity ρ?D � ρ?d? , especially when ε is small.

The runtime of both algorithms are shown in Table 2.

Our algorithm is affected by the computational over-
head of conducting model selection (e.g., the two di-
mensional doubling trick). Thus, RAGE shows advan-
tages in runtime when ε is relatively large. How-
ever, our algorithm runs faster than RAGE when ε
gets smaller. This observation further shows that the
implementation overhead can be small in comparison
with the sample complexity gains achieved from model
selection.

Table 2: Comparison of runtimes

ε 10−2 10−3 10−4 10−5

RAGE 3.46 s 7.87 s 17.33 s 16.81 s
Ours 12.12 s 11.17 s 12.44 s 12.41 s

It is worth mentioning that simple variations of the
problem instance studied in this section have long been
considered as hard instances to examine linear ban-
dit pure exploration algorithms (Soare et al., 2014; Xu
et al., 2018; Tao et al., 2018; Fiez et al., 2019; Degenne
et al., 2020). Our results show that, both theoretically
and empirically, the problem instance becomes quite
easy when viewed from the model selection perspec-
tive.

8 DISCUSSION

We initiate the study of model selection in pure ex-
ploration linear bandits, in both fixed confidence and
fixed budget settings, and design algorithms with near
instance optimal guarantees. Along the way, we de-
velop a novel selection-validation procedure to deal
with the understudied fixed budget setting in linear
bandits (even without the added challenge of model
selection). We also generalize our algorithms into the
misspecified regime.

We conclude the paper with some directions for future
work. An immediate next step is to conduct large-scale
evaluations for model selection in pure exploration lin-
ear bandits. One may need to develop practical version
of our algorithms to bypass the computational over-
heads of conducting model selection. Another interest-
ing direction is provide guarantees to general transduc-
tive linear bandits, i.e., not restricted to cases Z ⊆ X ,
in fixed budget setting (and in misspecified regimes).
We believe one can use a selection-validation proce-
dure similar to the one developed in Algorithm 3, but
with the current validation step replaced by another
linear bandit pure exploration algorithm. Note that
the number of arms to be validated is of logarithmic
order.
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Supplementary Material:
Near Instance Optimal Model Selection for Pure Exploration Linear

Bandits

A SUPPORTING MATERIALS

A.1 Matrix Inversion and Rounding in Optimal Design

Our treatments are similar to the ones discussed in Zhu et al. (2021). We provide the details here for completeness.

Matrix Inversion. The notation ‖y‖2Ad(λ)−1 is clear when Ad(λ) is invertible. For possibly singular Ad(λ),
pseudo-inverse is used if y belongs to the range of Ad(λ); otherwise, we set ‖y‖2Ad(λ)−1 =∞. With this (slightly
abused) definition of matrix inversion, we discuss how to do rounding next.

Rounding in Optimal Design. For any S ⊆ Z, the following optimal design

inf
λ∈ΛX

sup
y∈Y(ψd(S))

‖y‖2Ad(λ)−1

will select a design λ? ∈ ΛX such that every y ∈ Y(ψd(S)) lies in the range of Ad(λ?).6 If span(Y(ψd(S))) = Rd,
then A

d
(λ?) is positive definite (recall that Ad(λ?) =

∑
x∈X λxψd(x)ψd(x)> and span(ψd(X )) = Rd comes from

the assumption that span(ψ(X )) = RD). Thus the rounding guarantees in Allen-Zhu et al. (2020) goes through
(Theorem 2.1 therein, which requires a positive definite design; with additional simple modifications dealt as in
Appendix B of Fiez et al. (2019)).

We now consider the case when Ad(λ?) is singular. Since span(ψd(X )) = Rd, we can always find another λ′ such
that Ad(λ′) is invertible. For any ζ1 > 0, let λ̃? = (1− ζ1)λ? + ζ1λ

′. We know that λ̃? leads to a positive definite
design. With respect to ζ1, we can find another ζ2 > 0 small enough (e.g., smaller than the smallest eigenvalue
of ζ1Ad(λ′)) such that Ad(λ̃?) � Ad((1 − ζ1)λ?) + ζ2I. Since Ad((1 − ζ1)λ?) + ζ2I is positive definite, for any
y ∈ Y(ψd(S)), we have

‖y‖2Ad(λ̃?)−1 ≤ ‖y‖2(Ad((1−ζ1)λ?)+ζ2I)−1 .

Fix any y ∈ Y(ψd(S)). Since y lies in the range of Ad(λ?) (by definition of the objective and matrix inversion),
we clearly have

‖y‖2(Ad((1−ζ1)λ?)+ζ2I)−1 ≤ ‖y‖2(Ad((1−ζ1)λ?))−1 ≤
1

1− ζ1
‖y‖2Ad(λ?)−1 .

To summarize, we have

‖y‖2Ad(λ̃?)−1 ≤
1

1− ζ1
‖y‖2Ad(λ?)−1 ,

where ζ1 can be chosen arbitrarily small. We can thus send the positive definite design λ̃? to the rounding
procedure in Allen-Zhu et al. (2020). We can incorporate the additional 1/(1− ζ1) overhead, for ζ1 > 0 chosen
sufficiently small, into the sample complexity requirement rd(ζ) of the rounding procedure.

6If the infimum is not attained, we can simply take a design λ?? with associated value τ?? ≤ (1 +

ζ0) infλ∈ΛX supy∈Y(ψd(S))‖y‖
2
Aψd

(λ)−1 for a ζ0 > 0 arbitrarily small. This modification is used in our algorithms as
well, and our results (bounds on sample complexity and error probability) goes through with changes only in constant
terms.
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A.2 Supporting Theorems and Lemmas

Lemma 3 ((Kaufmann et al., 2016)). Fixed any pure exploration algorithm π. Let ν and ν′ be two bandit
instances with K arms such that the distribution νi and ν′i are mutually absolutely continuous for all i ∈ [K].
For any almost-surely finite stopping time τ with respect to the filtration {Ft}t≥0, let Ni(τ) be the number of
pulls on arm i at time τ . We then have

K∑
i=1

Eν [Ni(τ)] KL(νi, ν
′
i) ≥ sup

E∈Fτ
d(Pν(E),Pν′(E)),

where d(x, y) = x log(x/y) + (1 − x) log((1 − x)/(1 − y)) for x, y ∈ [0, 1] and with the convention that d(0, 0) =
d(1, 1) = 0.

The following two lemmas largely follow the analysis in Fiez et al. (2019).
Lemma 4. Let Sk = {z ∈ Z : ∆z < 4 · 2−k}. We then have

sup
k∈[blog2(4/ε)c]

{22kι(Y(ψd(Sk)))} ≤ 64ρ?d(ε), (6)

and

sup
k∈[blog2(4/ε)c]

{max{22kι(Y(ψd(Sk))), rd(ζ)}} ≤ max{64ρ?d(ε), rd(ζ)}, (7)

where ζ is the rounding parameter.

Proof. For y = ψd(z?)− ψd(z), we define ∆y = ∆z = h(z?)− h(z). We have that

ρ?d(ε) = inf
λ∈ΛX

sup
y∈Y?(ψd(Z))

‖y‖2Ad(λ)−1

max{∆y, ε}2

= inf
λ∈ΛX

sup
k∈[blog2(4/ε)c]

sup
y∈Y?(ψd(Sk))

‖y‖2Ad(λ)−1

max{∆y, ε}2

≥ sup
k∈[blog2(4/ε)c]

inf
λ∈ΛX

sup
y∈Y?(ψd(Sk))

‖y‖2Ad(λ)−1

max{∆y, ε}2

> sup
k∈[blog2(4/ε)c]

inf
λ∈ΛX

sup
y∈Y?(ψd(Sk))

‖y‖2Ad(λ)−1

(4 · 2−k)
2 (8)

≥ sup
k∈[blog2(4/ε)c]

inf
λ∈ΛX

sup
y∈Y(ψd(Sk))

‖y‖2Ad(λ)−1/4

(4 · 2−k)
2 (9)

≥ sup
k∈[blog2(4/ε)c]

22kι(Y(ψd(Sk)))/64,

where Eq. (8) comes from the fact that 4 · 2−k ≥ ε when k ≤ blog2(4/ε)c; Eq. (9) comes from the fact that
ψd(z)− ψd(z′) = (ψd(z)− ψd(z?)) + (ψd(z?)− ψd(z′)). This implies that, for any k ∈ [blog2(4/ε)c],

max
{

22kρ(Y(ψd(Sk))), rd(ζ)
}
≤ max{64ρ?d(ε), rd(ζ)}.

And the desired Eq. (7) immediately follows.

Lemma 5. Let Sk = {z ∈ Z : ∆z < 4 · 2−k}. We then have

sup
k∈[dlog2(4/∆min)e]

{22kι(Y(ψd(Sk)))} ≤ 64ρ?d, (10)

and

sup
k∈[dlog2(4/∆min)e]

{max{22kι(Y(ψd(Sk))), rd(ζ)}} ≤ max{64ρ?d, rd(ζ)}, (11)

where ζ is the rounding parameter.
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Proof. Take ε = ∆min in Lemma 4.

The following lemma largely follows the analysis in Soare et al. (2014), with generalization to the transductive
setting and more careful analysis in terms of matrix inversion.

Lemma 6. Fix Z ⊆ X ⊆ RD. Suppose maxx∈X ‖x‖2 ≤ c1 and minz∈Z\{z?}‖z? − z‖
2 ≥ c2 with some absolute

constant c1 and c2. We have

c2
c1∆2

min

≤ ρ? := inf
λ∈ΛX

sup
z∈Z\{z?}

‖z? − z‖2A(λ)−1

∆2
z

,

where ∆min = minz∈Z\{z?}{∆z}.

Proof. Let λ? be the optimal design that attains ρ?;7 and let z′ ∈ Z be any arm with the smallest sub-optimality
gap ∆min. We then have

ρ? = max
z∈Z\{z?}

‖z? − z‖2A(λ?)−1

∆2
z

≥
‖z? − z′‖2A(λ?)−1

∆2
z′

=
‖z? − z′‖2A(λ?)−1

∆2
min

, (12)

where z?−z′ necessarily lie in the range of A(λ?) according to the definition of matrix inversion in Appendix A.1.

We now lower bound ‖z?−z′‖2A(λ?)−1 . Note that A(λ?) is positive semi-definite. We write A(λ?) = QΣQ> where
Q is an orthogonal matrix and Σ is a diagonal matrix storing eigenvalues. We assume that the last k eigenvalues
of Σ are zero. Let γmax = ‖A(λ?)‖2 = ‖Σ‖2 be the largest eigenvalue, we have γmax ≤ maxx∈X ‖x‖2 ≤ c1 since
A(λ?) =

∑
x∈X λ

?(x)xx> and
∑
x∈X λ

?(x) = 1. Let w = Q>(z? − z′). Since z? − z′ is in the range of A(λ?), we
know that the last k entries of w must be zero. We then have

‖z? − z′‖2A(λ?)−1 = (z? − z)>A(λ?)−1(z? − z)

= w>Σ−1w

≥ ‖w‖2/c1
≥ c2/c1, (13)

where Eq. (13) comes from fact that ‖w‖2 = ‖z? − z′‖2 and the assumption ‖z? − z‖2 ≥ c2 for all z ∈ Z.

Lemma 7. The following statements hold.

1. T ≥ 4a log 2a =⇒ T ≥ a log2 T for T, a > 0.

2. T ≥ 16a (log 16a)2 =⇒ T ≥ a (log2 T )2 for T, a > 1.

Proof. We first recall that T ≥ 2a log a =⇒ T ≥ a log T for T, a > 0 (Shalev-Shwartz and Ben-David, 2014).
Since log2 T = log T/ log 2 < 2 log T , the first statement immediately follows.

To prove the second statement, we only need to find conditions on T such that T ≥ 4a (log T )2. Note that we
have

√
T ≥ 8

√
a log 4

√
a = 4

√
a log 16a =⇒

√
T ≥ 4

√
a log

√
T = 2

√
a log T . For T, a > 1, this is equivalent to

T ≥ 16a (log 16a)2 =⇒ T ≥ 4a (log T )2 ≥ a (log2 T )2, and thus the second statement follows.

7If the infimum is not attained, one can apply the argument that follows with a limit sequence. See footnote in
Appendix A.1 for more details on how to construct an approximating design.
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A.3 Supporting Algorithms

Algorithm 5 OPT

Input: Selection budget B, dimension upper bound D and selection function g(·) (which is a function of the
dimension d ∈ [D]).

1: Get dk such that

dk = max d

s.t. g(d) ≤ B, and d ∈ [D].

Output: The selected dimension dk.

B OMITTED PROOFS FOR SECTION 3

B.1 Proof of Theorem 1

Theorem 1. Suppose ξt ∼ N (0, 1) for all t ∈ N+ and δ ∈ (0, 0.15]. Any δ-PAC algorithm with respect to
(X ,Z,Θd?) with stopping time τ satisfies Eθ? [τ ] ≥ ρ?d? log(1/2.4δ).

Proof. The proof of the theorem mostly follows the proof of lower bound in Fiez et al. (2019). We additionally
consider the model selection problem (X ,Z,Θd?) and carefully deal with the matrix inversion.

Consider the instance (X ,Z, θ?), where X = {x1, . . . , xn} and span(X ) = RD, Z = {z1, . . . , zm}, and θ? ∈ Θd? .
Suppose that z1 = arg maxz∈Z〈θ?, z〉. We consider the alternative set Cd? := {θ ∈ Θd? : ∃i ∈ [m] s.t. 〈θ, z1−zi〉 <
0}, where z1 is not the best arm for any θ ∈ Cd? . Following the “change of measure” argument in Lemma 3, we
know that Eθ? [τ ] ≥ τ?, where τ? is the solution of the following constrained optimization

τ? := min
t1,...,tn∈R+

n∑
i=1

ti (14)

s.t. inf
θ∈Cd?

n∑
i=1

ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ),

where we use the notation νθ,i = N (〈θ, xi〉, 1) = N (〈ψd?(θ), ψd?(xi)〉, 1) (due to the fact that θ ∈ Cd?). We also
have KL(νθ?,i, νθ,i) = 1

2 〈ψd?(θ?)− ψd?(θ), ψd?(xi)〉2.

We next show that for any t = (t1, . . . , tn)> ∈ Rn+ satisfies the constraint of Eq. (14), we must have ψd?(z1) −
ψd?(zi) ∈ span({ψd?(xi) : ti > 0}),∀ 2 ≤ i ≤ m. Suppose not, there must exists a ψd?(u) ∈ Rd? such that (1)
〈ψd?(u), ψd?(xi)〉 = 0 for all i ∈ [n] such that ti > 0; and (2) there exists a 2 ≤ j ≤ m such that 〈ψd?(z1) −
ψd?(zj), ψd?(u)〉 6= 0. Suppose 〈ψd?(z1) − ψd?(zj), ψd?(u)〉 > 0 (the other direction is similar), we can choose a
θ′ ∈ Θd? such that the first d? coordinates of θ′ equals to ψd?(θ?) − αψd?(u) for a α > 0 large enough (so that
θ′ ∈ Cd?). With such θ′, however, we have

n∑
i=1

ti KL(νθ?,i, νθ′,i) =

n∑
i=1

ti
1

2
〈αψd?(u), ψd?(xi)〉2 = 0 < log(1/2.4δ),

which leads to a contradiction. As a result, we can safely calculate ‖ψd?(z1)− ψd?(zi)‖2Ad? (t)−1 or
Ad?(t)−1(ψd?(z1) − ψd?(zi)) where Ad?(t) :=

∑n
i=1 tiψd?(xi)ψd?(xi)

>/t̄ and t̄ :=
∑n
i=1 ti. The rest of the proof

follows from the proof of theorem 1 in Fiez et al. (2019).

B.2 Proof of Theorem 2

Theorem 2. Fix X ,Z ⊆ RD, θ? ∈ Θd? and δ ∈ (0, 0.015]. Any non-interactive algorithm A using a feature
mappings of dimension d ≥ d? makes a mistake with probability at least δ as long as it uses no more than
1
2ρ
?
d?

log(1/δ) samples.
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Proof. The proof largely follows from the proof of Theorem 3 in Katz-Samuels et al. (2020) (but ignore the γ?
term therein. We are effectively using a weaker lower bound, yet it suffices for our purpose. ). The non-interactive
MLE uses at least 1

2ρ
?
d log(1/δ) with respect to any feature mapping ψd(·) for d? ≤ d ≤ D. The statement then

follows from the monotonicity of {ρ?d}Dd=d?
as shown in Proposition 1.

B.3 Proof of Proposition 1

Proposition 1. The monotonic relation ρ?d1 ≤ ρ
?
d2

holds true for any d? ≤ d1 ≤ d2 ≤ D.

Proof. We first prove equivalence results in the general setting in Step 1, 2 and 3; and then apply the results to
the model selection problem in Step 4 to prove monotonicity over {ρ?d}Dd=d?

.

We consider (X ,Z, θ?) in the general setting, where X = {x1, . . . , xn} ⊆ Rd, span(X ) = Rd, Z = {z1, . . . , zm} and
θ? ∈ Rd. We suppose that z1 = arg maxz∈Z〈θ?, z〉 is the unique optimal arm and span({z1 − z}z∈Z\{z1}) = Rd.
We use the notations yj := z1 − zj for j = 2, . . . ,m, and νθ,i := N (x>i θ, 1). For any t = (t1, . . . , tn)> ∈ Rn+, we
also use the notation A(t) =

∑n
i=1 tixix

>
i ∈ Rd×d to denote a design matrix with respect to t (t doesn’t need to

be inside the simplex ΛX ). We consider any fixed δ ∈ (0, 0.15].

Step 1: Closure of constraints. Let C denote the set of parameters where z1 is no longer the best arm
anymore, i.e.,

C := {θ ∈ Rd : ∃i ∈ [m] s.t. θ>(z1 − zi) < 0}.

Using the “change of measure” argument from Kaufmann et al. (2016), the lower bound is given by the following
optimization problem (Audibert et al., 2010; Fiez et al., 2019)

τ? := min
t1,...,tn∈R+

n∑
i=1

ti

s.t. inf
θ∈C

n∑
i=1

ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ).

First, we show that the value τ? equals to the value of another optimization problem, i.e.,

τ? = min
t1,...,tn∈R+

n∑
i=1

ti

s.t. min
θ∈C̄

n∑
i=1

ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ),

where C̄ = {θ ∈ Rd : ∃i ∈ [m] s.t. θ>(z1 − zi) ≤ 0}. Note that that we must show that the minimum in the
constraint is attained, i.e., the minθ∈C̄ part. We first show the equivalence between the original problem and
the problem with respect to infθ∈C̄ ; and then show the equivalence between problems with respect to infθ∈C̄ and
minθ∈C̄ . We fix any t = (t1, . . . , tn)> ∈ Rn+.

Step 1.1: We claim that infθ∈C
∑n
i=1 ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ) if and only if infθ∈C̄

∑n
i=1 ti KL(νθ?,i, νθ,i) ≥

log(1/2.4δ).

Since C̄ ⊃ C, the ⇐= direction is obvious.

Now, suppose infθ∈C̄
∑n
i=1 ti KL(νθ?,i, νθ,i) < log(1/2.4δ). By definition of inf, there exists θ0 ∈ C̄ such that

n∑
i=1

ti KL(νθ?,i, νθ0,i) < log(1/2.4δ).

Since C̄ is the closure of an open set C, there exists a sequence {θj} in C approaching θ0. Note that

n∑
i=1

ti KL(νθ?,i, νθ,i) =

n∑
i=1

ti
1

2
(x>i (θ? − θ))2 =

1

2
‖θ? − θ‖2A(t).
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Then, by the continuity of 1
2‖θ? − θ‖

2
A(t) in θ, there exists a θ ∈ C such that

∑n
i=1 ti KL(νθ?,i, νθ,i) < log(1/2.4δ).

This gives a contradiction and thus proves the =⇒ direction.

Step 1.2: Now, we must show that the infimum is attained whenever infθ∈C̄
∑n
i=1 ti KL(νθ?,i||νθ,i) ≥ log(1/2.4δ),

that is, there exists θ0 ∈ C̄ such that

n∑
i=1

ti KL(νθ?,i, νθ0,i) = inf
θ∈C̄

n∑
i=1

ti KL(νθ?,i, νθ,i).

Claim: Fix t = (t1, . . . , tn)> ∈ Rn+. If span({xi : ti > 0}) 6= Rd, then infθ∈C̄
∑n
i=1 ti KL(νθ?,i, νθ,i) < log(1/2.4δ).

First, we show the claim. Fix t = (t1, . . . , tn)> ∈ Rn+ and suppose span({xi : ti > 0}) 6= Rd. Since span({xi :
ti > 0}) 6= Rd, there exists u ∈ Rd such that u>xi = 0 for all i such that ti > 0. Since {z1 − zi : i ∈ [m]} spans
Rd by assumption, there exists i ∈ [m] such that u>(z1 − zi) 6= 0. Suppose that u>(z1 − zi) < 0 (the other
case is similar). Then, there exists a sufficiently large α > 0 such that (θ? + αu)>(z1 − zi) < 0, implying that
θ? + αu ∈ C. Moreover, by construction of u, we have

n∑
i=1

ti KL(νθ?,i, νθ?+αu,i) =

n∑
i=1

ti
1

2
(x>i (αu))2 =

∑
i:ti>0

ti
1

2
(x>i (αu))2 = 0 < log(1/2.4δ),

and thus leads to the claim.

Now, suppose infθ∈C̄
∑n
i=1 ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ). Then, span({xi : ti > 0}) = Rd. Then, ‖·‖2A(t) is a

norm, and the set {
θ ∈ Rd :

1

2
‖θ − θ?‖2A(t) ≤ ε

}
is compact for every ε. Then, since C̄ is closed and 1

2‖θ − θ?‖
2
A(t) has compact sublevel sets, there exists a θ0 ∈ C̄

such that
n∑
i=1

ti KL(νθ?,i, νθ0,i) = inf
θ∈C̄

n∑
i=1

ti KL(νθ?,i, νθ,i).

This shows the equivalence between problems with respect to infθ∈C̄ and minθ∈C̄ .

Step 2: Rewrite the optimization problem. Define

C̄i = {θ ∈ Rd : θ>(z1 − zi) ≤ 0},

and note that C̄ = ∪mi=1C̄i. Observe that

τ? := min
t1,...,tn∈R+

n∑
i=1

ti

s.t. min
θ∈C̄

n∑
i=1

ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ)

= min
t1,...,tn∈R+

n∑
i=1

ti

s.t. min
i∈[m]

min
θ∈C̄i

n∑
i=1

ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ).

Consider the optimization problem:

min
θ∈C̄i

1

2

n∑
i=1

ti(x
>
i (θ? − θ))2 = min

θ∈C̄i

1

2
‖θ? − θ‖2A(t)
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Note that since the objective is convex and there exists θ ∈ Rd such that θ>(z1 − zi) < 0, Slater’s condition
holds and, therefore, strong duality holds. We form the Lagrangian with lagrange multiplier γ ∈ R+ to obtain

(θ, γ) =
1

2
‖θ? − θ‖2A(t) + γ · y>i θ

Differentiating with respect to θ and γ, we have that (note that A(t) is invertible from the claim in Step 1){
θ = θ? − γA(t)−1yi,

y>i θ = 0.

These imply that θ0 := θ? − y>i θ?A(t)−1yi
y>i A(t)−1yi

and γ0 := yi>θ?
y>i A(t)−1yi

∈ R+ satisfy the K.K.T. conditions, and θ = θ0

is the minimizer (primal optimal solution) of the constrained optimization problem (note that it’s a convex
program). Therefore, we have

min
θ∈C̄i

1

2

n∑
i=1

ti(x
>
i (θ? − θ))2 =

(y>i θ?)
2

‖yi‖2A(t)−1

In conclusion, we have

τ? = min
t1,...,tn∈R+

n∑
i=1

ti

s.t.
(y>j θ?)

2

‖yj‖2A(t)−1

≥ log(1/2.4δ),∀ 2 ≤ j ≤ m.

Step 3: Re-express the optimization problem. Furthermore, we have that

τ? = min
s,t1,...,tn∈R+

s (15)

s.t. (y>j θ?)
2 ≥ log(1/2.4δ)‖yj‖2A(t)−1 ,∀ 2 ≤ j ≤ m

s ≥
n∑
i=1

ti.

Rearranging these constraints, we have that

s ≥
n∑
i=1

ti ≥ log(1/2.4δ)

n∑
i=1

ti
‖yj‖2A(t)−1

(y>j θ?)
2

= log(1/2.4δ)
‖yj‖2A(λ)−1

(y>j θ?)
2
,∀ 2 ≤ j ≤ m.

We do a change of variables λ ∈ ΛX and λi = ti∑n
i=1 ti

, and the optimization problem is equivalent to

τ? = min
s∈R+,λ∈ΛX

s

s.t. s ≥ max
j=2,...,m

log(1/2.4δ)
‖yj‖2A(λ)−1

(y>j θ?)
2
.

Thus, we have that

τ? ≥ inf
λ∈ΛX

max
j=2,...,m

‖yj‖2A(λ)−1

(y>j θ?)
2

log(1/2.4δ).

Now let

τ̃? := inf
λ∈ΛX

max
j=2,...,m

‖yj‖2A(λ)−1

(y>j θ?)
2

log(1/2.4δ) = max
j=2,...,m

‖yj‖2A(λ?)−1

(y>j θ?)
2

log(1/2.4δ),
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where λ? is the optimal design of the above optimization problem.8 Set t̃ = τ̃?λ? ∈ Rn+ with t̃i = τ̃?λ?i ∈ R+, we
can then see that

n∑
i=1

t̃i = τ̃? = max
j=2,...,m

n∑
i=1

t̃i
‖yj‖2A(t̃)−1

(y>j θ?)
2

log(1/2.4δ),∀ 2 ≤ j ≤ m.

and such {t̃i} satisfies the constraints in the original optimization problem described in Eq. (15). As a result,
we have τ? ≤ τ̃?.

We now can write

τ? = inf
λ∈ΛX

max
j=2,...,m

‖yj‖2A(λ)−1

(y>j θ?)
2

log(1/2.4δ) = ρ? log(1/2.4δ). (16)

Step 4: Monotonicity. We now apply the established equivalence to the model selection problem and prove
monotonicity over {ρ?d}Dd=d?

.

Now, define

τ?d` = min
t1,...,tn∈R+

n∑
i=1

ti

s.t. inf
θ∈Cd`

n∑
i=1

ti KL(νθ?,i, νθ,i) ≥ log(1/2.4δ),

where Cd` = {θ ∈ RD : ∀j > d` : θj = 0 ∧ ∃i ∈ [m] s.t. θ>(z1 − zi) < 0}. Let d? ≤ d1 ≤ d2 ≤ D. Then, since the
optimization problem in τ?d1 has fewer constraints than the optimization problem in τ?d2 , we have that τ?d1 ≤ τ

?
d2
.

The established equivalence in Eq. (16) can be applied with respect to feature mappings ψd(·) for d? ≤ d ≤ D
(note that we necessarily have span({ψd(z?) − ψd(z)}z∈Z\{z?}) = Rd as long as span({z? − z}z∈Z\{z?}) = RD).
Therefore, we have

ρ?d1 log(1/2.4δ) = τ?d1 ≤ τ
?
d2 = ρ?d2 log(1/2.4δ),

leading to the desired result.

B.4 Proof of Proposition 2

Proposition 2. For any γ > 0, there exists an instance (X ,Z, θd?) such that ρ?d?+1 > ρ?d? + γ yet ι?d?+1 ≤ 2ι?d? .

Proof. For any λ ∈ ΛX , we define

ρd(λ) := max
z∈Z\{z?}

‖ψd(z?)− ψd(z)‖2Ad(λ)−1

(h(z?)− h(z))2
,

and

ιd(λ) := max
z∈Z\{z?}

‖ψd(z?)− ψd(z)‖2Ad(λ)−1 .

We consider an instance X = Z = {xi}d?+1
i=1 ⊆ Rd?+1 and expected reward function h(·). The action set is

constructed as follows:

xi = ei, for i = 1, 2, . . . , d?, xd?+1 = (1− ε) · ed? + ed?+1,

where ei is the i-th canonical basis in Rd?+1. The expected reward of each action is set as

h(xi) := 〈xi, ed?〉.
8Again, if the infimum is not attained, one can apply the argument that follows with a limit sequence. See footnote in

Appendix A.1 for more details on how to construct an approximating design.
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One can easily see that d? is the intrinsic dimension of the problem (in fact, it is the smallest dimension such
that linearity in rewards is preserved).

We notice that θ? ∈ Rd? ; x? = xd? is the best arm with reward 1, xd?+1 is the second best arm with reward
1 − ε and all other arms have reward 0. The smallest sub-optimality gap is ∆min = ε. ε ∈ (0, 1/2] is selected
such that 1/4ε2 > 2d? + γ for any given γ > 0.9

We first consider truncating arms into Rd? . For any λ ∈ ΛX , we notice that Ad?(λ) =
∑
x∈X λxψd?(x)ψd?(x)> is

a diagonal matrix with the d?-th entry being λxd? + (1− ε)2λxd?+1
and the rest entries being λxi . We first show

that ι?d? ≥ d? − 1 by contradiction as follows. Suppose ι?d? < d? − 1. Since ‖ψd?(x?)− ψd?(xi)‖2Ad? (λ)−1 ≥ 1/λxi

for i = 1, 2, . . . , d? − 1, we must have λxi > 1/(d? − 1) for i = 1, 2, . . . , d? − 1. Thus,
∑d?−1
i=1 λxi > 1, which

leads to a contradiction for λ ∈ ΛX . We next analyze ρ?d. Let λ′ ∈ ΛX be the design such that λ′xi = 1/d?
for i = 1, . . . , d?. With design λ′, we have ‖ψd?(x?) − ψd?(xi)‖2Ad? (λ′)−1 = 2d? for i = 1, 2, . . . , d? − 1 and
‖ψd?(x?)− ψd?(xd?+1)‖2Ad? (λ′)−1 = ε2d?. As a result, we have ρd?(λ′) ≤ 2d?, and thus ρ?d? ≤ ρd?(λ′) ≤ 2d?.

We now consider arms in the original space, i.e., Rd?+1. We first upper bound ι?d?+1. With an uniform design λ′′
such that λ′′xi = 1/(d?+1),∀i ∈ [d?+1], we have ι?d?+1 ≤ ιd?+1(λ′′) ≤ max{(3−ε)/(2−ε), ε2/(2−ε)+1}·(d?+1) ≤
5(d?+1)/3 when ε ∈ (0, 1/2]. In fact, with the same design, we can also upper bound ι(Y(ψd?+1(X ))) ≤ 3(d?+1).
We analyze ρ?d?+1 now. Since maxx∈X ‖x‖2 ≤ 4 and minx∈X\{x?}‖x? − x‖2 ≥ 1, Lemma 6 leads to the fact that
ρ?d?+1 ≥ 1/4ε2. Note that we only have minx∈X\{x?}‖ψd?(x?)− ψd?(x)‖2 ≥ ε2 when truncating arms into Rd? .

To summarize, for any given γ > 0, we have ρ?d?+1 > ρ?d? + γ yet ι?d?+1 ≤ 2ι?d? (when d? ≥ 11). Further more, we
also have ι(Y(ψd?+1(X ))) ≤ 4ι(Y(ψd?(X ))) (when d? ≥ 7) since ι(Y(ψd?(X ))) ≤ ι?d? .

C OMITTED PROOFS FOR SECTION 4

C.1 Proof of Lemma 1

Lemma 1. Suppose B ≥ max{64ρ?d? , rd?(ζ)}. With probability at least 1 − δ, GEMS-c outputs a set of arms
Ŝn+1 such that ∆z < 21−n for any z ∈ Ŝn+1.

Proof. We consider event

Ek = {z? ∈ Ŝk ⊆ Sk},

and prove through induction that

P(Ek+1 | ∩i≤kEi) ≥ 1− δk,

where δ0 := 0. Recall that Sk = {z ∈ Z : ∆z < 4 · 2−k} (with S1 = Z).

Step 1: The induction. We have {z? ∈ Ŝ1 ⊆ S1} since Ŝ1 = S1 = Z by definition for the base case (recall
that we assume maxz∈Z ∆z ≤ 2). We now assume that ∩i≤kEi holds true and we prove for iteration k + 1. We
only need to consider the case when |Ŝk| > 1, which implies |Sk| > 1 and thus k ≤ blog2(4/∆min)c.

Step 1.1: dk ≥ d? (Linearity is preserved). Since Ŝk ⊆ Sk, we have

gk(d?) = max{22kι(Y(ψd?(Ŝk))), rd?(ζ)}
≤ max{22kι(Y(ψd?(Sk))), rd?(ζ)}
≤ max{64ρ?d? , rd?(ζ)} (17)
≤ B, (18)

where Eq. (17) comes from Lemma 5 and Eq. (18) comes from the assumption. As a result, we know that dk ≥ d?
since dk is selected as the largest integer such that gk(dk) ≤ B.

9One can also add an additional arm x0 = eD/2 so that span({x? − x}x∈X ) = Rd?+1 (the lower bound on ρ?d?+1 will
be changed to 1/16ε2).
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Step 1.2: Concentration. Let {x1, . . . , xNk} be the arms pulled at iteration k and {r1, . . . , rNk} be the
corresponding rewards. Let θ̂k = A−1

k bk ∈ Rdk where Ak =
∑Nk
i=1 ψdk(xi)ψdk(xi)

>, and bk =
∑Nk
i=1 ψdk(xi)bi.

Since dk ≥ d? and the model is well-specified, we can write ri = 〈θ?, xi〉+ ξi = 〈ψdk(θ?), ψdk(xi)〉+ ξi, where ξi
is i.i.d. generated 1-sub-Gaussian noise. For any y ∈ Y(ψdk(Ŝk)), we have

〈
y, θ̂k − ψdk(θ?)

〉
= y>A−1

k

Nk∑
i=1

ψdk(xi)ri − y>ψdk(θ?)

= y>A−1
k

Nk∑
i=1

ψdk(xi)
(
ψdk(xi)

>ψdk(θ?) + ξi
)
− y>ψdk(θ?)

= y>A−1
k

Nk∑
i=1

ψdk(xi)ξi.

Since ξis are independent 1-sub-Gaussian random variables, we know that the random variable

y>A−1
k

∑Nk
i=1 ψdk(xi)ξi has variance proxy

√∑Nk
i=1(y>A−1

k

∑Nk
i=1 ψdk(xi))2 = ‖y‖A−1

k
. Combining the standard

Hoeffding’s inequality with a union bound leads to

P

(
∀y ∈ Y(ψdk(Ŝk)),

∣∣∣〈y, θ̂k − ψdk(θ?)
〉∣∣∣ ≤ ‖y‖A−1

k

√
2 log

(
|Ŝk|2/δk

))
≥ 1− δk, (19)

where we use the fact that |Y(ψdk(Ŝk))| ≤ |Ŝk|2/2 in the union bound.

Step 1.3: Correctness. We prove z? ∈ Ŝk+1 ⊆ Sk+1 under the good event analyzed in Eq. (19).

Step 1.3.1: z? ∈ Ŝk+1. For any ẑ ∈ Ŝk such that ẑ 6= z?, we have

〈ψdk(ẑ)− ψdk(z?), θ̂k〉 ≤ 〈ψdk(ẑ)− ψdk(z?), ψdk(θ?)〉+ ‖ψdk(ẑ)− ψdk(z?)‖A−1
k

√
2 log

(
|Ŝk|2/δk

)
= h(ẑ)− h(z?) + ‖ψdk(ẑ)− ψdk(z?)‖A−1

k

√
2 log

(
|Ŝk|2/δk

)
< ‖ψdk(ẑ)− ψdk(z?)‖A−1

k

√
2 log

(
|Ŝk|2/δk

)
.

As a result, z? remains in Ŝk+1 according to the elimination criteria.

Step 1.3.2: Ŝk+1 ⊆ Sk+1. Consider any z ∈ Ŝk ∩Sck+1, we know that ∆z ≥ 2 · 2−k by definition. Since z? ∈ Ŝk,
we then have

〈ψdk(z?)− ψdk(z), θ̂k〉 ≥ 〈ψdk(z?)− ψdk(z), ψdk(θ?)〉 − ‖ψdk(z?)− ψdk(z)‖A−1
k

√
2 log

(
|Ŝk|2/δk

)
= h(z?)− h(z)− ‖ψdk(z?)− ψdk(z)‖A−1

k

√
2 log

(
|Ŝk|2/δk

)
≥ 2 · 2−k − ‖ψdk(z?)− ψdk(z)‖A−1

k

√
2 log

(
|Ŝk|2/δk

)
≥ ‖ψdk(z?)− ψdk(z)‖A−1

k

√
2 log

(
|Ŝk|2/δk

)
, (20)

where Eq. (20) comes from the fact that ‖ψdk(z?)− ψdk(z)‖A−1
k

√
2 log

(
|Ŝk|2/δk

)
≤ 2−k, which is resulted from

the choice of Nk and the guarantee in Eq. (3) from the rounding procedure. As a result, we have z /∈ Ŝk+1 and
Ŝk+1 ⊆ Sk+1.

To summarize, we prove the induction at iteration k + 1, i.e.,

P(Ek+1 | ∩i<k+1Ei) ≥ 1− δk.
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Step 2: The error probability. Let E = ∩n+1
i=1 Ei denote the good event, we then have

P(E) =

n∏
k=1

P(Ek | Ek−1 ∩ · · · ∩ E1)

=

n∏
k=1

(1− δk)

≥
∞∏
k=1

(
1− δ/k2

)
=

sin(πδ)

πδ
≥ 1− δ, (21)

where we use the fact that sin(πδ)/πδ ≥ 1− δ for any δ ∈ (0, 1) in Eq. (21).

C.2 Proof of Theorem 3

Theorem 3. Let τ? = log2(4/∆min) max{ρ?d? , rd?(ζ)}. With probability at least 1−δ, Algorithm 2 starts to output
the optimal arm within iteration `? = O(log2(τ?)), and takes at most N = O(τ? log2(τ?) log(|Z| log2(τ?)/δ))
samples.

Proof. The proof is decomposed into three steps: (1) locating good subroutines; (2) bounding error probability
and (3) bounding unverifiable sample complexity.

Step 1: Locating good subroutines. Consider B? = max{64ρ?d? , rd?(ζ)} and n? = dlog2(2/∆min)e. For
any subroutines invoked with Bi ≥ B? and ni ≥ n?, we know that, from Lemma 1, the output set of arms
are those with sub-optimality gap < ∆min, which is a singleton set containing the optimal arm, i.e., {z?}. Let
i? = dlog2(B?)e, j? = dlog2(n?)e and `? = i? + j?. We know that in outer loops ` ≥ `?, there must exists at
least one subroutine invoked with Bi = 2i? ≥ B? and ni = 2j? ≥ n?. Once a subroutine, invoked with Bi ≥ B?,
outputs a singleton set, it must be the optimal arm z? according to Lemma 1 (up to small error probability,
analyzed as below). Since, within each outer loop `, the value of Bi = 2`−i is chosen in a decreasing order,
updating the recommendation and breaking the inner loop once a singleton set is identified will not miss the
chance of recommending the optimal arm in later subroutines within outer loop `.

Step 2: Error probability. We consider the good event where all subroutines invoked in Algorithm 2 with
Bi ≥ B? and (any) ni correctly output a set of arms with sub-optimality gap < 21−ni with probability at least
1 − δ`, as shown in Lemma 1. This good event clearly happens with probability at least 1 −

∑∞
`=1

∑`
i=1 δ` =

1 −
∑∞
`=1 δ/(2`

2) > 1 − δ, after applying a union bound argument. We upper bound the unverifiable sample
complexity under this event in the following.

Step 3: Unverifiable sample complexity. For any subroutine invoked within outer loop ` ≤ `?, we know,
from Algorithm 3, that its sample complexity is upper bounded by (note that |Z|2 ≥ 4 trivially holds true)

N` ≤ ni
(
Bi ·

(
2.5 log(|Z|2/δ`?)

)
+ 1
)

≤ γ` 3.5 log
(

2|Z|2`3?/δ
)
.

Thus, the total sample complexity up to the end of outer loop `? is upper bounded by

N ≤
`?∑
`=1

`N`

≤ 3.5 log
(

2|Z|2`3?/δ
) `?∑
`=1

`2`

≤ 7 log
(

2|Z|2`3?/δ
)
`?2

`? .
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Recall that τ? = log2(4/∆min) max{ρ?d? , rd?(ζ)}. By definition of `?, we have

`? ≤ log2

(
4 log2(4/∆min) max{64ρ?d? , rd?(ζ)}

)
= O(log2(τ?)),

and

2`? = 2(i?+j?)

≤ 4(log2(2/∆min) + 1) max{64ρ?d? , rd?(ζ)},
= 4 log2(4/∆min) max{64ρ?d? , rd?(ζ)},
= O(τ?).

The unverifiable sample complexity is thus upper bounded by

N ≤ 1792 τ? · (log2(τ?) + 8) · log
(

2|Z|2(log2(τ?) + 8)
3
/δ
)

= O(τ? log2(τ?) log(|Z| log2(τ?)/δ)).

D OMITTED PROOFS FOR SECTION 5

D.1 Proof of Lemma 2

Lemma 2. Suppose 64ρ?d? ≤ B ≤ 128ρ?d? and T/n ≥ rd?(ζ) + 1. Algorithm 3 outputs an arm ẑ? such that
∆ẑ? < 21−n with probability at least

1− n|Z|2 exp
(
−T/640nρ?d?

)
.

Proof. We consider event

Ek = {z? ∈ Ŝk ⊆ Sk},

and prove through induction that

P(Ek+1 | ∩i≤kEi) ≥ 1− δk,

where the value of {δk}nk=0 will be specified in the proof.

Step 1: The induction. The base case {z? ∈ Ŝ1 ⊆ S1} holds with probability 1 by construction (thus, we
have δ0 = 0). Conditioned on events ∩ki=1Ei, we next analyze the event Ek+1. We only need to consider the case
when |Ŝk| > 1, which implies |Sk| > 1 and thus k ≤ blog2(4/∆min)c.

Step 1.1: dk ≥ d? (Linearity is preserved). We first notice that D̃ is selected as the largest integer such
that rD̃(ζ) ≤ T ′, where rd(ζ) represents the number of samples needed for the rounding procedure in Rd (with
parameter ζ). When T/n ≥ rd?(ζ)+1, we have D̃ ≥ d? since T ′ ≥ T/n−1 ≥ rd?(ζ). Thus, for whatever dk ∈ [D̃]
selected, we always have rdk(ζ) ≤ rD̃(ζ) ≤ T ′ and can thus safely apply the rounding procedure described in
Eq. (3).

Since Ŝk ⊆ Sk, we also have

gk(d?) = 22kι(Y(ψd?(Ŝk)))

≤ 22kι(Y(ψd?(Sk)))

≤ 64ρ?d? (22)
≤ B, (23)

where Eq. (22) comes from Lemma 5 and Eq. (23) comes from the assumption. As a result, we know that dk ≥ d?
since dk ∈ [D̃] is selected as the largest integer such that gk(dk) ≤ B.
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Step 1.2: Concentration and error probability. Let {x1, . . . , xT ′} be the arms pulled at iteration k

and {r1, . . . , rT ′} be the corresponding rewards. Let θ̂k = A−1
k bk ∈ Rdk where Ak =

∑T ′

i=1 ψdk(xi)ψdk(xi)
>,

and bk =
∑T ′

i=1 ψdk(xi)bi. Since dk ≥ d? and the model is well-specified, we can write ri = 〈θ?, xi〉 + ξi =
〈ψdk(θ?), ψdk(xi)〉 + ξi, where ξi is i.i.d. generated zero-mean Gaussian noise with variance 1. Similarly as
analyzed in Eq. (19), we have

P

(
∀y ∈ Y(ψdk(Ŝk)),

∣∣∣〈y, θ̂k − ψdk(θ?)
〉∣∣∣ ≤ ‖y‖A−1

k

√
2 log

(
|Ŝk|2/δk

))
≥ 1− δk. (24)

By setting maxy∈ψdk (Ŝk)‖y‖A−1
k

√
2 log

(
|Ŝk|2/δk

)
= 2−k, we have

δk = |Ŝk|2 exp

− 1

2 · 22k maxy∈ψdk (Ŝk)‖y‖
2
A−1
k


≤ |Ŝk|2 exp

(
− T ′

2 · 22k (1 + ζ) ι(Y(ψdk(Ŝk)))

)
(25)

≤ |Z|2 exp

(
− T

1024nρ?d?

)
, (26)

where Eq. (25) comes from the guarantee of the rounding procedure Eq. (3); and Eq. (26) comes from combining
the following facts: (1) 22k ι(Y(ψdk(Ŝk))) ≤ B ≤ 128ρ?d? ; (2) T

′ ≥ T/n − 1 ≥ T/2n (note that T/n ≥ rd?(ζ) +

1 =⇒ T/n ≥ 2 since rd?(ζ) ≥ 1); (3) Ŝk ⊆ Z and (4) consider some ζ ≤ 1 (ζ only affects constant terms).

Step 1.3: Correctness. We prove z? ∈ Ŝk+1 ⊆ Sk+1 under the good event analyzed in Eq. (24).

Step 1.3.1: z? ∈ Ŝk+1. For any ẑ ∈ Ŝk such that ẑ 6= z?, we have

〈
ψdk(ẑ)− ψdk(z?), θ̂k

〉
≤ 〈ψdk(ẑ)− ψdk(z?), ψdk(θ?)〉+ 2−k

= h(ẑ)− h(z?) + 2−k

< 2−k.

As a result, z? remains in Ŝk+1 according to the elimination criteria.

Step 1.3.2: Ŝk+1 ⊆ Sk+1. Consider any z ∈ Ŝk ∩Sck+1, we know that ∆z ≥ 2 · 2−k by definition. Since z? ∈ Ŝk,
we then have

〈ψdk(z?)− ψdk(z), θ̂k〉 ≥ 〈ψdk(z?)− ψdk(z), ψdk(θ?)〉 − 2−k

= h(z?)− h(z)− 2−k

≥ 2 · 2−k − 2−k

= 2−k. (27)

As a result, we have z /∈ Ŝk+1 and Ŝk+1 ⊆ Sk+1.

To summarize, we prove the induction at iteration k + 1, i.e.,

P(Ek+1 | ∩i<k+1Ei) ≥ 1− δk.
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Step 2: The error probability. Let E = ∩n+1
i=1 Ei denote the good event, we then have

P(E) =

n+1∏
k=1

P(Ek | Ek−1 ∩ · · · ∩ E1)

=

n+1∏
k=1

(1− δk)

≥ 1−
n+1∑
i=1

δk (28)

≥ 1− n|Z|2 exp

(
− T

640nρ?d?

)
,

where Eq. (28) can be proved using a simple induction.

D.2 Proof of Theorem 4

Theorem 4. Suppose Z ⊆ X . If T = Ω̃
(
log2(1/∆min) max{ρ?d? , rd?(ζ)}

)
, then Algorithm 4 outputs the optimal

arm with error probability at most

log2(4/∆min)|Z|2 exp

(
− T

1024 log2(4/∆min) ρ?d?

)

+ 2(log2 T )2 exp

(
− T

8(log2 T )2/∆2
min

)
.

Furthermore, if there exist universal constants such that maxx∈X ‖ψd?(x)‖2 ≤ c1 and
minz∈Z‖ψd?(z?)− ψd?(z)‖2 ≥ c2, the error probability is upper bounded by

O

(
max{log2(1/∆min)|Z|2, (log2 T )2}

× exp

(
− c2T

max{log2(1/∆min), (log2 T )2}c1ρ?d?

))
.

Proof. The proof is decomposed into three steps: (1) locate a good subroutine in the pre-selection step; (2)
bound error probability in the validation step; and (3) analyze the total error probability. Some preliminaries
are analyzed as follows.

We note that both pre-selection and validation steps use budget less than T : in the pre-selection phase, each
outer loop indexed by i uses budget less than T/p and there are p such outer loops; it’s also clear that the
validation steps uses at most T budget. We notice that p ≤ log2 T since p · 2p ≤ T ; and qi ≤ log2 T since
qi · 2qi ≤ T/pBi ≤ T . As a result, at most (log2 T )2 subroutines are invoked in Algorithm 4, and each subroutine
is invoked with budget T ′′ ≥ T/(log2 T )2.

Step 1: The good subroutine. Consider

i? :=
⌈
log2

(
64ρ?d?

)⌉
and j? := dlog2(log2(2/∆min))e.

One can easily see that 64ρ?d? ≤ Bi? ≤ 128ρ?d? and nj? ≥ log2(2/∆min). Thus, once a subroutine is invoked with
(i?, j?) and T ′′/nj? ≥ rd?(ζ) + 1, Lemma 2 guarantees to output the optimal arm with error probability at most

log2(4/∆min)|Z|2 exp

(
− T

1024 log2(4/∆min) ρ?d?

)
. (29)

We next show that for sufficiently large T , one can invoke the subroutine with (i?, j?) and T ′′/nj? ≥ rd?(ζ) + 1.
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We clearly have p ≥ i? as long as T ≥ log2(128ρ?d?) 128ρ?d? . Focusing on the outer loop with index i?, we have
qi? ≥ j? as long as

log2(2 log2(2/∆min)) · (2 log2(2/∆min)) ≤ T ′/Bi? ,

Since T ′/Bi? ≥ T/(128ρ?d? log2 T ), we have qi? ≥ j? as long as T is such that

T ≥ 256 log2(2 log2(2/∆min)) · log2(2/∆min) · ρ?d? · log2 T. (30)

Since T ′′ ≥ T/(log2 T )2, we have T ′′/nj? ≥ rd?(ζ) + 1 as long as T is such that

T ≥ (rd?(ζ) + 1) · log2(4/∆min) · (log2 T )2. (31)

According to Lemma 7, Eq. (30) and Eq. (31) can be satisfied when

T = Ω̃
(
log2(1/∆min) max{ρ?d? , rd?(ζ)}

)
,

where lower order terms with respect to log2(1/∆min), ρ?d? and rd?(ζ) are hidden in the Ω̃ notation.

Step 2: The validation step. We have |A| ≤ (log2 T )2 since there are at most (log2 T )2 subroutines and each
subroutine outputs one arm. We view each x ∈ A as individual arm and pull it bT/|A|c ≥ T/(log2 T )2 − 1 ≥
T/2(log2 T )2 (as long as T ≥ 2(log2 T )2) times. We use ĥ(x) to denote the empirical mean of h(x). Applying
Hoeffding’s inequality with a union bound leads to the following concentration result

P
(
∀x ∈ A : |ĥ(x)− h(x)| ≥ ∆min/2

)
≤ 2(log2 T )2 exp

(
− T

8(log2 T )2/∆2
min

)
Thus, as long as z? ∈ A is selected in A from the pre-selection step, the validation step correctly output z? with
error probability at most

2(log2 T )2 exp

(
− T

8(log2 T )2/∆2
min

)
. (32)

Step 3: Total error probability. Combining Eq. (29) with Eq. (32), we know that

P(ẑ? 6= z?) ≤ log2(4/∆min)|Z|2 exp

(
− T

1024 log2(4/∆min) ρ?d?

)

+ 2(log2 T )2 exp

(
− T

8(log2 T )2/∆2
min

)
.

Furthermore, if there exists universial constants such that maxx∈X ‖ψd?(x)‖2 ≤ c1 and
minz∈Z‖ψd?(z?)− ψd?(z)‖2 ≥ c2, Lemma 6 implies that 1/∆2

min ≤ c1ρ?d?/c2. We thus have

P(ẑ? 6= z?) = O

(
max{log2(1/∆min)|Z|2, (log2 T )2} · exp

(
− c2T

max{log2(1/∆min), (log2 T )2}c1ρ?d?

))
.

E OMITTED PROOFS FOR SECTION 6

E.1 Omitted Proofs for Propositions

Some of the propositions are borrowed from Zhu et al. (2021), we present detailed proofs here for completeness.

Proposition 3. The misspecification level γ̃(d) is non-increasing with respect to d.
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Proof. Consider any 1 ≤ d < d′ ≤ D. Suppose

θd ∈ arg min
θ∈RD

max
x∈X∪Z

|h(x)− 〈ψd(θ), ψd(x)〉|.

Since ψd(θd) only keeps the first d component of θd, we can choose θd such that it only has non-zero values on
its first d entries. As a result, we have 〈ψd(θd), ψd(x)〉 = 〈ψd′(θd), ψd′(x)〉, which implies that γ̃(d′) ≤ γ̃(d).

Proposition 4 (Zhu et al. (2021)). We have ρ?d(ε) ≤ 9ρ̃?d(ε) for any ε ≥ γ̃(d). Furthermore, if γ̃(d) < ∆min/2,
ρ̃?d(0) represents the complexity measure for best arm identification with respect to a linear bandit instance with
action set X , target set Z and reward function h̃(x) := 〈ψd(θd?), ψd(x)〉.

Proof. To relate ρ?d(ε) with ρ̃
?
d(ε), we only need to relate max{h(z?)− h(z), ε} with max

{〈
ψd(z?)− ψd(z), θd?

〉
, ε
}
.

From Eq. (5) and the fact that ε ≥ γ̃(d), we know that〈
ψd(z?)− ψd(z), θd?

〉
≤ h(z?)− h(z) + 2γ̃(d) ≤ h(z?)− h(z) + 2ε ≤ 3 max{h(z?)− h(z), ε},

and thus

max
{〈
ψd(z?)− ψd(z), θd?

〉
, ε
}
≤ 3 max{h(z?)− h(z), ε}.

As a result, we have ρ?d(ε) ≤ 9ρ̃?d(ε).

When γ̃(d) < ∆min/2, we know that z? is still the best arm in the perfect linear bandit model (without misspec-
ification) h̃(x) = 〈ψd(x), ψd(θ

d
?)〉. Thus, ρ̃?d(0) represents the complexity measure, in the corresponding linear

model, for best arm identification.

Proposition 5 (Zhu et al. (2021)). The following inequalities hold:

γ(d) ≤ (16 + 16
√

(1 + ζ)d)γ̃(d) = O(
√
d γ̃(d)).

Proof. We first notice that

ι(Y(ψd(Sk))) = inf
λ∈ΛX

sup
y∈Y(ψd(Sk))

‖y‖2Ad(λ)−1

≤ inf
λ∈ΛX

sup
y∈Y(ψd(X ))

‖y‖2Ad(λ)−1

≤ inf
λ∈ΛX

sup
x∈X

4‖ψd(x)‖2Ad(λ)−1

= 4d, (33)

where Eq. (33) comes from Kiefer-Wolfowitz theorem (Kiefer and Wolfowitz, 1960). We then have(
2 +

√
(1 + ζ)ι(Y(ψd(Sk)))

)
γ̃(d) ≤

(
2 +

√
(1 + ζ)4d

)
γ̃(d).

As a result, we can always find a n ∈ N such that

2−n/2 ≤ 2
(

2 +
√

(1 + ζ)4d
)
γ̃(d),

and (
2 +

√
(1 + ζ)ι(Y(ψd(Sk)))

)
γ̃(d) ≤

(
2 +

√
(1 + ζ)4d

)
γ̃(d) ≤ 2−k/2,∀k ≤ n.

This leads to the fact that

γ(d) ≤ 8
(

2 +
√

(1 + ζ)4d
)
γ̃(d),

which implies the desired result.

Proposition 6. If γ(d) ≤ ε, we have(
2 +

√
(1 + ζ)ι(Y(ψd(Sk)))

)
γ̃(d) ≤ 2−k/2,∀k ≤ dlog2(2/ε)e.

Proof. Suppose γ(d) = 2 · 2−ñ for a ñ ∈ N. Since γ(d) ≤ ε, we have ñ ≥ log2(2/ε). Since ñ ∈ N, we know that
ñ ≥ dlog2(2/ε)e. The desired result follows from the definition of γ(d).
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E.2 Omitted Materials for the Fixed Confidence Setting with Misspecification

E.2.1 Omitted Algorithms

Algorithm 6 GEMS-m Gap Elimination with Model Selection with Misspecification (Fixed Confidence)

Input: Number of iterations n, budget for dimension selection B and confidence parameter δ.
1: Set Ŝ1 = Z.
2: for k = 1, 2, . . . , n do
3: Set δk = δ/k2.
4: Define function gk(d) := max{22k ιk,d, rd(ζ)}, where ιk,d := ι(Y(ψd(Ŝk))).
5: Get dk = OPT(B,D, gk(·)), where dk ≤ D is largest dimension such that gk(dk) ≤ B (see Eq. (4) for the

detailed optimization problem). Set λk be the optimal design of the optimization problem

inf
λ∈ΛX

sup
z,z′∈Ŝk

‖ψdk(z)− ψdk(z′)‖2Adk (λ)−1 , and Nk = dg(dk)8(1 + ζ) log(|Ŝk|2/δk)e.

6: Get allocation {x1, . . . , xNk} = ROUND(λk, Nk, dk, ζ).
7: Pull arms {x1, . . . , xNk} and receive rewards {r1, . . . , rNk}.
8: Set θ̂k = A−1

k bk ∈ Rdk where Ak =
∑Nk
i=1 ψdk(xi)ψdk(xi)

>, and bk =
∑Nk
i=1 ψdk(xi)bi.

9: Set Ŝk+1 = Ŝk \ {z ∈ Ŝk : ∃z′ s.t. 〈θ̂k, ψdk(z′)− ψdk(z)〉 ≥ 2−k}.
10: end for
Output: Any ẑ? ∈ Ŝn+1 (or the whole set Ŝn+1 when aiming at identifying the optimal arm).

Algorithm 7 Adaptive Strategy for Model Selection with misspecification (Fixed Confidence)

Input: Confidence parameter δ.
1: Randomly select a ẑ? ∈ X as the recommendation for the ε-optimal arm.
2: for ` = 1, 2, . . . do
3: Set γ` = 2` and δ` = δ/(4`3). Initialize an empty pre-selection set A` = {}.
4: for i = 1, 2, . . . , ` do
5: Set ni = 2i, Bi = 2`−i and get ẑi? = GEMS-m(ni, Bi, δ`). Insert ẑi? into A`.
6: end for
7: Validation. Pull each arm in A exactly d8 log(2/δ`)/ε

2e times. Update ẑ? as the arm with the highest
empirical mean (break ties arbitrarily).

8: end for

E.2.2 Lemma 8 and Its Proof

We introduce function f : N+ → R+ as follows, which is also used in Appendix E.3.

f(k) :=

{
4 · 2−k if k ≤ dlog2(2/ε)e+ 1,

4 · ε−dlog2(4/ε)e if k > dlog2(2/ε)e+ 1.

f(k) is used to quantify the optimality of the identified arm, and one can clearly see that f(k) is non-increasing
in k.
Lemma 8. Suppose B ≥ max{64ρ?d?(ε)(ε), rd?(ε)(ζ)}. With probability at least 1 − δ, Algorithm 6 outputs an
arm ẑ? such that ∆ẑ? < f(n+ 1). Furthermore, an ε-optimal arm is output as long as n ≥ log2(2/ε).

Proof. The logic of this proof is similar to the proof of Lemma 1. We additionally deal with misspecification in
the proof. For fixed ε, we use the notation d? = d?(ε) throughout the proof.

We consider event

Ek = {z? ∈ Ŝk ⊆ Sk},



Yinglun Zhu, Julian Katz-Samuels, Robert Nowak

and prove through induction that, for k ≤ dlog2(2/ε)e,

P(Ek+1 | ∩i≤kEi) ≥ 1− δk,

where δ0 := 0. Recall that Sk = {z ∈ Z : ∆z < 4 · 2−k} (with S1 = Z). For n ≥ k + 1, we have Ŝn ⊆ Ŝk+1 due
to the nature of the elimination-styled algorithm, which guarantees outputting an arm such that ∆z < f(n+ 1).

Step 1: The induction. We have {z? ∈ Ŝ1 ⊆ S1} since Ŝ1 = S1 = Z by definition for the base case (recall we
assume that maxz∈Z ∆z ≤ 2). We now assume that ∩i<k+1Ei holds true and we prove for iteration k + 1.

Step 1.1: dk ≥ d?. Since Ŝk ⊆ Sk, we have

gk(d?) = max{22kι(Y(ψd?(Ŝk))), rd?(ζ)}
≤ max{22kι(Y(ψd?(Sk))), rd?(ζ)}
≤ max{64ρ?d?(ε), rd?(ζ)} (34)
≤ B, (35)

where Eq. (34) comes from Lemma 4 and Eq. (35) comes from the assumption. As a result, we know that dk ≥ d?
since dk is selected as the largest integer such that gk(dk) ≤ B.

Step 1.2: Concentration. Let {x1, . . . , xNk} be the arms pulled at iteration k and {r1, . . . , rNk} be the
corresponding rewards. Let θ̂k = A−1

k bk ∈ Rdk where Ak =
∑Nk
i=1 ψdk(xi)ψdk(xi)

>, and bk =
∑Nk
i=1 ψdk(xi)bi.

Based on the definition of θd? ∈ RD and ηd(·), we can write ri = h(xi) + ξi = 〈ψdk(θdk? ), ψdk(xi)〉+ ηdk(xi) + ξi,
where ξi is i.i.d. generated zero-mean Gaussian noise with variance 1; we also have |ηdk(xi)| ≤ γ̃(dk) by definition
of γ̃(·). For any y ∈ Y(ψdk(Ŝk)), we have∣∣∣〈y, θ̂k − ψdk(θdk? )

〉∣∣∣ =

∣∣∣∣∣y>A−1
k

Nk∑
i=1

ψdk(xi)ri − y>ψdk(θdk? )

∣∣∣∣∣
=

∣∣∣∣∣y>A−1
k

Nk∑
i=1

ψdk(xi)
(
ψdk(xi)

>ψdk(θdk? ) + ηdk(xi) + ξi
)
− y>ψdk(θ?)

∣∣∣∣∣
=

∣∣∣∣∣y>A−1
k

Nk∑
i=1

ψdk(xi)(ηdk(xi) + ξi)

∣∣∣∣∣
≤

∣∣∣∣∣y>A−1
k

Nk∑
i=1

ψdk(xi)ηdk(xi)

∣∣∣∣∣+

∣∣∣∣∣y>A−1
k

Nk∑
i=1

ψdk(xi)ξi

∣∣∣∣∣. (36)

We next bound the two terms in Eq. (36) separately. For the first term, we have∣∣∣∣∣y>A−1
k

Nk∑
i=1

ψdk(xi)ηdk(xi)

∣∣∣∣∣ ≤ γ̃(dk)

Nk∑
i=1

∣∣y>A−1
k ψdk(xi)

∣∣
= γ̃(dk)

Nk∑
i=1

√(
y>A−1

k ψdk(xi)
)2

≤ γ̃(dk)

√√√√Nk

Nk∑
i=1

(
y>A−1

k ψdk(xi)
)2

(37)

= γ̃(dk)

√√√√Nk

Nk∑
i=1

y>A−1
k ψdk(xi)ψdk(xi)>A

−1
k y

= γ̃(dk)
√
Nk‖y‖2A−1

k

≤ γ̃(dk)

√
(1 + ζ)ι(Y(ψdk(Ŝk))) (38)

≤ γ̃(dk)
√

(1 + ζ)ι(Y(ψdk(Sk))) (39)
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where Eq. (37) comes from Jensen’s inequality; Eq. (38) comes from the guarantee of rounding in Eq. (3); and
Eq. (39) comes from the fact that Ŝk ⊆ Sk.

For the second term in Eq. (36), since ξis are independent 1-sub-Gaussian random variables, we know that the

random variable y>A−1
k

∑Nk
i=1 ψdk(xi)ξi has variance proxy

√∑Nk
i=1(y>A−1

k

∑Nk
i=1 ψdk(xi))2 = ‖y‖A−1

k
. Combin-

ing the standard Hoeffding’s inequality with a union bound leads to

P

(
∀y ∈ Y(ψdk(Ŝk)),

∣∣∣∣∣y>A−1
k

Nk∑
i=1

ψdk(xi)ξi

∣∣∣∣∣ ≤ ‖y‖A−1
k

√
2 log

(
|Ŝk|2/δk

))
≥ 1− δk, (40)

where we use the fact that |Y(ψdk(Ŝk))| ≤ |Ŝk|2/2 in the union bound.

Putting Eq. (38) and Eq. (40) together, we have

P
(
∀y ∈ Y(ψdk(Ŝk)),

∣∣∣〈y, θ̂k − ψdk(θdk? )
〉∣∣∣ ≤ γ̃(dk)ιk + ωk(y)

)
≥ 1− δk, (41)

where ιk :=
√

(1 + ζ)ι(Y(ψdk(Sk))) and ωk(y) := ‖y‖A−1
k

√
2 log

(
|Ŝk|2/δk

)
.

Step 1.3: Correctness. We prove z? ∈ Ŝk+1 ⊆ Sk+1 under the good event analyzed in Eq. (41).

Step 1.3.1: z? ∈ Ŝk+1. For any ẑ ∈ Ŝk such that ẑ 6= z?, we have

〈ψdk(ẑ)− ψdk(z?), θ̂k〉 ≤
〈
ψdk(ẑ)− ψdk(z?), ψdk(θdk? )

〉
+ γ(dk)ιk + ωk(ψdk(ẑ)− ψdk(z?))

= h(ẑ)− ηdk(ẑ)− h(z?) + ηdk(z?) + γ(dk)ιk + ωk(ψdk(ẑ)− ψdk(z?))

< (2 + ιk)γ̃(dk) + ωk(ψdk(ẑ)− ψdk(z?))

≤ 2−k/2 + 2−k/2 (42)

= 2−k,

where Eq. (42) comes from Proposition 6 combined with the fact that dk ≥ d? (as shown in Step 1.1), and the
selection of Nk together with the guarantees in the rounding procedure Eq. (3).

Step 1.3.2: Ŝk+1 ⊆ Sk+1. Consider any z ∈ Ŝk ∩Sck+1, we know that ∆z ≥ 2 · 2−k by definition. Since z? ∈ Ŝk,
we then have

〈ψdk(z?)− ψdk(z), θ̂k〉 ≥
〈
ψdk(ẑ)− ψdk(z?), ψdk(θdk? )

〉
− γ(dk)ιk − ωk(ψdk(ẑ)− ψdk(z?))

= h(z?)− ηdk(z?)− h(z) + ηdk(z)− γ(dk)ιk − ωk(ψdk(ẑ)− ψdk(z?))

≥ 2 · 2−k − (2 + ιk)γ̃(dk)− ωk(ψdk(ẑ)− ψdk(z?))

≥ 2 · 2−k − 2−k/2− 2−k/2 (43)

= 2−k,

where Eq. (43) comes from a similar reasoning as appearing in Eq. (42). As a result, we have z /∈ Ŝk+1 and
Ŝk+1 ⊆ Sk+1.

To summarize, we prove the induction at iteration k + 1, i.e.,

P(Ek+1 | ∩i<k+1Ei) ≥ 1− δk.

Step 2: The error probability. The analysis on the error probability is the same as in the Step 2 in the proof
of Lemma 1. Let E = ∩n+1

i=1 Ei denote the good event, we then have

P(E) ≥ 1− δ.
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E.2.3 Proof of Theorem 5

Theorem 5. With probability at least 1 − δ, Algorithm 7 starts to output 2ε-optimal arms after N =
Õ(log2(1/ε) max{ρ?d?(ε)(ε), rd?(ε)(ζ)} + 1/ε2) samples, where we hide logarithmic terms besides log2(1/ε) in the

Õ notation.

Proof. The proof is decomposed into four steps: (1) locating good subroutines; (2) guarantees for the validation
step; (3) bounding error probability and (4) bounding unverifiable sample complexity. For fixed ε, we use
shorthand d? = d?(ε) throughout the proof.

Step 1: The good subroutines. Consider B? = max{64ρ?d? , rd?(ζ)} and n? = dlog2(2/ε)e. For any subroutines
invoked with Bi ≥ B? and ni ≥ n?, we know that, from Lemma 8, the output set of arms are those with sub-
optimality gap < ε. Let i? = dlog2(B?)e, j? = dlog2(n?)e and `? = i? + j?. We know that in outer loops ` ≥ `?,
there must exists at least one subroutine invoked with Bi = 2i? ≥ B? and ni = 2j? ≥ n?. As a result, A` contains
at least one ε-optimal arm for ` ≥ `?.

Step 2: The validation step. For any x ∈ A`, we use ĥ(x) to denote its sample mean after d8 log(2/δ`)/ε
2e

samples. With 1-sub-Gaussian noise, a standard Hoeffding’s inequality shows that and a union bound gives

P
(
∀x ∈ A` : |ĥ(x)− h(x)| ≥ ε/2

)
≤ `δ`. (44)

As a result, a 2ε-optimal arm will be selected with probability at least 1− `δ`, as long as at least one ε-optimal
arm is contained in A`.

Step 3: Error probability. We consider the good event where all subroutines invoked in Algorithm 2 with
Bi ≥ B? and (any) ni correctly output a set of arms with sub-optimality gap < f(ni+ 1), as shown in Lemma 8,
together with the confidence bound described in Eq. (44) in the validation step. This good event clearly happens
with probability at least 1−

∑∞
`=1

∑`
i=1 2δ` = 1−

∑∞
`=1 δ/(2`

2) > 1− δ, after applying a union bound argument.
We upper bound the unverifiable sample complexity under this good event in the following.

Step 4: Unverifiable sample complexity. For any subroutine invoked within outer loop ` ≤ `?, we know,
from Algorithm 6, that its sample complexity is upper bounded by (note that |Z|2 ≥ 4 trivially holds true)

N` ≤ ni
(
Bi ·

(
10 log(|Z|2/δ`?)

)
+ 1
)

≤ γ` 11 log
(

4|Z|2`3?/δ
)
.

The validation step within any outer loop ` ≤ `? takes at most ` · d8 log(2/δ`)/ε
2e ≤ 9 log(8`3?/δ)`?/ε

2 samples.
Thus, the total sample complexity up to the end of outer loops ` ≤ `? is upper bounded by

N ≤
`?∑
`=1

(
`N` + ` · d8 log(2/δ`)/ε

2e
)

≤ 11 log
(

4|Z|2`3?/δ
) `?∑
`=1

`2` + 9 log(8`3?/δ)`
2
?/ε

2

≤ 22 log
(

4|Z|2`3?/δ
)
`?2

`? + 9 log(8`3?/δ)`
2
?/ε

2.

By definition of `?, we have

`? ≤ log2

(
4 log2(4/ε) max{64ρ?d? , rd?(ζ)}

)
,

and

2`? = 2(i?+j?)

≤ 4(log2(2/ε) + 1) max{64ρ?d? , rd?(ζ)},
= 4 log2(4/ε) max{64ρ?d? , rd?(ζ)}.
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Set τ? = log2(4/ε) max{ρ?d? , rd?(ζ)}. The unverifiable sample complexity is upper bounded by (we only consider
the case when ε ≤ 1 in simplifying the bound: otherwise there is no need to prove anything since maxx∈X ∆x ≤ 2)

N ≤ 5632 τ? · (log2(τ?) + 8) · log
(

4|Z|2(log2(τ?) + 8)
3
/δ
)

+ 9/ε2 · (log2(τ?) + 8)
2 · log

(
8(log2(τ?) + 8)

3
/δ
)

= Õ
(
log2(1/ε) max{ρ?d? , rd?(ζ)}+ 1/ε2

)
,

where we hide logarithmic terms besides log(1/ε) in the Õ notation.

E.2.4 Identifying the Optimal Arm under misspecification

When the goal is to identify the optimal arm under misspecification, i.e., by choosing ε = ∆min, one can apply
Algorithm 2 together with Algorithm 6 as the subroutine (thus removing the 1/ε2 term in sample complexity).
This combination works since, with appropriate choice of B, Algorithm 6 is guaranteed to output a subset of
arms Ŝn+1 with optimality gap < ∆min when n ≥ log2(2/∆min). This implies that Ŝ = {z?} and thus the one
can reuse the selection rule of Algorithm 2 by recommending arms contained in the singleton set. Note that we
can work with the general transductive linear bandit setting in this case, i.e., we don’t require Z ⊆ X anymore.

E.3 Omitted Proofs for the Fixed Budget Setting with Misspecification

E.3.1 Lemma 9 and Its Proof

Lemma 9. Suppose 64ρ?d?(ε)(ε) ≤ B ≤ 128ρ?d?(ε)(ε) and T/n ≥ rd?(ε)(ζ) + 1. Algorithm 3 outputs an arm ẑ?
such that ∆ẑ? < f(n+ 1) with probability at least

1− n|Z|2 exp

(
− T

2560nρ?d?(ε)(ε)

)
.

Furthermore, an ε-optimal arm is output as long as n ≥ log2(2/ε).

Proof. The proof is similar to the proof of Lemma 2, with main differences in dealing with misspecification. We
provide the proof here for completeness. We consider event

Ek = {z? ∈ Ŝk ⊆ Sk},

and prove through induction that, for k ≤ dlog2(2/ε)e,

P(Ek+1 | ∩i≤kEi) ≥ 1− δk,

where the value of {δk}dlog2(2/ε)e
k=0 will be specified in the proof. For n ≥ k + 1, we have Ŝn ⊆ Ŝk+1 due to the

nature of the elimination-styled algorithm, which guarantees outputting an arm such that ∆z < f(n + 1). We
use the notation d? = d?(ε) throughout the rest of the proof.

Step 1: The induction. The base case {z? ∈ Ŝ1 ⊆ S1} holds with probability 1 by construction (thus, we
have δ0 = 0). Conditioned on events ∩ki=1Ei, we next analyze the event Ek+1.

Step 1.1: dk ≥ d?. We first notice that D̃ is selected as the largest integer such that rD̃(ζ) ≤ T ′. When
T/n ≥ rd?(ζ) + 1, we have D̃ ≥ d? since T ′ ≥ T/n − 1 ≥ rd?(ζ). We remark here that for whatever dk ∈ [D̃]
selected, we always have rd?(ζ) ≤ rD̃(ζ) ≤ T ′ and can thus safely apply the rounding procedure described in
Eq. (3).

Since Ŝk ⊆ Sk, we also have

gk(d?) = 22kι(Y(ψd?(Ŝk)))

≤ 22kι(Y(ψd?(Sk)))

≤ 64ρ?d?(ε) (45)
≤ B, (46)
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where Eq. (45) comes from Lemma 4 and Eq. (46) comes from the assumption. As a result, we know that dk ≥ d?
since dk ∈ [D̃] is selected as the largest integer such that gk(dk) ≤ B.

Step 1.2: Concentration and error probability. Let {x1, . . . , xT ′} be the arms pulled at iteration k

and {r1, . . . , rT ′} be the corresponding rewards. Let θ̂k = A−1
k bk ∈ Rdk where Ak =

∑T ′

i=1 ψdk(xi)ψdk(xi)
>,

and bk =
∑T ′

i=1 ψdk(xi)bi. Since dk ≥ d? and the model is well-specified, we can write ri = 〈θ?, xi〉 + ξi =
〈ψdk(θ?), ψdk(xi)〉 + ξi, where ξi is i.i.d. generated zero-mean Gaussian noise with variance 1. Similarly as
analyzed in Eq. (41), we have

P
(
∀y ∈ Y(ψdk(Ŝk)),

∣∣∣〈y, θ̂k − ψdk(θ?)
〉∣∣∣ ≤ γ̃(dk)ιk + ωk(y)

)
≥ 1− δk, (47)

where ιk :=
√

(1 + ζ)ι(Y(ψdk(Sk))) and ωk(y) := ‖y‖A−1
k

√
2 log

(
|Ŝk|2/δk

)
.

By setting maxy∈ψdk (Ŝk)‖y‖A−1
k

√
2 log

(
|Ŝk|2/δk

)
= 2−k/2, we have

δk = |Ŝk|2 exp

− 1

8 · 22k maxy∈ψdk (Ŝk)‖y‖
2
A−1
k


≤ |Ŝk|2 exp

(
− T ′

8 · 22k (1 + ζ) ι(Y(ψdk(Ŝk)))

)
(48)

≤ |Z|2 exp

(
− T

4096nρ?d?(ε)

)
, (49)

where Eq. (48) comes from the guarantee of the rounding procedure Eq. (3); and Eq. (49) comes from combining
the following facts: (1) 22k ι(Y(ψdk(Ŝk))) ≤ B ≤ 128ρ?d?(ε); (2) T ′ ≥ T/n − 1 ≥ T/2n (note that T/n ≥
rd?(ζ) + 1 =⇒ T/n ≥ 2 since rd?(ζ) ≥ 1); (3) Ŝk ⊆ Z and (4) consider some ζ ≤ 1 (ζ only affects constant
terms).

Step 1.3: Correctness. We prove z? ∈ Ŝk+1 ⊆ Sk+1 under the good event analyzed in Eq. (47).

Step 1.3.1: z? ∈ Ŝk+1. For any ẑ ∈ Ŝk such that ẑ 6= z?, we have

〈ψdk(ẑ)− ψdk(z?), θ̂k〉 ≤ 〈ψdk(ẑ)− ψdk(z?), ψdk(θdk? )〉+ γ̃(dk)ιk + 2−k/2

= h(ẑ)− ηdk(ẑ)− h(z?) + ηdk(z?) + γ̃(dk)ιk + 2−k/2

< (2 + ιk) γ̃(dk) + 2−k/2

≤ 2−k/2 + 2−k/2 (50)

= 2−k,

where Eq. (50) comes from comes from Proposition 6 combined with the fact that dk ≥ d? (as shown in Step
1.1). As a result, z? remains in Ŝk+1 according to the elimination criteria.

Step 1.3.2: Ŝk+1 ⊆ Sk+1. Consider any z ∈ Ŝk ∩Sck+1, we know that ∆z ≥ 2 · 2−k by definition. Since z? ∈ Ŝk,
we then have

〈ψdk(z?)− ψdk(z), θ̂k〉 ≥
〈
ψdk(ẑ)− ψdk(z?), ψdk(θdk? )

〉
− γ̃(dk)ιk − 2−k/2

= h(z?)− ηdk(z?)− h(z) + ηdk(z)− γ̃(dk)ιk − 2−k/2

≥ 2 · 2−k − (2 + ιk)γ̃(dk)− 2−k/2

= 2 · 2−k − γ(dk)− 2−k/2

≥ 2−k, (51)

where Eq. (51) comes from a similar reasoning as appearing in Eq. (50). As a result, we have z /∈ Ŝk+1 and
Ŝk+1 ⊆ Sk+1.
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To summarize, we prove the induction at iteration k + 1, i.e.,

P(Ek+1 | ∩i<k+1Ei) ≥ 1− δk.

Step 2: The error probability. This step is exactly the same as the Step 2 in the proof of Lemma 2. Let
E = ∩n+1

i=1 Ei denote the good event, we then have

P(E) ≥ 1− n|Z|2 exp

(
− T

4096nρ?d?(ε)

)
.

E.3.2 Proof of Theorem 6

Theorem 6. Suppose Z ⊆ X . If T = Ω̃(log2(1/ε) max{ρ?d?(ε)(ε), rd?(ε)(ζ)}), then Algorithm 4 outputs an
2ε-optimal arm with error probability at most

log2(4/ε)|Z|2 exp

(
− T

4096 log2(4/ε) ρ?d?(ε)(ε)

)

+ 2(log2 T )2 exp

(
− T

8(log2 T )2/ε2

)
.

Furthermore, if there exist universal constants such that maxx∈X
∥∥ψd?(ε)(x)

∥∥2 ≤ c1 and
minz∈Z

∥∥ψd?(ε)(z?)− ψd?(ε)(z)
∥∥2 ≥ c2, the error probability is upper bounded by

O

(
max{log2(1/ε)|Z|2, (log2 T )2}

× exp

(
− c2T

max{log2(1/ε), (log2 T )2}c1ρ?d?(ε)(ε)

))
.

Proof. The proof follows similar steps as the proof of Theorem 4. Although we are dealing with a misspecified
model, guarantees derived in Lemma 9 is similar to the ones in Lemma 2. When ε ≤ ∆min, the proof goes
almost exactly the same as the proof of Theorem 4 (with ρ?d? replaced by ρ?d?(ε)(ε)), and Algorithm 4 identifies
the optimal arm. When ε > ∆min, we additionally replace ∆min by ε and equally split the 2ε slackness between
selection and validation steps. We also slightly modify Lemma 6 to an ε-relaxed version (e.g., in the derivation
of Eq. (12), select a z′ ∈ Z with sub-optimality gap ≤ ε and then replace ∆min by ε).

F ADDITIONAL EXPERIMENT DETAILS AND RESULTS

We set confidence parameter δ = 0.05 in our experiments, and generate rewards with Gaussian noise ξt ∼ N (0, 1).
We parallelize our simulations on a cluster consists of two Intel® Xeon® Gold 6254 Processors.

Similar to Fiez et al. (2019), we use a Frank-Wolfe type of algorithm (Jaggi, 2013) with constant step-size 2
k+2

(we use k to denote the iteration counter in the Frank-Wolfe algorithm) to approximately solve optimal designs.
We terminate the Frank-Wolfe algorithm when the relative change of the design value is smaller than 0.01 or
when 1000 iterations are reached. We use the rounding procedure developed in Pukelsheim (2006) to round
continuous designs to discrete allocations (with ζ = 1, also see Fiez et al. (2019) for a detailed discussion on the
rounding procedure). In the implementation of Algorithm 2, we set γ` = 4`, ni = 4i and Bi = 4`−i, which only
affect constant terms in our theoretical guarantees. We use a binary search procedure to select dk in Algorithm 1.

Additional Experiment Results. We consider a problem instance with X = Z being 100 randomly
selected arms from the D dimensional unit sphere. We set reward function h(x) = 〈θ?, x〉 with θ? =
[ 1
12 ,

1
22 , . . . ,

1
d2?
, 0 . . . , 0]> ∈ RD. We filter out instances whose smallest sub-optimality gap is smaller than 0.08.

We set d? = 5 and vary the ambient dimension D ∈ {25, 50, 75, 100}. As in Section 7, we evaluate each algorithm
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with success rate, (unverifiable) sample complexity and runtime. We run 100 independent random trials for each
algorithm. Due to computational burdens, we force-stop both algorithms after 50, 000 samples; we also force-stop
the Frank-Wolfe algorithm when 500 iterations are reached.

Table 3: Comparison of Success Rates

D 25 50 75 100

RAGE 100% 100% 98% 95%
Ours 91% 98% 97% 98%

Success rates of both algorithms are shown in Table 3, and RAGE shows advantages over our algorithm when D
is small. Fig. 2 shows the sample complexity of both algorithms: Our algorithm adapts to the true dimension
d? yet RAGE is heavily affected by the increasing ambient dimension D.
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Figure 2: Comparison of Sample Complexity

The runtime of both algorithms are shown in Table 4. RAGE shows clear advantage in runtime and our algorithm
suffers from computational overheads of conducting model selection.

Table 4: Comparison of runtimes

ε 10−2 10−3 10−4 10−5

RAGE 85.99 s 144.78 s 249.79 s 357.98 s
Ours 287.09 s 339.67 s 489.50 s 678.93 s

We remark that, for the current experiment setups with d? and D ∈ {25, 50, 75, 100}, our algorithm does not
perform well if θ? is chosen to be flat, e.g., θ? = [ 1√

d?
, . . . , 1√

d?
, 0, . . . , 0]> ∈ RD. However, we believe that one

will eventually see model selection gains if D is chosen to be large enough (and allowing each algorithm takes
more samples before force-stopped). One may need to overcome the computational burdens, e.g., developing
practical (or heuristic-based) implementations of our algorithm and RAGE, before running experiments in higher
dimensional spaces. We leave large-scale evaluations for future work.
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