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1. Introduction

The first Machine Learning for Health
(ML4H) symposium§ was held virtually on
December 4, 2021. In response to the grow-
ing ML4H community, for the first time,
ML4H took place as a stand-alone event
rather than a workshop at the Neural Infor-
mation Processing Systems (NeurIPS) con-
ference. The proceedings of ML4H contains
eighteen accepted papers.

The symposium invited submissions com-
prising machine learning research on relevant
problems in health and biomedicine.

ML4H 2021 featured two submission
tracks: a proceedings track, which encom-
passed full-length submissions of technically
mature and rigorous work, and an extended
abstract track, that would accept less ma-
ture, but innovative research for discussion.
Accepted publications of both types were
given a platform for presentation, whether
through an oral or poster presentation. The
goal was to provide a venue to publish high-
quality work, while still enabling the lively
discussions that have made the ML4H work-
shops worthwhile in the past.

In this front matter, we provide an
overview of the ML4H 2021 symposium, in-
cluding its mentorship programs, the paper
selection process, and the submission statis-
tics (Section 2). In Section 3 we analyze
the accepted works, and offer commentary
on trends in research observed in this field,
building on analyses of the ML4H workshops
from 2019-20 (Dalca et al., 2020; Sarkar
et al., 2020). In Section 4, we comment on
the composition of the ML4H community.
Finally, we close with acknowledgments, in-
cluding a list of organizers and reviewers for
ML4H 2021.

∗Equal contribution.
†Equal contribution.
‡Equal contribution.
§http://ml4h.cc

2. Symposium

ML4H 2021 symposium was held virtually on
December 4, 2021. In accordance with the
virtual format, keynotes and spotlight talks
were pre-recorded using SlidesLive, panels
were held live using Zoom, and poster and
roundtable sessions were hosted in Gather.

2.1. Program

ML4H 2021 featured eight invited talks
across academia and industry, six spotlight
talks from authors of papers accepted at the
venue, a best paper, and a best thematic pa-
per award talk. The latter originated from
the fact that ML4H hosted a thematic ses-
sion on real-world robustness and generaliza-
tion in machine learning for health and meta-
reviewers were asked to nominate papers for
this award.

The program also included panel discus-
sions between the invited speakers. Speak-
ers at the event were Yoshua Bengio, Shal-
mali Joshi, Xiao Liu, Sendhil Mullainathan,
Rory Sayres, Uri Shalit, Karandeep Singh,
and Aisha Walcott-Bryant. The program in-
cluded poster sessions for accepted papers
and extended abstracts. Moreover, ML4H
hosted seven roundtable discussions to fos-
ter discussion between the participants and
senior researchers in the field on several top-
ics of high relevance to the ML4H commu-
nity. The topics of the roundtable sessions
were:

1. Causality and inductive bias for sta-
bility, robustness, and generalization
& Detecting failure modes of machine
learning systems. The senior chairs
of this roundtable were Federico Cab-
itza, Lukas Ruff, Wojciech Samek, and
Adarsh Subbaswamy. The junior chairs
were Utkarshani Jaimini, Kaushik Man-
junatha, and Md. Golam Rasul.

© 2021 S. Roy et al.
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2. What are important clinical problems to
solve? A brainstorming session with
clinicians. The senior chairs of this
roundtable were Jesse Ehrenfeld, Naomi
Lee, Vidur Mahajan, Mark Sendak, and
Sergio Uribe. The junior chairs were
Kaivalya Deshpande and Huiqi Yvonne
Lu.

3. Multimodal learning in healthcare and
representation learning on clinical data.
For this roundtable we had Marzyeh
Ghassemi and Polina Golland as senior
chairs, and Sneha Jha and Rishab Khin-
cha as junior chairs.

4. Population health. The senior chairs
were David Buckeridge, Rumi Chu-
nara, and the junior chairs were Seri-
fat Folorunso, Favour Nerrise, and Hang
Yuan.

5. Fairness and ethical AI in healthcare.
The senior chairs for this roundtable
were Roxana Daneshjou, Judy Gichoya,
Jeff Lockart, Rohil Malpani, and An-
dreas Reis. The junior chairs were Jerry
Fadugba, Elora Schörverth, and Gir-
maw Abebe Tadesse.

6. Regulation in Health AI. For this
roundtable we had Shada Alsalamah,
Thomas J. Fuchs, and Regina Geier-
hofer as senior chairs, and Payal Chan-
dak and Rutwik Shah as junior chairs.

7. Medical conversations. For this
roundtable we had Sandeep Konam and
Zachory Lipton as senior chairs.

2.2. Paper Selection

Submission Statistics. Although ML4H
2021 was held virtually similar to 2020, it
continued to feature strong interest from the
ML4H community, with 123 total submis-
sions. The total number of submissions de-
creased from 202 in 2020 and 309 in 2019

which is potentially due to the fact that
ML4H was held as a symposium for the
first time as opposed to a NeurIPS workshop
like in previous years. The program com-
mittee consisted of 26 meta-reviewers and
298 reviewers who completed 695 total re-
views. At least four reviews were conducted
for each proceedings track and extended ab-
stract track submission. Each submission
also received a meta-review. The organizers
felt that the meta-reviewers reduced the vari-
ance in review quality and led to more con-
sistent acceptance decisions. Meta-reviewers
reported during the meta-reviewers sessions
that they were satisfied with the review pro-
cess.

Out of the 59 papers submitted to the pro-
ceedings track, 18 were accepted into the pro-
ceedings (30.50% acceptance rate). The re-
view form for papers submitted to the pro-
ceedings track included a question for the re-
viewer in regards to their recommendation
to transfer the paper from the proceedings
track to the extended abstract track. Six
submitted full papers were asked to trans-
fer to the extended abstract track. Out of
the 64 papers submitted to the extended
abstract track, 26 were accepted (40.62%
acceptance rate). As a result, there were
32 extended abstracts in total, after includ-
ing the papers transferred from the proceed-
ings track. The extended abstracts were
given the opportunity to be included in an
ML4H arXiv index at https://arxiv.org/
abs/2112.00179 Falck et al. (2021).

2.3. Mentorship Programs

Submission Mentorship Program
In an effort to improve submission quality
and foster both current and future collabora-
tion, ML4H hosted a submission mentorship
program with two stages. The first stage was
2.5 months long and was for mentees who
would like to get feedback on the direction
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of the design, experiments, and results for
a work they plan to submit to ML4H 2021.
In this stage, 30 mentees intending to sub-
mit were paired with 18 mentors based on
mutual research interests. The second stage
lasted 1.5 months and allowed mentees to get
feedback on a complete draft, and was suit-
able for people who were interested in receiv-
ing advice from an experienced mentor to en-
hance the quality of a paper that they plan
to submit. In this stage, our team paired 20
mentees with 12 mentors.

Overall, participants reported that the ef-
fort was a success. More than 85% had a
good overall experience with the Submission
Mentorship Program, and 86% of the men-
tors and mentees expressed interest in par-
ticipating in the program again in the fu-
ture years. Moreover, 79% of the partici-
pants said that the program had a moder-
ate or major impact on the final submission.
However, mentors and mentees both identi-
fied time constraints as the biggest roadblock
preventing a successful mentor-mentee expe-
rience.

Reviewer Mentorship Program
The ML4H symposium also included a Re-
viewer Mentorship Program whose purpose
was to train junior reviewers, foster new con-
nections and relationships in the ML4H com-
munity, and ultimately improve the quality
of the review process.

The core of the mentorship program was a
feedback session where senior reviewer men-
tors provided feedback to a reviewer mentee
on their reviews. Given the short reviewing
timeline, mentees submitted drafts of their
reviews to their mentor over email one week
before the review deadline and feedback ses-
sions occurred the following week, and men-
tors were free to structure the feedback ses-
sion how they preferred. It was expected
that mentors read their mentees’ assigned
papers and reviews and formulated their
feedback prior to the feedback session with

their mentee. However, the role of the men-
tor was to provide feedback to ensure that
reviews were high-quality, constructive, and
fair, rather than to serve as an additional re-
viewer. Overall, 40 mentors, 89 mentees par-
ticipated. While some mentees didn’t reach
out to their mentors (hence didn’t partici-
pate in the program), overall mentors were
happy with the mentees they were matched
with and expressed interest in collaborating
in future.

Career Mentorship Program
The Career Mentorship Program took place
on the day of ML4H 2021. The program
focused on pairing mentees with mentors
that could provide advice on career-related
topics, including developing a long-term re-
search plan, doing healthcare research in in-
dustry, and work-life balance. Less expe-
rienced attendees were encouraged to sign
up as mentees and more senior community
members were encouraged to sign up as men-
tors. Mentors were matched with up to
three mentees based on their time availability
and selected topics of interest and expertise.
Each group of matched mentors and mentees
was allocated a specific time slot and location
in the Gather.Town space.

3. Analysis of Works

3.1. Structured Data Analysis

Alongside their submissions, authors were
asked to answer structured questions about
their methods and focuses. Figure 1 shows
the frequencies of author-reported topics for
papers accepted to ML4H. Authors were al-
lowed to select multiple topics for their pa-
pers and the top five categories were Medi-
cal Image Analysis/Computer Vision, Inter-
pretability, Pretraining/Transfer Learning,
Electronic Health Records, and Representa-
tion Learning.

4



ML4H 2021 Frontmatter

0.00 0.02 0.04 0.06 0.08 0.10 0.12
Frequency

Reinforcement Learning
Active Learning / Continuous Learning Systems

Adversarial ML
Open Software

Omics
Graphs

Networks &amp
Deployment

Bayesian Learning
Scalability

Few / Zero Shot Learning
Generative Models / GANs
Algorithmic Fairness / Bias

Survival Analysis
Mobile Health

Reproducibility
Semisupervised Learning / Distant Supervision

Dataset Release and/or Characterization
Spatiotemporal Data

Uncertainty
Causal Inference

Natural Language Processing
Patient Generated Health Data

Unsupervised Learning
Signal Processing / Time Series

Generalization / Distribution Shift
Representation Learning

Electronic Health Records
Pretraining / Transfer Learning

Interpretability
Medical Image Analysis / Computer Vision

Figure 1: Frequency of author-reported topics for accepted papers.

3.2. Data and Methods

The authors were also asked to submit in-
formation about the statistical tests used for
their analyses. Out of the accepted papers,
50.94% reported that variances/confidence
intervals around point estimates were re-
ported, 20.75% reported that statistical hy-
pothesis testing or power analyses were per-
formed in any model comparisons in ad-
dition to variance estimates, 15.09% out-
lined that only point estimates were com-
puted and compared, and 13.20% reported
that statistical analyses were not applica-
ble for their paper. In addition, authors
were asked whether the findings reported
in the papers were validated across multi-
ple healthcare sites. Among the accepted
papers, 11.32% reported that results are
demonstrated across multiple institutions by
repeating independent training and evalu-
ation on separate datasets and 9.43% an-
swered that multi-site transfer-learning was
assessed by training a model on one institu-
tion and evaluating on a second institution

(with or without fine-tuning). Further de-
tails are provided in Table 1.

This year, authors were also asked to sub-
mit information about whether they compare
model performance with baseline and/or
SOTA models. Among the accepted pa-
pers, 43.39% reported that they compared
results against previously published SOTA.
Full statistics are reported in Table 2.

Authors of 73.58% of the accepted papers
reported that they will make the source code
of their work publicly available. In addition,
among the accepted papers, 58.49% reported
performing interpretability analysis.

3.3. Topic Modelling

We performed topic modeling over the free-
text content of the accepted papers using La-
tent Dirichlet allocation (Blei et al., 2003).
Both full proceedings papers and the ex-
tended abstracts were considered for this
analysis. The marginal topic distribution is
shown in Figure 2.
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Table 1: Distribution of author responses on multi-site validation.

Option %

No. Only one site’s dataset was used. 41.51
Not Applicable 28.30
Yes, our results are demonstrated across multiple institutions
by repeating independent training and evaluation on separate datasets.

11.32

Other 9.43
Yes, multi-site transfer-learning is assessed by training a model on
one institution and evaluating on a second institution
(with or without any second institution fine-tuning).

9.43

Table 2: Distribution of author responses on the comparison with baseline and/or SOTA
models.

Option %

Yes, we compared against previously published SOTA 43.39

Yes, we compared against handmade baselines
(no prior published SOTA exists)

30.19

Not Applicable 13.21

No, we did not compare against baseline models 5.66

Yes, we compared against handmade baselines
(though prior, published SOTA does exist)

5.66

Other 1.89
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Compared to the topics from ML4H 2020
(Sarkar et al., 2020), new topics this year
were “Robustness and Fairness”, “ML in
clinical trial design”, and “ML in treatment
and surgery”. According to the model’s clas-
sifications, there has been an increase in pa-
pers related to causal inference, robustness,
and fairness which potentially points towards
the growing interest in understanding the
broader implications of the use of in machine
learning for healthcare.

4. The ML4H Community

ML4H promotes the expansion of machine
learning based health research across peo-
ple from diverse backgrounds. Hence, we
included a set of questions to better under-
stand and improve the representation of di-
versity in this community and its accessibil-
ity to all members of the ML4H community.
The symposium introduced submission, re-
viewer, and career mentorship programs, and
research roundtables to encourage partici-
pants from underrepresented backgrounds to
apply.

4.1. Experience

It was observed that 85.82% of all submis-
sions and 79.24% of accepted papers origi-
nated from first authors who did not have
a paper accepted at ML4H previously. In
addition, the submitting authors were asked
to state the approximate number of confer-
ences/workshops which they have previously
submitted their work to. 24.4% of authors
submitted their first paper; 41.73%, 9.44%,
and 13.38% have submitted 1-5, 5-10, and
10+ papers respectively, and the remainder
chose not to report this information.

4.2. Gender

We requested the submitting author to op-
tionally report their gender identity. We pro-

vided an inclusive set of options taken from
the Iowa State Information and Data Col-
lection Involving Gender and Sexuality such
as agender, genderqueer, gender fluid, man,
non-binary, questioning or unsure, transgen-
der, trans man, trans woman, woman, and
other. Moreover, we included options to al-
low the submitting author to provide a free-
text input and also skip answering this ques-
tion. 56.25% identified as man, 33.33% as
woman, and the remaining 10.41% either
preferred not to answer, was unknown, or
non-binary. The submitting author was also
asked to report whether any author in their
paper identified with a gender that is under-
represented in machine learning research and
27.55% answered yes, 38.58% answered no,
and 33.85% preferred not to answer or re-
ported that it was unknown.

4.3. Race and Ethnicity

To better understand the racial and ethnic
diversity of submissions, authors were also
requested to optionally report their race and
ethnicity. First, the submitting author was
asked whether they belong to one of the fol-
lowing groups: Hispanic, Latino, or Span-
ish origin, such as Mexican, Puerto Rican
or Cuban. Out of the submitting authors,
3.93% said yes, 74.01% said no, and 22.05%
preferred not to answer. Second, regard-
less of the previous question, the submitting
author was asked to report their race. A
set of options were provided from Pew Re-
search along with a field to add free-text en-
tries. The distribution is shown in Figure 3
which shows that 40.62% of submitting au-
thors identified as white, 37.5% as Asian or
Asian American, 3.12% as Black or African,
2.08% as mixed, 2.08% as Middle Eastern,
and 14.58% preferred not to answer. The
submitting author was also asked to report
whether any author in their paper identified
with a racial group that is underrepresented

7



ML4H 2021 Frontmatter

0 10 20 30 40
Marginal topic distribution

ML in treatment and surgery

ML in clinical trial design

Uncertainty in ML

Medical Natural Language Processing

Robustness and Fairness

Uncertainty quantification and knowledge distillation

Electronic Health Records

Survival Analysis

Longitudinal

Causal Inference

Medical Imaging

ML4H

Figure 2: LDA topic distribution of accepted works in ML4H 2021.

in machine learning research and 14.17% an-
swered yes, 49.60% answered no, and 36.62%
preferred not to answer or reported that it
was unknown.

4.4. Language

The submitting author community of ML4H
represented a diverse language background.
51.96% of the submitting authors reported
that they are non-native English speakers,
26.77% reported no, and 21.5% preferred not
to answer.

4.5. Clinician Involvement

ML4H continues to seek high clinician par-
ticipation. 66.13% of submitted papers in-
volved at least a clinician either as primary
author, secondary co-author, or consultant.
The comparison with previous two years is
shown in Table 3. While the overall clini-
cian involvement has increased by 6.34% and
7.14% compared to ML4H 2020 and 2019
respectively, papers having a clinician as a
primary author has reduced by 1.37% and

4.67% compared to ML4H 2020 and 2019 re-
spectively.

5. Conclusion

The first Machine Learning for Health sym-
posium (ML4H 2021) focused on highlighting
the role of machine learning in health. We
further reflected on how to improve access
to our own community, through mentorship
programs for submissions, reviewers, and ca-
reer. The symposium featured a varied pro-
gram of invited and spotlight talks, panels,
and poster sessions. Despite the switch to
a virtual format, interest in the intersection
of machine learning and healthcare remains
strong, and the symposium aimed to high-
light and support this field and community.
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Figure 3: Frequency of reported submitting author races.

Table 3: Author responses on clinician involvement.

Clinician
Involvement

2021 2020 2019

None 33.86% 40.2% 41.0%
Consultant/Acknowledged 20.47% 21.2% 19.1%
Secondary co-author 41.73% 33.3% 31.4%
Primary author 3.93% 5.3% 8.6%
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hir Rachapalle, Suhani Vora, Sulaiman So-
mani, Sumit Mukherjee, Tanaya Babtiwale,
Taylor Killian, Tejas Mathai, Thomas Y.
Chen, Tianfan Fu, Tiffany Callahan, Tong
Wu, Tony Y. Sun, Tristan Naumann, Tzu-
Ting Wei, Urjoshi Sinha, Utkarshani Jai-
mini, Vaishnavi Subramanian, Victor Ro-
driguez, Vincent Jeanselme, Vincent Val-
ton, Vinyas Harish, Vishwa Parekh, Vish-
wali Mhasawade, Viswesh Krishna, Vivek
Natarajan, Vrutang Shah, Wangzhi Dai, We-
icheng Zhu, Wenbin Zhang, Wenqi Wei,
William Boag, William Carson, Wouter van
Amsterdam, Xavier Sumba, Xiao Gu, Xiao
Li, Xiaomeng Dong, Xiaoyi Zhang∗, Xinyu
Li, Yan Gao, Yan Zhuang, Yanan Sui, Yang
Yang, Yannet Interian, Yi-han Sheu, Yiyang
Yu, Yogatheesan Varatharajah, Yogesh Ku-
mar, Yonatan Mintz, Young Ji Lee, Young
Joon (Fred) Kwon, Yuan Liu, Yuchuan
Wang, Yuwei Sun, Yuyin Zhou, Yvonne Lui,
Zhaonan Sun, Zhengyuan Liu, Zhiwei Zhang,
Zijun Zhang.

*denotes the top 10 reviewers who were rec-
ognized as excellent by the meta-reviewers.
The criteria involved counting the number of
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good reviews they have, normalize it against
total number of papers they reviewed, then
rank them by count of good reviews, break-
ing the tie with the normalized score.
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