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Abstract

Deep learning experiments by Cohen et al. (2021)
using deterministic Gradient Descent (GD) re-
vealed an Edge of Stability (EoS) phase when
learning rate (LR) and sharpness (i.e., the largest
eigenvalue of Hessian) no longer behave as in tra-
ditional optimization. Sharpness stabilizes around
2/LR and loss goes up and down across iterations,
yet still with an overall downward trend. The cur-
rent paper mathematically analyzes a new mecha-
nism of implicit regularization in the EoS phase,
whereby GD updates due to non-smooth loss land-
scape turn out to evolve along some deterministic
flow on the manifold of minimum loss. This is in
contrast to many previous results about implicit
bias either relying on infinitesimal updates or
noise in gradient. Formally, for any smooth func-
tion L with certain regularity condition, this effect
is demonstrated for (1) Normalized GD, i.e., GD
with a varying LR 7, = m and loss L; (2)

GD with constant LR and loss /L — min,, L(z).
Both provably enter the Edge of Stability, with
the associated flow on the manifold minimizing
A1(V2L). The above theoretical results have been
corroborated by an experimental study.

1. Introduction

Traditional convergence analyses of gradient-based algo-
rithms assume learning rate 7 is set according to the basic
relationship < 2/ where A is the largest eigenvalue of the
Hessian of the objective, called sharpness. Descent Lemma
says that if this relationship holds along the trajectory of
Gradient Descent, loss drops during each iteration. In deep
learning where objectives are nonconvex and have multiple
optima, similar analyses can show convergence towards sta-
tionary points and local minima. In practice, sharpness is
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unknown and 7 is set by trial and error. Since deep learning
works, it has been generally assumed that this trial and error
allows 7 to adjust to sharpness so that the theory applies.
But recent empirical studies (Cohen et al., 2021; Ahn et al.,
2022) showed compelling evidence to the contrary. On a va-
riety of popular architectures and training datasets, GD with
fairly small values of ) displays following phenomena that
they termed Edge of Stability (EoS): (a) Sharpness rises be-
yond 2/n, thus violating the above-mentioned relationship.
(b) Thereafter sharpness stops rising but hovers noticeably
above 2/n and even decreases a little. (c) Training loss
behaves non-monotonically over individual iterations, yet
consistently decreases over long timescales.

Note that (a) was already pointed out by Li et al. (2020b).
Specifically, in modern deep nets, which use some form
of normalization combined with weight decay, training to
near-zero loss must lead to arbitrarily high sharpness. (How-
ever, Cohen et al. (2021) show that the EoS phenomenon
appears even without normalization.) Phenomena (b), (c)
are more mysterious, suggesting that GD with finite 7 is
able to continue decreasing loss despite violating < 2/,
while at the same time regulating further increase in value
of sharpness and even causing a decrease. These striking
inter-related phenomena suggest a radical overhaul of our
thinking about optimization in deep learning. At the same
time, it appears mathematically challenging to analyze such
phenomena, at least for realistic settings and losses (as op-
posed to toy examples with 2 or 3 layers). The current paper
introduces frameworks for doing such analyses.

We start by formal definition of stableness, ensuring that
if a point + LR combination is stable then a gradient step
is guaranteed to decrease the loss by the local version of
Descent Lemma.

Definition 1.1 (Stableness). Given a loss function L, a pa-
rameter 2 € R? and LR > 0 we define the stableness
of L at (x,n) be Sp(z,m) := 1 supp<s<, M (V2L(z —
sV L(x))). We say L is stable at (x, ) iff the stableness of
L at (x,n) is smaller than or equal to 2; otherwise we say L
is unstable at (z,n).

The above defined stableness is a better indicator for EoS
than only using the sharpness at a specific point z, i.e.
n 1 (V2L(z)) < 2, because the loss can still oscillate in the
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Figure 1: GD operating on EoS oscillates around the zero
loss manifold I' = {(z,y) | y = 0} while slowly moving
towards flatter local minima. Here L(x,y) = (1 + 22)y?
and the sharpness of L decreases as |x| decreases.

latter case. ! A concrete example is L(z) = |z|,z € R. For
any ¢ € (0,1) and LR n > 0, the GD iterates 2:(2k) = cn
and z(2k+1) = —(1 — ¢)n, always have zero sharpness for
all k]inN, but Descent Lemma doesn’t apply because the
gradient is not continuous around x = 0 (i.e. the sharpness
is infinity when = = 0). As a result, the loss is not stable
and oscillates between c and 1 — c.

1.1. Two Provable Mechanisms for Edge of Stability:
Non-smoothness and Adaptivity

In this paper we identify two settings where GD provably
operates on Edge of Stability. The intuition is from Defi-
nition 1.1, which suggests that either sharpness or learning
rate has to increase to avoid convergence and to ensure that
GD stays on Edge of Stability.

The first setting, which is simple yet quite general, is to
consider a modified training loss f(L) where f : R — R is
a monotone increasing but non-smooth function. For con-
creteness, assume GD is performed on L := V'L where
L is a smooth loss function with min, L(z) = 0 and
V2L # 0 at its minimizers. Note that VL = YL and

2VL
V2L = %, which implies V2L must diverge

whenever = converges to any minimizer where V2L has
rank at least 2, since VLVLT is rank-1. (An analysis is
also possible when V2L is rank-1, which is the reason for
Definition 1.1.)

The second setting assumes that the loss is smooth but learn-
ing rate is effectively adaptive. We focus a concrete exam-
ple, Normalized Gradient Descent, x < x — nVL/||VL||,
which exhibits EoS behavior as VL — 0. We can view
Normalized GD as GD with a varying LR 7; = HVL(UW’
which goes to infinity when VL — 0.

These analyses will require (1) ' = {z | L(z) = 0} 2

'See such experiments (e.g., ReLU CNN (+BN), Figure 75) in
Appendix of in Cohen et al. (2021).
*Without loss of generality, we assume min, L(z') = 0

is a (D — M) dimensional submanifold of R” for some
1 < M < D and (2) V2L(z) is rank-M for any z € T.
Note that while modern deep learning evolved using non-
differentiable losses, the recent use of activations such as
Swish (Ramachandran et al., 2017) instead of ReLLU has
allowed differentiable losses without harming performance.

Our Contribution: We show that Normalized GD on L
(Section 4.3) and GD on /L (Section 4.4) exhibit similar
two-phase dynamics with sufficiently small LR 7. In the first
phase, GD tracks gradient flow (GF), with a monotonic de-
crease in loss until getting O(n)-close to the manifold (The-
orems 4.3 and 4.5) and the stableness becomes larger than 2.
In the second phase, GD no longer tracks GF and loss is not
monotone decreasing due to the high stableness. Repeatedly
overshooting, GD iterate jumps back and forth across the
manifold while moving slowly along the direction in the
tangent space of the manifold which decreases the sharp-
ness. (See Figure 1 for a graphical illustration) Formally, we
prove when 17 — 0, the trajectory of GD converges to some
limiting flow on the manifold (Theorems 4.4 and 4.6). We
further prove that in both settings GD in the second phase
operates on EOS, and loss decreases in a non-monotone
manner. Formally, we show that the average stableness over
any two consecutive steps is at least 2 and that the average
of V'L /m over two consecutive is proportional to sharpness
or square root of sharpness (Theorems 4.7 and 4.8).

Though many works have suggested (primarily via experi-
ments and some intuition) that the training algorithm in deep
learning implicitly selects out solutions of low sharpness in
some way, we are not aware of a formal setting where this
had ever been made precise. Note that our result requires no
stochasticity as in SGD (Li et al., 2022), though we need to
inject tiny noise (e.g., of magnitude O(n'°?) ) to GD iterates
occasionally (Algorithms 1 and 3). We believe that this is
due the technical limitation of our current analysis and can
be relaxed with a more advanced analysis. Indeed, in exper-
iments, our theoretical predictions hold for the deterministic
GD directly without any perturbation.

Novelty of Our Analysis: Our analysis is inspired by the
mathematical framework of studying limiting dynamics of
SGD around manifold of minimizers by Li et al. (2022),
where the high-level idea is to introduce a projection func-
tion ® mapping the current iterate x, to the manifold and it
suffices to understand the dynamics of ®(z;). It turns out
that the one-step update of ®(z;) depends on the second mo-
ment of (stochastic) gradient at z¢, E[V L(x;)(VL(z¢)) T].
While for SGD the second moment converges to the co-
variance matrix of stochastic gradient (Li et al., 2022) as

throughout the paper. The main results for Normalized GD still
hold if we relax the assumption and only assume I to be a mani-
fold of local minimizers. For GD on v/L, we need to replace v/L
by VL — Lin Where Ly, is the local minimum.
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x; gets close to the manifold when  — 0, for GD operat-
ing on EOS, V/L(z;) or Hgé% is non-smooth and not
even defined at the manifold of the minimizers! To show
®(x;) moves in the direction which decreases the sharp-

ness, the main technical difficulty is to show that Vv/L(x;)
V L(x¢)
VL)

V2L (z;) and then the analysis follows from the framework
by Li et al. (2022).

or aligns to the top eigenvector of the Hessian

To prove the alignment between the gradient and the top
eigenvector of Hessian, it boils down to analyzing Normal-
ized GD on quadratic functions (2), which to the best of our
knowledge has not been studied before. The dynamics is
like chaotic version of power iteration, and we manage to
show that the iterate will always align to the top eigenvector
of Hessian of the quadratic loss. The proof is based on
identifying a novel potential (Section 3) and might be of
independent interest.

2. Related Works

Sharpness: Low sharpness has long been related to flat
minima and thus to good generalization (Hochreiter &
Schmidhuber, 1997; Keskar et al., 2016). Recent study
on predictors of generalization (Jiang* et al., 2020) does
show sharpness-related measures as being good predictors,
leading to SAM algorithm that improves generalization by
explicitly controlling a parameter related to sharpness (Foret
et al., 2021). However, Dinh et al. (2017) show that due
to the positive homogeneity in the network architecture,
networks with rescaled parameters can have very different
sharpness yet be the same to the original one in function
space. This observation weakens correlation between sharp-
ness and and generalization gap and makes the definition
of sharpness ambiguous. In face of this challenge, multiple
notions of scale-invariant sharpness have been proposed (Yi
etal.,2019a;b; Tsuzuku et al., 2020; Rangamani et al., 2021).
Especially, Yi et al. (2021); Kwon et al. (2021) derived new
algorithms with better generalization by explicitly regular-
izing new sharpness notions aware of the symmetry and
invariance in the network. He et al. (2019) goes beyond
the notion of sharpness/flatness and argues that the local
minima of modern deep networks can be asymmetric, that
is, sharp on one side, but flat on the other side.

Limiting Diffusion/Flow around Manifold of Minimiz-
ers: The idea of analyzing the behavior of SGD with small
LR along the the manifold originates from (Blanc et al.,
2020), which gives a local analysis on a special noise type
named label noise, i.e. noise covariance is equal to Hessian
at minimizers. Damian et al. (2021) extends this analysis
and show SGD with label noise finds approximate stationary
point for original loss plus some Hessian-related regularizer.
The formal mathematical framework of approximating the
limiting dynamics of SGD with arbitrary noise by Stochastic

Differential Equations is later established by Li et al. (2022),
which is built on the convergence result for solutions of SDE
with large-drift (Katzenberger, 1991).

Implicit Bias: The notion that training algorithm plays an
active role in selecting the solution (when multiple optima
exist) has been termed the implicit bias of the algorithm (Gu-
nasekar et al., 2018c) and studied in a large number of pa-
pers (Soudry et al., 2018; Li et al., 2018; Arora et al., 2018;
2019a; Gunasekar et al., 2018b;a; Lyu & Li, 2020; Li et al.,
2020a; Woodworth et al., 2020; Razin & Cohen, 2020; Lyu
etal., 2021; Azulay et al., 2021; Gunasekar et al., 2021). In
the infinite width limit, the implicit bias of Gradient Descent
is shown to be the solution with the minimal RKHS norm
with respect to the Neural Tangent Kernel (NTK) (Jacot
etal., 2018; Li & Liang, 2018; Du et al., 2019; Arora et al.,
2019b;c; Allen-Zhu et al., 2019b;a; Zou et al., 2020; Chizat
et al., 2019; Yang, 2019). The implicit bias results from
these papers are typically proved by performing a trajec-
tory analysis for (Stochastic) Gradient Descent. Most of
the results can be directly extended to the continuous limit
(i.e., GD infinitesimal LR) and even some heavily relies
on the conservation property which only holds for the con-
tinuous limit. In sharp contrast, the implicit bias shown in
this paper — reducing the sharpness along the minimizer
manifold — requires finite LR and doesn’t exist for the corre-
sponding continuous limit. Other implicit bias results that
fundamentally relies on the finiteness of LR includes stabil-
ity analysis (Wu et al., 2017; Ma & Ying, 2021) and implicit
gradient regularization (Barrett & Dherin, 2021), which is a
special case of approximation results for stochastic modified
equation by Li et al. (2017; 2019).

3. Warm-up: Quadratic Loss Functions

To introduce ideas that will be used in the main results, we
sketch analysis of Normalized GD (1) on quadratic loss
function L(x) = 2" Az where A € RP*P is positive def-

inite with eigenvalues Ay > Ao > ... > Ap andvy,...,vp
are the corresponding eigenvectors.
VL(z(t)) Az(t)
z(t+1) =z(t)— ="~ = 2(t) —n7——r— =~ (1)
IVL(x(t))]] [Az(t)]|

Our main result (3.1) is that the iterates of Normalized GD
z(t) will converge to v; in direction, from which the loss
oscillation (3.2) follows. Define Z(t) = A2() “and the
following update rule (2) holds. The convergence of z; to
v1 in direction implies the convergence of z; as well.

~ ~ Z(t)

Z(t+1)=z(t) A||E(t)|| . ()

Theorem 3.1. If |(v1,Z(t))| # 0, Vt > 0, then there exists
0 < C < land s € {£1} such that lim;_,o, T(2t) =
Cs vy and limy_, o T(2t + 1) = (C' — 1)sA\qv1.
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Figure 2: Visualization of key concepts and lemmas in the analysis for Normalized GD on a 2D quadratic loss with
A1 = 1, A2 = 0.4. Left: invariant sets (defined in Lemma 3.3). Middle: ||Z(t)|| drops below %! in the next step whenever it

is above 21 (Lemma 3.5). Right: |(v1, %(t))| monotone increases among all the steps with norm below 2*. (Lemma 3.6)

As a direct corollary, the loss oscillates as between time
step 2t and time step 2¢ + 1 as ¢ — oo. This shows that the
behavior of loss is not monotonic and hence indicates the
edge of stability phenomena for the quadratic loss.

Corollary 3.2. If|(v1,Z(¢))| # 0, Vt > 0, then there exists
0 < C < 1 such that limy_,o L(x(2t)) = 1C?*A\1n* and
limyyoo L(z(2t + 1)) = 3(C — 1)%An%

We analyse the trajectory of the iterate 2(¢) in two phases.
For convenience, we define PUP) as the projection ma-
trix into the space spanned by {v;}2 ;. ie., PUP)
>

intersection of D invariant sets {Z;} le around the origin.
(Lemma 3.3) In the second alignment phase, the projection
of Z(t) on the top eigenvector, | (Z(t),v1) |, is shown to
increase monotonically among the steps among the steps
{t e N| ||Z(¥)|| < 0.5A1}. Since it is bounded, it must
converge. The vanishing increment over steps turns out to
suggest the Z(¢) must converge to v; in direction.

v;v, . In the first preparation phase, Z(t) enters the

Lemma 3.3 (Preparation Phase). For any j € [D] and
t> 3+ In 3t + max{ QU= 0} ir holds that (t) € T,
where I; := {7 | HP(j:D)iH <At

Proof of Lemma 3.3. First, we show for any j € [D], Z; is
indeed an invariant set for update rule (2) via Lemma A.1.
With straightforward calculation, one can show that for

any j € [D], | PUP)Z(t)|| decreases by W if
| PUDIE(t)|| > A; (Lemma A.2). Setting j = 1, we have
||Z(t)|| decreases by Ap if ||Z(¢)|| > A1 (Corollary A.3).
Thus for all ¢ > maX{W,O}, Z(t) € 7;. Finally
once Z(t) € I;, we can upper bound ||Z(¢)|| by A1, and
thus ||P(j:D)5(t)|| shrinks at least by a factor of )‘)\’i’ per
step, which implies Z(¢) will be in Z; in another :\\—; In ’A\—;
steps.(Corollary A.4) O

Once the component of Z(¢) on an eigenvector becomes 0,
it stays 0. So without loss of generality we can assume that

after the preparation phase, the projection of Z(t) along the
top eigenvector v is non-zero, otherwise we can study the
problem in the subspace excluding the top eigenvector.
Lemma 3.4 (Alignment Phase). If Z(T') € NI, Z; holds
for some T, then for any t',t such that T < t < t' and
1Z(E)|| < 0.5y, it holds |(v1,Z(t))] < |{v1,Z(t'))|.

Proof of Lemma 3.4. First, Lemma 3.5 (proved in Ap-
pendix A) shows that the norm of the iterate Z(¢) remains
above 0.5); for only one time-step.

Lemma 3.5. For any t with T(t) € NI\ T;, if [|Z(t)|| >
A1/2, then ||E(t + 1)|| < max (% S H%(t)H).
Thus, for any ¢ with Z(t) € N, Z; and [|Z(t)]| < %,
either ||Z(t + 1)|| < &, or ||Z(t + 1) > A*, which in turn
implies that [|Z(¢ + 2)|| < &- by Lemma 3.5. The proof of
Lemma 3.4 is completed by induction on Lemma 3.6.

Lemma 3.6. For any step t with ||Z(t)|| < \1/2, for any
ke {1,2}, [(vr, 2(t + k)| = [{v1, Z(2))]-

For simplicity, we defer the proof of Lemma 3.6 into Ap-
pendix A. Proof of case £ = 1 in Lemma 3.6 follows directly
from plugging the assumption [|Z(¢)[| < 4t into (2) (See
Lemma A.5). The case of k = 2 in Lemma 3.6 follows from
Lemma A.7. O

To complete the proof for Theorem 3.1, we relate the in-
crease in the projection along v; at any step ¢, |(v1, Z(t))|,
to the magnitude of the angle between Z(¢) and the top
eigenspace, 6. Briefly speaking, we show that if |Z(t)|| <
2, |(vy,%(t))| has to increase by a factor of ©(67) in two
steps. Since |(v1, Z(t))| is bounded and monotone increases
among {t | ||Z(t)|| < 2L} by Lemma 3.4, we conclude
that 0, gets arbitrarily small for sufficiently large ¢ with
[Z(®)|| < 24, |F(t +2)| < - satisfied. Since the one-step
normalized GD update ((2)) is continuous when bounded
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away from origin, with a careful analysis, we conclude
0; — 0 for all iterates. Please see Appendix A.3 for details.

Equivalence to GD on /12T Az: We can show that GD
onloss v/L(z) = |/ 32T Az, follows the same update rule

as Normalized GD on L(z) = 3z " Az, up to a linear trans-
a(t) = nVVL(x(t) =

Az () e () = L 1/2
x(t) —n——— ROMT) - Denoting Z(t) = 3 (24)"/%x(t), we

can easily check Z(t) also satisfies update rule (2).

formation, because z(t + 1) =

4. Main Results

In this section we present the main results of this paper.
Section 4.1 is for preliminary and notations. In Section 4.2,
we make two key assumptions for our analysis.

4.1. Preliminary and Notations

For any integer k, we denote C* as the set of the k times
continuously differentiable functions. For any mapping
F, we use OF (z)[u] and §*F(z)[u,v] to denote the first
and second order directional derivative of F' at x along the
derivation of u (and v). Given the loss function L, the
gradient flow (GF) governed by L can be described through
amapping ¢ : RP x [0, 00) — RP satistying ¢(x,7) = z—
Jo VL(¢(,s))ds. We further define the limiting map of
gradient flow as ® : RP — RP, &(z) = lim, . ¢(z, 7).
We define B, (r) for any r € R and z € R” as the uniform
distribution over the set {y € R” | ||z — y|, < r}.

For a matrix A € RP*P  we denote its eigenvalue-
eigenvector pairs by {A;(A4),vi(A))}icip). For sim-
plicity, whenever ® is defined at point x, we use
{(\i(z),vi(z))} 2, to denote the eigenvector-eigenvalue
pairs of V2L(®(z)), with A;(z) > Xa(z) > A3(z)... >
Ap(z). When the iterates x(t) is clear in the context,
we also use shorthand X\;(t) := A;(x(t)), vi(t) :=
vi(z(t)), and 6; € [0, ] to denote the angle between
V2L(®(z(t)))(x(t) — ®(x(t))) and top eigenspace of
V2L(®(z(t))). Given a differentiable submanifold T' of
RP and point z € T, we use P, : RP? — RP to denote
the projection operator onto the normal space of I" at x, and
PJ-F := Ip — P, 1. As before, for convenience, we use the

shorthand P r := Py, (¢)),r and P I = PL(z(t))

In this section, we focus on the setting where LR 7 goes to
0 and we fix the initialization x;,; and the loss function L
throughout this paper. We use O(+) to hide constants about
Tinit and L.

4.2. Key Assumptions on Manifold of Local Minimizers

Following Fehrman et al. (2020); Li et al. (2022), we make
the following two assumptions throughout the paper.

Assumption 4.1. Assume that the loss L : RP? — R is

a C* function, and that T is a (D — M) dimensional C2-
submanifold of R? for some integer 1 < M < D, where
for all x € I', x is a local minimizer of L with L(z) = 0
and rank (V2L(z)) = M.

Assumption 4.2. Assume that U is an open neighborhood
of I' satisfying that gradient flow w.r.t. L starting in U
converges to some pointin T, i.e. forall z € U, ®(z) € T
(Then ® is C3 on U (Falconer, 1983)).

The smoothness assumption is satisfied for networks with
smooth activation functions like tanh and GeLU. The ex-
istence of manifold is due to the vast overparametrization
in modern deep networks and preimage theorem. (See a
discussion in section 3.1 of Li et al. (2022)) We also assume
U is an open neighborhood of I" such that gradient flow
starting from every point in U converges to I'.

4.3. Results for Normalized GD

We first denote the iterates of Normalized GD with LR 7 by
2y(t), with 2,)(0) = @iy for all 7:

VL(xn(t))
IVL(zy(8)II°

The first theorem demonstrates the movement in the
manifold, when the iterate travels from =z, to a po-
sition that is O(n) distance closer to the manifold
(more specifically, ®(ziy)). Moreover, just like the re-
sult in the quadratic case, we have more fine-grained
bounds on the projection of z,(t) — ®(x,(t)) into the
bottom k eigenspace of V2L(®(z,(t))) for every k €

For convenience, we will denote the quantity

\/EM N2 () (vi(w), 7 — @(2))2 = Aj(2) by Ry(x) for
all j € [M] and x € U. In the quadratic case, Lemma 3.3
shows that R;(z) will eventually become non-positive for
normalized GD iterates. Similarly, for the general loss,
the following theorem shows that R (x,,(t)) eventually be-
comes approximately non-positive (smaller than O(n?)) in

(9(%) steps.

Theorem 4.3 (Phase I). Ler {x,(t)}icn be the iterates of
Normalized GD (3) with LR 1 and ,/(0) = iy € U.
There is Ty > 0 such that for any T| > T, it holds that for
sufficiently small n) that (1) I<nﬁ)<<T lzy () — @ (@) || <

O(n) and (2) n(t) < O(n?).

Normalized GD: z, (t+1) = x,,(t)—n 3)

max Rj(x
Ty <nt<Ty,j€[D]

Our main contribution is the analysis for the second
phase (Theorem 4.4), which says just like the quadratic case,
the angle between V2 L(®(z,,(t)))(z,,(t) — ®(z,,(t))) and
the top eigenspace of V2L(®(z,(t))), will be O(n) on aver-
age. As a result, the dynamics of Normalized GD tracks the
riemannian gradient flow with respect to log(A1 (V2L()))
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Algorithm 1 Perturbed Normalized Gradient Descent

Input: loss function L : RP — R, initial point iy, max-
imum number of iteration 7', LR 7, frequency parameter
Theq = O(n~%1), noise parameter r = O(n'"?).

fort =1toT do

Generate n(t) ~ By(r) if t mod Theq = 0, else set

n(t) =0.
2(t) ot = 1) — nyoread + n(t).
end for

on manifold, that is, the unique solution of (4).

X (1) = (init) — i/ . P%‘(S)’FVlog M (X (s))ds (4)
Note (4) is not guaranteed to have a well-defined solution
for all t > 0, for the following two reasons: (1) if the
multiplicity of top eigenvalue is larger than 1, A\; (VZL(+))
may not be differentiable and (2) the projection matrix is
only defined on I' and the equation becomes undefined
when the solution leaves I. We define T2 as the set of
all time 75 > 0 such that for any 75 € TQfa", (4) satisfies:
for any 0 < 7 < T5, we have (1) X(7) € U, and (2)

AM(V2L(X (7)) — Ao (V2L(X (1)) > 0.

For a rigorous characterization of the dynamics in the second
phase, we need to make the following modifications: (1).
we add negligible noise of magnitude O(n%) every -1
steps; (2). we assume for each 1 > 0, there exist some step
t = O(1/n) in phase I, except the guaranteed condition (1)
and (2) (by Theorem 4.3), the additional condition (3) also
holds. This assumption is mild because we only require
(3) to hold for one step among O(1/7) steps from % to

%, where T7 is the constant given by Theorem 4.3 and T}
is arbitrary constant larger than 73. This assumption also
holds empirically for all our experiments in Section 6.

Theorem 4.4 (Phasell). Let {x,(t)}ien be the iterates of
perturbed Normalized GD (Algorithm 1) with LR n. If the
initialization x,,(0) satisfy that

(1) [l (0) = @ (zimi) || < O(n),

(2) maxe(p) R;(2,(0)) < O(n?), and additionally

(3) min{ |(v1(24(0)), 7,(0) — ©(24(0)))] , —Ra(zy(0))} >
Q(n), then for any time Ty € TS, it holds for suffi-
ciently small 7, with probability at least 1 — O(n'),
that || ®(z, (| T2/n?])) — X(T2)|| = O(n) and

s S e < O0).

4.4. Results for GD on /L

In this subsection, we denote the iterates of GD on /L with
LR 7 by z,(t), with 2,)(0) = @i for all n:
GD on VL:

ay(t+1) = 2,(t) = nVVL(2y(t)) (5)

Similar to Normalized GD, we will have two phases. The
first theorem demonstrates the movement in the manifold,
when the iterate travels from iy to a position that is O(n)
distance closer to the manifold. For convenience, we will

denote the quantity \/Zf\ij Ai(@)(vi(z), 2 — ®(2))? —

nv/1/2Xj(x) by R;(z) forall j € [d] and z € U.

Theorem 4.5 (Phase I). Let {z,(t)}ien be the iterates of

Normalized GD (5) with LR n and z,(0) = zu; € U.

There is Ty € RY such that for any T € R™, it holds for

sufficiently small 1) that (1) , . |z (t) — @(@inir)|| <
1 =4

R (1)) < O(?)

O(n) and (2)

max
T <nt<Ty,j€[D]

The next result demonstrates that close to the manifold,
the trajectory implicitly minimizes sharpness. We have an
equivalent definition of 752" for (6).

Theorem 4.6 (Phase II). Ler {x,(t)}ien be the iterates
of perturbed GD on \/L (Algorithm 3) . If the initial-
ization x,,(0) satisfy that (1) ||z, (0) — ®(zumi)|| < O(n),
(2) maxjc(p) R;(2y(t)) < O(n?), and additionally (3)
min{] (01 (2 (0)), 24 (0) — D(ag(O))] . R (2, (1))} >
Q(n), then for any time Ty € Ti, it holds for
sufficiently small n, with probability at least 1 —
O(n'°), that ||<I> oy ([T2/n?))) — X (To)|| = O(n*/?) and

LTz}an EtLT%/n : 0: < O(n 1/2)

1 T
X(r) = @) — 5 / B Pg o r V(X (s))ds.  (6)

4.5. Operating on the Edge of Stability

We can show that both Normalized GD on L and GD on
V'L is on Edge of Stability in their phase II, that is, at least
in one of every two consecutive steps, the stableness is
at least 2 and the loss oscillates in every two consecutive
steps. Interestingly, the average loss over two steps still
monotonically decreases, even when operating on the edge
of Stability (see Figure 1 for illustration), as indicated by
the following theorems. Note that Theorems 4.4 and 4.6
ensures that the average of 0, are O(7) and O(,/7).

Theorem 4.7 (Stableness, Normalized GD). Under the
setting of Theorem 4.4, by viewing Normalized GD as
GD with time-varying LR n; := Wn(ﬂ)”’ we have
(S (g (), me)] ™"+ [SL(zy(t+1), ner1)] ™ =14+ 00 +
n). Moreover, we have \/L(x,(t)) + \/L(z,(t + 1)) =
PR 1 O ().

Theorem 4.8 (Stableness, GD on VL). Under the set-
ting of Theorem 4.6, we have (S /7(xy(t), )] > Q(nfh)

+ /Lzy(t+1)) =

Moreover, we have +/L(x,(t))
1AL (V2L (2 (1)) + O(00y).
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5. Proof Overview

We sketch the proof of the Normalized GD in phase I and
II respectively in Section 5.2. Then we briefly discuss how
to prove the results for GD with /L with same analysis in
Section 5.3. We start by introducing the properties of limit
map of gradient flow ® in Section 5.1, which plays a very
important role in the analysis.

5.1. Properties of ®

The limit map of gradient flow ® lies at the core of our
analysis. When LR 7) is small, one can show z,,(t) will be
O(n) close to manifold and ®(x,,(t)). Therefore, ®(x,,(t))
captures the essential part of the implicit regularization of
Normalized GD and characterization of the trajectory of
®(x,(t)) immediately gives us that of ®(z,(t)) up to O(n).
Below we first recap a few important properties of & that
will be used later this section, which makes the analysis of
®(z,(t)) convenient.

Lemma 5.1. [Lemmas B.15, B.17 and B.19] Under As-
sumptions 4.1 and 4.2, ® satisfies the following two prop-
erties: (1) 0P(x)VL(z) = 0 for any x € U, and (2) for
any w € T, if M(z) > da(), 020 (@)[o (), va(w)] =
—%P;:FV log A1 (z) .

With the Normalized GD update (3) for x,,(t + 1) — z,, (%),
using a second order taylor expansion of ®, we have

M%U+M*¢@ND @
o VL(e,(1)  VL(y(0)) ;
5 *a@i0) | [ e W e ) O

where we use the first claim of Lemma 5.1 in the final step.
Therefore, we have ®(x,(t + 1)) — ®(z,(t)) = O(n?),
which means ®(z,(t)) moves slowly along the manifold, at
a rate of at most O(n?) step. The Taylor expansion of ®,
(7), plays a crucial role in our analysis for both Phase I and
IT and will be used repeatedly.

5.2. Analysis for Normalized GD

Analysis for Phase I, Theorem 4.3: The Phase I itself
can be divided into two subphases: (A). Normalized GD
iterate x,(t) gets O(n) close to manifold; (B). counterpart
of preparation phase in the quadratic case: local movement
in the O(n)-neighborhood of the manifold which decreases
Rj(x,(t)) to O(n?). Below we sketch their proofs:

Subphase (A): First, with a very classical result in ODE
approximation theory, normalized GD with small LR will
track the normalized gradient flow, which is a time-rescaled
version of standard gradient flow, with O() error, and en-
ter a small neighborhoods of the manifold where Polyak-
Lojasiewicz (PL) condition holds. Since then, Normalized
GD decreases the fast loss with PL condition and the gra-
dient has to be O(n) small in O(%) steps. (See details in

Appendix C.1).

Subphase (B): The result in subphase (B) can be
viewed as a generalization of Lemma 3.3 when
the loss function is O(n)-approximately quadratic, in
both space and time. More specifically, it means
|V2L(®(z, (1)) — V2L(z)|| < O(n) for all 2 which
is O(n)-close to some ®(z,(t')) with ' — t <
O(1/n). This is because by Taylor expansion (7),
[@(zy (1) = Dz ()| = Ot — 1)) = O(n),
and again by Taylor expansion of VQL we know
V2L () ~V2L(®( (£))) Ol = D (1)) ) =O ().

With a similar proof technlque, we show x,,(t) enters an
invariant set around the manifold T', that is, {z € U |
Ri(x) < O(n?),Vj € [D]}. Formally, we show the follow-
ing analog of Lemma 3.3:

Lemma 5.2 (Preparation Phase, Informal version of
Lemma C.1). Let {x,(t)}:>0 be the iterates of Nor-
malized GD (3) with LR n. If for some step t,
|z, (to) — @ (x4, (t0))|| = O(n), then for sufficiently small
LR 7 and all steps t € [to+©O(1), O(n~2)] steps, the iterate
@, (t) satisfy max;epa Rj(z,(t)) < O(n?).

Analysis for Phase II, Theorem 4.4: Similar to the sub-
phase (B) in the Phase I, the high-level idea here is again that
z,(t) locally evolves like normalized GD with quadratic
loss around ®(z,(t)) and with an argument similar to
the alignment phase of quadratic case (though technically
more complicated), we show x,(t) — ®(x,(t)) approxi-
mately aligns to the top eigenvector of VZL(®P(xy(t))),
denoted by v;(¢) and so does VL(z,(t)). Plugging the
second claim of Lemma 5.1 into the Taylor expansion of
® (7), we immediately get that ®(z,,(t + 1)) — ®(xy (1)) =

2
— I Py, . V10g Ai(t).

We now have a more detailed look at the move-
ment in ®. Since ®(x,(t)) belongs to the manifold,
we have VL(®(z,(t))) = 0 and so VL(z,(t) =
V2L(® (2 (1)) (w4 (t) — ®(2y(t))) + O(n?) using a Taylor
expansion. This helps us derive a relation between the Nor-
malized GD update and the top eigenvector of the hessian
(simplified version of Lemma B.10):

VIL(x,(t

ds € {:t].}7 W
n

)
=sv1(t) + O +1). (8)
@)l
Incorporating the above into the movement in ®(z,(t))
from (7) gives: P(z,(t + 1)) — P(x,(t) =
2
L0 (x,,(t))[v1(t), v1(t)] + O(n*0; + n*). Using the sec-
ond property of Lemma 5.1 yields Lemma 5.3.
Lemma 5.3 (Movement in the manifold, Informal version

of Lemma B.13). Under the setting in Theorem 4.4, for suffi-
ciently small 1, we have at any step t < |To/n*], ®(z, (t +

1)) — ®(x,(t)) = — 2 PV 1og A (t) + O(n® + n26;).
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To complete the proof of Theorem 4.4, we show that
for small enough 7, the trajectory of ®(x,(7/n?)) is
O3 | To/n?| + n? Z}Z%/"QJ 6;)-close to X(7) for any
7 < T5, where X(-) is the flow given by (4). This
error is O(n), since Z}Zﬁ/’ﬂ 0, = O(|Ta/n?|n).
One technical difficulty towards showing the aver-
age of 6; is only O(n) is that our current analy-
sis requires |(vi(xy(t)), zy(t) — ®(x,(t)))| doesn’t van-
ish, that is, remains Q(7) large throughout the entire
training process. This is guaranteed by Lemma 3.4
in quadratic case, but the analysis breaks when the
loss is only approximately quadratic and the alignment
|(v1(@y (1)), zy(t) — ®(z,(¢)))|could decrease by O(6;1?)
per step. Once the alignment becomes too small, even if
the angle 6, is small, the normalized GD dynamics become
chaotic and super sensitive to any perturbation. Our current
proof technique cannot deal with this case, which is why we
have to make the additional assumptions in Theorem 4.4.

Role of n'% noise. With the additional assumption
that the initial alignment is Q(7n), we can show adding
any poly(n) perturbation (even as small as €2(n'%?)) suf-
fices to prevent the aforementioned bad case, that is,
[(02((£)). (1) — D(, (£)))] stays Q) large. The in-
tuition why (%) perturbation works again comes from
quadratic case — it’s clear that £ = cv; for any |c¢| < 1is
a stationary point for two-step normalized GD updates for
quadratic loss under the setting of Section 3. But if c is
smaller than critical value determined by the eigenvalues of
the hessian, the stationary point is unstable, meaning any de-
viation away from the top eigenspace will be amplified until
the alignment increases above the critical threshold. Based
on this intuition, the formal argument, Lemma E.11 uses the
techniques from the ‘escaping saddle point’ analysis (Jin
etal., 2017). Adding noise is not necessary in experiments
to observe the predicted behavior (see ‘Alignment’ in Fig-
ure 5 where no noise is added). On one hand, it might be
because the floating point errors served the role of noise.
On the other hand, we suspect it’s not necessary even for
theory, just like GD gets stuck at saddle point only when
initialized from a zero measure set even without noise (Lee
et al., 2016; 2017).

5.3. Analysis for GD on /L

In this subsection we will make an additional assumption
that L(z) = 0 for all € T. The analysis then will follow
a very similar strategy as the analysis for Normalized GD.
However, the major difference from the analysis for Nor-
malized GD comes from the update rule for x,,(¢) when it
is O(n)-close to the manifold:

Jds € {£1},

Thus, the effective learning rate is 1/ A1 (t)n at any step ¢.
This shows up, when we compute the movement in ®.

VVL(,(t) = s3/ A (E)v1 () + O(n + 6y).
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Figure 3: Normalized GD and Riemannian flow have almost
the same behavior under proper time scalings, for a 2-layer
network on MNIST initialized with tiny loss.
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Figure 4: The trajectory of Normalized GD is close to that of
the limiting flow minimizing the sharpness on manifold, as
predicted by our theory. Relative parameter difference is the
ratio of the norm of the difference between the parameters of
the two trajectories to the norm of parameters of Normalized
GD trajectory at the same continuous time.

Lemma 5.4 (Movement in the manifold, Informal version
of Lemma G.1). Under the setting in Theorem 4.6, for suffi-
ciently small 1, we have at any step t < |To/n*], ®(x,(t +

1)) — ®(x,(1)) = — L PEVA(E) + O +1726,).

6. Experiments

Verifying convergence to limiting flow on MNIST: We
first verify the closeness between the Riemannian gradi-
ent flow w.r.t. the top eigenvalue and Normalized GD, as
predicted by Theorem 4.4, on a 1 hidden-layer fully con-
nected network on MNIST (LeCun & Cortes, 2010). The
network had 784 hidden units, with GeLU activation func-
tion (Hendrycks & Gimpel, 2016). We used the loss func-
tion L as the mean squared loss to ensure the existence of
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minimizers and thus the manifold. For efficient training
on a single GPU, we consider a sample of 1000 randomly
selected points from the training data.

We first trained the model with Gradient Descent to reach
loss of order 10~3. Starting from this checkpoint, we make
two different runs, one for Normalized GD and another for
Riemannian gradient flow w.r.t. the top eigenvalue (see
Appendix H for details). We plot the behavior of the net-
work w.r.t. continuous time defined for Normalized GD
as #GradientSteps x 12 /4, and for Riemannian flow as
#GradientSteps x 7, where 7 is the learning rate. We track
the behavior of Test Loss, Test accuracy, the top eigenvalue
of the Hessian and also the trace of the Hessian in Figure 3.
We see that there is an exact match between the behavior
of the four functions, which supports our theory. Moreover,
Figure 4 computes the norm of the difference in the parame-
ters between the two runs, and shows that the runs stay close
to each other in the parameter space throughout training.

Verification for Predicted Phenomena on Real-life Mod-
els: Details in Appendix H show that it is very inefficient to
simulate the Riemannian gradient flows for Real-life Models.
Hence, we observe the behavior of different test functions
throughout the training to verify our theoretical findings. We
perform our experiments on a VGG-16 model (Simonyan &
Zisserman, 2014) trained on CIFAR-10 dataset (Krizhevsky
et al.) with Normalized GD and GD with v/L. For efficient
full-batch training, we trained the model on a sample of
randomly chosen 5000 examples from the training dataset.
To meet the smoothness requirement by our theory, we
modified our network in two ways, (a) we used GeLLU acti-
vation in place of the non-smooth ReLU activation, and (b)
we used average pooling in place of the non-smooth max-
pooling (Boureau et al., 2010). We used #5 loss instead
of softmax loss to ensure the existence of minimizers and
thus the manifold. We plot the behavior of the following
four functions in Figure 5: Top eigenvalue of the Hessian,
Alignment, Stableness, and Test accuracy. Alignment is

defined as " ng”2 g (V2L)g, where V2L is the Hessian, g

is the gradient and \; is the top eigenvalue of the Hessian.
To check the behavior for Stableness, we plot ﬁ x Ap for

Normalized GD and 2\% x A; for GD with v/L, which
are lower bounds on the Stableness of the Hessian (1.1).
We observe that the alignment function reaches close to 1,
towards the end of training. The top eigenvalue decreases
over time (as predicted by Theorems 4.4 and 4.6), and the
stableness hovers around 2 at the end of training.

7. Conclusion

The recent discovery of Edge of Stability phenomenon in
Cohen et al. (2021) calls for a reexamination of how we
understand optimization in deep learning. The current paper
gives two concrete settings with fairly general loss functions,
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40

2 T 7| 0

1 20
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Gradient Steps

Figure 5: We verify our theoretical claims in the second
phase —(a) the sharpness decreases; (b) gradient aligns
with the top eigenvector of Hessian; (c) stableness will be
higher than 2 — under the setting of training VGG-16 on
CIFAR-10 dataset with Normalized GD on L and GD with
V'L loss respectively.

where gradient updates can be shown to decrease loss over
many iterations even after stableness is lost. Furthermore,
in one setting the trajectory is shown to amount to reduce
the sharpness (i.e., the maximum eigenvalue of the Hessian
of the loss), thus rigorously establishing an effect that has
been conjectured for decades in deep learning literature and
was definitively documented for GD in Cohen et al. (2021).
Our analysis crucially relies upon learning rate 1 being
finite, in contrast to many recent results on implicit bias that
required an infinitesimal LR. Even the alignment analysis
of Normalized GD to the top eigenvector for quadratic loss
in Section 3 appears to be new.

One limitation of our analysis is that it only applies close
to the manifold of local minimizers. By contrast, in ex-
periments, the EoS phenomenon, including the control of
sharpness, begins much sooner. Addressing this gap, as well
as analysing the EoS for the loss L itself (as opposed to v/
as done here) is left for future work. Very likely this will
require novel understanding of properties of deep learning
losses, which we were able to circumvent by looking at
V'L instead. Exploration of EoS-like effects in SGD setting
would also be interesting, although we first need definitive
experiments analogous to Cohen et al. (2021).

Acknowledgements

The authors are supported by NSF, ONR, Simons Founda-
tion, DARPA, and SRC. ZL is also supported by Microsoft
Research Ph.D. Fellowship.



GD on Edge of Stability

References

Ahn, K., Zhang, J., and Sra, S. Understanding the un-
stable convergence of gradient descent. arXiv preprint
arXiv:2204.01050, 2022.

Allen-Zhu, Z., Li, Y., and Liang, Y. Learning and generaliza-
tion in overparameterized neural networks, going beyond
two layers. Advances in neural information processing
systems, 2019a.

Allen-Zhu, Z., Li, Y., and Song, Z. A convergence theory for
deep learning via over-parameterization. In International
Conference on Machine Learning, pp. 242-252. PMLR,
2019b.

Arora, S., Cohen, N., and Hazan, E. On the optimization of
deep networks: Implicit acceleration by overparameteri-
zation. In International Conference on Machine Learning,
pp. 244-253. PMLR, 2018.

Arora, S., Cohen, N., Hu, W., and Luo, Y. Implicit regular-
ization in deep matrix factorization. Advances in Neural
Information Processing Systems, 32, 2019a.

Arora, S., Du, S., Hu, W,, Li, Z., and Wang, R. Fine-grained
analysis of optimization and generalization for overpa-
rameterized two-layer neural networks. In International
Conference on Machine Learning, pp. 322-332. PMLR,
2019b.

Arora, S., Du, S. S., Hu, W., Li, Z., Salakhutdinov, R.,
and Wang, R. On exact computation with an infinitely
wide neural net. In Proceedings of the 33rd International

Conference on Neural Information Processing Systems,
pp- 8141-8150, 2019c.

Azulay, S., Moroshko, E., Nacson, M. S., Woodworth, B. E.,
Srebro, N., Globerson, A., and Soudry, D. On the im-
plicit bias of initialization shape: Beyond infinitesimal
mirror descent. In International Conference on Machine
Learning, pp. 468—477. PMLR, 2021.

Barrett, D. and Dherin, B. Implicit gradient regularization.
In International Conference on Learning Representations,

2021.

Bihari, I. A generalization of a lemma of bellman and its ap-
plication to uniqueness problems of differential equations.
Acta Mathematica Hungarica, 7(1):81-94, 1956.

Blanc, G., Gupta, N., Valiant, G., and Valiant, P. Implicit reg-
ularization for deep neural networks driven by an ornstein-

uhlenbeck like process. In Conference on learning theory,
pp- 483-513. PMLR, 2020.

Boureau, Y.-L., Ponce, J., and LeCun, Y. A theoretical
analysis of feature pooling in visual recognition. In Pro-

ceedings of the 27th international conference on machine
learning (ICML-10), pp. 111-118, 2010.

Chizat, L., Oyallon, E., and Bach, F. On lazy training in
differentiable programming. Advances in Neural Infor-
mation Processing Systems, 32, 2019.

Cohen, J., Kaur, S., Li, Y., Kolter, J. Z., and Talwalkar,
A. Gradient descent on neural networks typically oc-
curs at the edge of stability. In International Confer-
ence on Learning Representations, 2021. URL https:
//openreview.net/forum?id=jh-rTtvkGeM.

Damian, A., Ma, T., and Lee, J. D. Label noise sgd prov-
ably prefers flat global minimizers. Advances in Neural
Information Processing Systems, 34, 2021.

Davis, C. and Kahan, W. M. The rotation of eigenvectors by
a perturbation. iii. SIAM Journal on Numerical Analysis,
7(1):1-46, 1970.

Dinh, L., Pascanu, R., Bengio, S., and Bengio, Y. Sharp min-
ima can generalize for deep nets. In International Con-
ference on Machine Learning, pp. 1019-1028. PMLR,
2017.

Du, S, Lee, J., Li, H., Wang, L., and Zhai, X. Gradient
descent finds global minima of deep neural networks.

In International Conference on Machine Learning, pp.
1675-1685. PMLR, 2019.

Falconer, K. J. Differentiation of the limit mapping in a
dynamical system. Journal of the London Mathematical
Society, s2-27(2):356-372, 1983. ISSN 0024-6107. doi:
10.1112/jlms/s2-27.2.356.

Fehrman, B., Gess, B., and Jentzen, A. Convergence rates
for the stochastic gradient descent method for non-convex
objective functions. Journal of Machine Learning Re-
search, 21, 2020.

Foret, P., Kleiner, A., Mobahi, H., and Neyshabur, B.
Sharpness-aware minimization for efficiently improving
generalization. In International Conference on Learning
Representations, 2021. URL https://openreview.
net/forum?id=6TmlmposlrM.

Gunasekar, S., Lee, J., Soudry, D., and Srebro, N. Charac-
terizing implicit bias in terms of optimization geometry.
In International Conference on Machine Learning, pp.
1832-1841. PMLR, 2018a.

Gunasekar, S., Lee, J., Soudry, D., and Srebro, N. Implicit
bias of gradient descent on linear convolutional networks.
In Advances in Neural Information Processing Systems,
2018b.

Gunasekar, S., Woodworth, B., Bhojanapalli, S., Neyshabur,
B., and Srebro, N. Implicit regularization in matrix fac-
torization. In 2018 Information Theory and Applications
Workshop (ITA), pp. 1-10. IEEE, 2018c.


https://openreview.net/forum?id=jh-rTtvkGeM
https://openreview.net/forum?id=jh-rTtvkGeM
https://openreview.net/forum?id=6Tm1mposlrM
https://openreview.net/forum?id=6Tm1mposlrM

GD on Edge of Stability

Gunasekar, S., Woodworth, B., and Srebro, N. Mirrorless
mirror descent: A natural derivation of mirror descent. In

International Conference on Artificial Intelligence and
Statistics, pp. 2305-2313. PMLR, 2021.

He, H., Huang, G., and Yuan, Y. Asymmetric valleys: Be-
yond sharp and flat local minima. Advances in neural
information processing systems, 32, 2019.

Hendrycks, D. and Gimpel, K. Gaussian error linear units
(gelus). arXiv preprint arXiv:1606.08415, 2016.

Hochreiter, S. and Schmidhuber, J. Flat minima. Neural
Computation, 1997.

Horn, R. A. and Johnson, C. R. Matrix analysis. Cambridge
university press, 2012.

Jacot, A., Gabriel, F., and Hongler, C. Neural tangent ker-
nel: Convergence and generalization in neural networks.
Advances in neural information processing systems, 31,
2018.

Jiang*, Y., Neyshabur*, B., Mobahi, H., Krishnan, D., and
Bengio, S. Fantastic generalization measures and where
to find them. In International Conference on Learning

Representations, 2020. URL https://openreview.

net/forum?id=SJgIPJBFVH.

Jin, C., Ge, R., Netrapalli, P., Kakade, S. M., and Jordan,
M. 1. How to escape saddle points efficiently. In Interna-
tional Conference on Machine Learning, pp. 1724-1732.
PMLR, 2017.

Katzenberger, G. S. Solutions of a stochastic differential
equation forced onto a manifold by a large drift. The
Annals of Probability, pp. 1587-1628, 1991.

Keskar, N. S., Mudigere, D., Nocedal, J., Smelyanskiy,
M., and Tang, P. T. P. On large-batch training for deep
learning: Generalization gap and sharp minima. arXiv
preprint arXiv:1609.04836, 2016.

Krizhevsky, A., Nair, V., and Hinton, G. Cifar-10 (canadian

institute for advanced research). URL http://www.

cs.toronto.edu/~kriz/cifar.html.

Kwon, J., Kim, J., Park, H., and Choi, I. K. Asam: Adaptive
sharpness-aware minimization for scale-invariant learn-
ing of deep neural networks. In Meila, M. and Zhang, T.
(eds.), Proceedings of the 38th International Conference
on Machine Learning, volume 139 of Proceedings of Ma-
chine Learning Research, pp. 5905-5914. PMLR, 18-24
Jul 2021.

LeCun, Y. and Cortes, C. MNIST handwritten digit
database. 2010. URL http://yann.lecun.com/
exdb/mnist/.

Lee, J. D., Simchowitz, M., Jordan, M. 1., and Recht, B.
Gradient descent only converges to minimizers. In Con-
ference on learning theory, pp. 1246-1257. PMLR, 2016.

Lee, J. D., Panageas, 1., Piliouras, G., Simchowitz, M.,
Jordan, M. 1., and Recht, B. First-order methods
almost always avoid saddle points. arXiv preprint
arXiv:1710.07406, 2017.

Li, Q., Tai, C., and Weinan, E. Stochastic modified equations
and adaptive stochastic gradient algorithms. In Interna-
tional Conference on Machine Learning, pp. 2101-2110.
PMLR, 2017.

Li, Q., Tai, C., and Weinan, E. Stochastic modified equations
and dynamics of stochastic gradient algorithms i: Mathe-
matical foundations. The Journal of Machine Learning
Research, 20(1):1474-1520, 2019.

Li, Y. and Liang, Y. Learning overparameterized neural net-
works via stochastic gradient descent on structured data.
Advances in Neural Information Processing Systems, 31,
2018.

Li, Y., Ma, T., and Zhang, H. Algorithmic regularization in
over-parameterized matrix sensing and neural networks
with quadratic activations. In Conference On Learning
Theory, pp. 2-47. PMLR, 2018.

Li, Z., Luo, Y., and Lyu, K. Towards resolving the im-
plicit bias of gradient descent for matrix factorization:
Greedy low-rank learning. In International Conference
on Learning Representations, 2020a.

Li, Z., Lyu, K., and Arora, S. Reconciling modern deep
learning with traditional optimization analyses: The in-
trinsic learning rate. Advances in Neural Information
Processing Systems, 33, 2020b.

Li, Z., Wang, T., and Arora, S. What happens after SGD
reaches zero loss? —a mathematical framework. In Inter-
national Conference on Learning Representations, 2022.

Lyu, K. and Li, J. Gradient descent maximizes the margin of
homogeneous neural networks. In International Confer-
ence on Learning Representations, 2020. URL https:
//openreview.net/forum?id=SJeLIgBKPS.

Lyu, K., Li, Z., Wang, R., and Arora, S. Gradient descent on
two-layer nets: Margin maximization and simplicity bias.
Advances in Neural Information Processing Systems, 34,
2021.

Ma, C. and Ying, L. On linear stability of SGD and input-
smoothness of neural networks. In Beygelzimer, A.,
Dauphin, Y., Liang, P., and Vaughan, J. W. (eds.), Ad-
vances in Neural Information Processing Systems, 2021.


https://openreview.net/forum?id=SJgIPJBFvH
https://openreview.net/forum?id=SJgIPJBFvH
http://www.cs.toronto.edu/~kriz/cifar.html
http://www.cs.toronto.edu/~kriz/cifar.html
http://yann.lecun.com/exdb/mnist/
http://yann.lecun.com/exdb/mnist/
https://openreview.net/forum?id=SJeLIgBKPS
https://openreview.net/forum?id=SJeLIgBKPS

GD on Edge of Stability

Magnus, J. R. On differentiating eigenvalues and eigenvec-
tors. Econometric theory, 1(2):179-191, 1985.

Ramachandran, P., Zoph, B., and Le, Q. V. Searching for
activation functions. arXiv preprint arXiv:1710.05941,
2017.

Rangamani, A., Nguyen, N. H., Kumar, A., Phan, D., Chin,
S. P, and Tran, T. D. A scale invariant measure of flat-
ness for deep network minima. In ICASSP 2021 - 2021
IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 1680-1684, 2021.

Razin, N. and Cohen, N. Implicit regularization in deep
learning may not be explainable by norms. Advances in
neural information processing systems, 33:21174-21187,
2020.

Simonyan, K. and Zisserman, A. Very deep convolu-
tional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014.

Soudry, D., Hoffer, E., Nacson, M. S., Gunasekar, S., and
Srebro, N. The implicit bias of gradient descent on sepa-
rable data. The Journal of Machine Learning Research,
19(1):2822-2878, 2018.

Tsuzuku, Y., Sato, L., and Sugiyama, M. Normalized flat
minima: Exploring scale invariant definition of flat min-
ima for neural networks using PAC-Bayesian analysis. In
III, H. D. and Singh, A. (eds.), Proceedings of the 37th
International Conference on Machine Learning, volume
119 of Proceedings of Machine Learning Research, pp.
9636-9647. PMLR, 13-18 Jul 2020.

Woodworth, B., Gunasekar, S., Lee, J. D., Moroshko, E.,
Savarese, P., Golan, 1., Soudry, D., and Srebro, N. Ker-
nel and rich regimes in overparametrized models. In
Conference on Learning Theory, pp. 3635-3673. PMLR,
2020.

Wu, L., Zhu, Z., et al. Towards understanding generalization
of deep learning: Perspective of loss landscapes. arXiv
preprint arXiv:1706.10239, 2017.

Yang, G. Scaling limits of wide neural networks with
weight sharing: Gaussian process behavior, gradient in-
dependence, and neural tangent kernel derivation. arXiv
preprint arXiv:1902.04760, 2019.

Yi, M., Meng, Q., Chen, W., Ma, Z.-m., and Liu, T.-Y.
Positively scale-invariant flatness of relu neural networks.
arXiv preprint arXiv:1903.02237, 2019a.

Yi, M., Zhang, H., Chen, W., Ma, Z.-M., and Liu, T.-Y.
Bn-invariant sharpness regularizes the training model
to better generalization. In Proceedings of the Twenty-
Eighth International Joint Conference on Artificial In-
telligence, IJCAI-19, pp. 4164-4170. International Joint

Conferences on Artificial Intelligence Organization, 7
2019b.

Yi, M., Meng, Q., Chen, W., and Ma, Z.-M. Towards
accelerating training of batch normalization: A manifold
perspective. arXiv preprint arXiv:2101.02916, 2021.

Zou, D., Cao, Y., Zhou, D., and Gu, Q. Gradient descent op-
timizes over-parameterized deep relu networks. Machine
Learning, 109(3):467-492, 2020.



GD on Edge of Stability

A. Omitted Proofs for Results for Quadratic Loss Functions

We first recall the settings and notations. Let A be a positive definite matrix. Without loss of generality, we can assume
A is diagonal, i.e., A = diag(\1, A2, ..., Ap) € RP*P where \; > Ay > A3 > ... > Ap > 0 and the eigenvectors are
the standard basis vectors eq, - - - , ep of the D-dimensional space. We will denote PU:P) = ZD

i=j eze as the projection
matrix onto the subspace spanned by ¢, ..., ep.

Recall the loss function L is defined as L(z) = $a " Az. The Normalized GD update (LR= 7 )is given by z(t + 1) =

z(t) —n |\3i(3\| A substitution Z(t) := Aw(t) gives the following update rule:
~ ~ z(t)
Tt+1)=z() - A——=. (2)
@)
Note Normalized GD (2) is not defined at ||Z(¢)|| = 0. Moreover, it’s easy to check that if at some time step ¢ [(v1, Z(¢)}| = 0,

[{(v1,Z(t"))| = 0 holds for any ¢’ > ¢. Thus it’s necessary to assume |(v1, Z(t)}| # 0 for all t € N in order to prove alignment
to the top eigenvector of A for Normalized GD (2).

Now we recall the main theorem for Normalized GD on quadratic loss functions:

Theorem 3.1. If|(v1,Z(¢))| # 0, Yt > O, then there exists 0 < C < 1 and s € {£1} such that lim;_, o, T(2t) = CsA\jvq
and limy_,o0 T(2t + 1) = (C' — 1)sA\vy.

We also note that GD on /L with any LR 7 can also be reduced to update rule (2), as shown in the discussion at the end of
Section 3.
A.1. Proofs for Preparation Phase

In this subsection, we show (1). Z; is indeed an invariant set for normalized GD Vj € [D] and (2). from any initialization,
normalized GD will eventually go into their intersection ﬂ?lej.

Lemma A.l. Foranyt € Nand j € [D), |PUPIE(t)|| < X; = ||PUPIZ(t + 1)|| < Aj. In other words, {2}, are
invariant sets of update rule Equation (2).

Proof of Lemma A.1. Note PUP) A = pl:P) APU:D) by definition of Normalized GD (2), we have

S o N T(t PUD) A .
PUDIE(t +1) = PUDIF(t) — P<J~D>A& = < ) PUDIFE(t),
[0l [Z@)]]
which implies
o PU:D) A
oozl < - o 1 *
z(t
Note that PUP)A < M1, || PUDIZ(t)|| < [|Z(t)]| and ||PU)E(E)|| < A; by assumption, we have
by pPU:D) A pPU:D) A s
—TpeoE L S ST == SIS qoem=—nr ]
[ PEDIE()|| NECIR [0l [ PEDIE()||
pU:D) 4 D)~

Therefore HI - Hr(t)H H < HP(J D) ol and thus we conclude ||[PUP)Z(t 4+ 1)|| < A;. O
Lemma A.2. Foranyt € Nand j € [D), if | PUP)Z(t)|| = Aj, then | PUP)Z(t +1)|| < (1 - ”‘%\(7?)“) | PUPIE(L)]].
Proof of Lemma A.2. Since \; < HP(J':D)EE ®)] < IZ(t)|, we have 0 < I — % < 1- Hi/\(i?)l\ Therefore
HI — PH(;(LZ))HA H < ”m t)H The proof is completed by plugging this into Equation (9). O

Lemma A.2 has the following two direct corollaries.
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Corollary A.3. For any initialization %(0) and t > W(.i\)%, lZ()]] < A1, that is, (t) € I;.

Proof of Corollary A.3. Set j = 1 in Lemma A.2, it holds that ||Z(¢ + 1)|| < ||Z(¢)|| — Ap whenever ||Z(¢)|| > A1. Thus
Hf( [%] ) H < A1. The proof is completed as 7, is an invariant set by Lemma A.1. O

Corollary A.4. For any coordinate j € [D] and initial point (0) € Iy, if t > ’\1 In ’\1 then HP(J D)z H

Proof of Corollary A.4. Since 7, is an invariant set, we have ||Z(¢)|| < A; forall ¢ > 0. Thus let T = L/{\—; In %J, we have

P

FDIF0)] < S IEO) < Ay

The proof is completed since I; is a invariant set for any j € [D] by Lemma A.1. O

A.2. Proofs for Alignment Phase

In this subsection, we analyze how normalized GD align to the top eigenvector once it goes through the preparation phase,
meaning Z(t) € NI, Z; for all ¢ in alignment phase.

Lemma 3.5. For any t with Z(t) € N2, T, if |F()]| > A1 /2, then |F(t + 1)]| < max (% — 2\ - [F( )||)

Proof. The update at step ¢ as:
R

1 x(t — A9 )T t
= = IZOIT - A)z(t) = B0l :

(1) - Ap)Tn(®)

Let the index & be the smallest integer such that A\;1 < 2||Z(¢)|| — A1. If no such index exists, then one can observe that
lZ(t +1)|| < A1 — ||Z(¢)]]. Assuming that such an index exists in [D], we have A, > 2||Z(¢)|| — A1 and ||Z(¢)]| — A; <
— IZ(@®)]l, ¥§ < k. Now consider the following vectors:

W(t) = (A — 2 (@) z(1),

(2’( t) == 2[IZ@)] = M = Ae) PTPIE(D),
v (1) i= Meyjo1 — ey ) PETDIEE), V1 < j < D — k.

By definition of &, | |Z(t)|| — A;] < | |Z(t)]| — As- Thus

Uz = A1)z (t)

~ ) (F0) | — M)
P+ D= Tl ||| 030 = M@

| (ED)] - Ap)Ep(®)
v (1) + 0@ (1) 4 ... 4 0P (t)H

< g (B0l [0 -+ oo+
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By assumption, we have Z(t) € ﬂjDzllj. Thus
IO B G EOI
H @) ¢ H QIFE)] = M — Ae)he

[0®2®)| £ Cemrs = M)A, Forall j = 1.

Hence,
ZH 0t H— QIFE] = A = M)+ D (A = Ajr1) A
j>k
= 2Iz@l — A1)k + Z/\j)\j+1 - Zx\j
ik jzk

SCIEUTESD SRS oS TR S ¢

- 2

>k >k

< ClEOI=M)* A
— 2 2 7

where we applied AM-GM inequality multiple times in the pre-final step.

Thus,
I3+ 01l < gzt (o0 0] + o2 0] -+ [ 00)])
— ANl 2 ~
< 2(|zc”<t>||A s S+ 1
= 01+ it
PRV
- 2 2/\17

where the final step is because 2+ < [|Z(#)|| < A; and that the maximal value of a convex function is attained at the boundary
of an interval.

O

Lemma A.5. Arany step t and i € [D), if ||Z(t )H = 21, then |Z;(t + 1)]

. <
and smaller than respectively. (Same for = but in the reverse order)

VIIA

|z:(t)],

i denotes larger than, equal to

Proof. From the Normalized GD update rule, we have Z; (¢t + 1) = Z;(t) (1 — Hf/kil)\l) , forall ¢ € [D]. Thus

A

< A< ~ < |~
= :2<:>‘1— — ‘=1<:>|x'(t—|—l)|=|a:'(t)|,
Izl = lz(@®Il] = ' >
which completes the proof. O
Lemma A.6. At any step t, if |Z(t)|| < &L, then
A A . 9
M = |Z@)]]) cos b < ||Z(t+ 1)|| <M — |Z(t)]| — =— [ 1 — — ) Ay sin” by,
22X\ A1

[P 2w

where 0; = arctan —
|eira:(t)|

and A = min(A; — A2, Ap).
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Proof. We first show that the left side inequality holds by the following update rule for (e, Z(t)):

{e1,Z(t+ 1)) = (|Z(t)]| — A1) <€H17(55§T|)>

Since ||Z(t + 1)|| > |{e1,Z(t + 1))| and 6; denotes the angle between e; and Z(t + 1), we get the left side inequality.

Now, we focus on the right hand side inequality. First of all, the update in the coordinate j € [2, D] is given by

(ej,Z(t+1)) = (lZ(t)]| - )<T|](~§t”)>
Then, we have
D
Z(E+ D)1 =D (e 2t + 1)
D
(e, B(8)
; 1) ( Bl )
D ~ 2
(e, E(8)
= (IZ(®)]] = A1) cos” 6+ 3 _(I12(1)
1) Z ( B )
D ~ 2
< ([F@)]] = Ar)? cos? 0, + (|F(H)] *Wz <<||<x §'ﬂ”>

N

(F@I — A1) cos 0, + (IF(0)| - X)* sin® 6,
(F] = M) + (1 = D@ FE] =X = A) sin 6,
< (IF(0)] - \)? = XAy — N sin® 6,

A

where in the fourth step, we have used X\ = argmax; p<i<p [[[Z(t)[| — A| . The final step uses ||Z(¢)]| < 2L, Hence, using
the fact that /1 —y < 1 — y/2 for any y < 1, we have

1

2( = lz®)1)

A
<M\ =z - =— (}q) A1 sin? 6,

2@+ DI <A =2 - A1 = A) sin 6,

where again in the final step, we have used ||Z(t)| < % The above bound can be further bounded by

_ - A A .
6+ DIl < X = 0 - 5 (1—A1) Ay sin® 6,

Y hY ,
<M\ —F@)] == A S .
<A =zl 5 (/\’E?;g,lAD} N ( )\1)) A1 sin” 0,
_ 1/ ) A ,
—n - 1701 - 5 (5 (17 50) ) s

where we have used A = min(A; — A2, Ap).

#o+ DIl + [F0) ] < A, then [71 -+ 2)] > [7(0)],
|Z(t + 1)|| + ||Z()|| = A1. Therefore, by Lemma A.6, we have :

~ A ~ ~ A A
IZDI < 5 = 17t +2)] 2 700 (1+ 25 (1= 1) sin6y),
1 1

(Ol

where 0; = arctan —
|eira:(t)|

,and A = min(A; — Aa, Ap).
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Proof of Lemma A.7. Using the Normalized GD update rule, we have

_ B M . (M.
“““’(1 ||x<>||> 1(6), Bt +2) (1 ||%<t+1>||) i+ 1).

Combining the two updates, we have

_ ~ N M\
'“(”2)"’(1 ||<>||>(1 ||x<t+1>|>
X - M(FED] - 7+ D)

@11z + 1)

71 (2)]

- ‘1+ 0]

> [71(t)],
where the equality holds only when ||Z(t + 1)|| + H%(t)” = A
Moreover, with the additional condition that |Z(t)|| < &, we have from Lemma A.6, |Z(t + 1)|| < Ay — [|Z(t)]| — A(\1 —
A) sin? 6;, where A = min(A; — Ag, Ap).
Hence, retracing the steps we followed before, we have

AT (= [Z@] = [t + D)

e N OIEE]

|71 (2)]

AN — \)sin?6; | -

> |14+ — ~ x1(t
EOEEDI R
A A . 2 ~

> (1 = =

> 1—|—2>\1(1 )\1)51n 0| |71 (¢)],

where the final step follows from using [|Z(¢)[| < & and [|Z(t + 1)|| < A — [|Z(£)]| < A1

A.3. Proof of Main theorems for Quadratic Loss

Proof of Theorem 3.1. The analysis will follow in two phases:

1. Preparation phase: Z(t) enters and stays in an invariant set around the origin, that is, N2_, 7;, where Z; := {T |
ZD (e, (t ))? < A%}, (See Lemma 3.3, which is a direct consequence of Lemma A.1 and Corollary A.3.)

2. Alignment phase: The projection of Z(t) on the top eigenvector, | (Z(t), e1) |, is shown to increase monotonically
among the steps among the steps {¢ | ||Z(¢)|| < 0.5}, up until convergence, since it’s bounded. (Lemma 3.4)

By Lemma A.7, the convergence of | (Z(t), e1) | would imply the convergence of Z(t) to ey in direction.

Below we elaborate the convergence argument in the alignment phase. For convenience, we will use ; to denote the angle
between e; and Z(t) and we assume (0) € ﬂ]D:le without loss of generality. We first define S := {t € N | ||Z(¢)]| < %
and §' := {t € S | t +2 € S}. The result in alignment phase says that )\% |Z1 (t)| monotone increases and converges to

some constant C' € (0, 1] among all ¢ € S, thus  lim 21012)] _ 1 By Lemma A.7, wehave lim 6, = 0. Since
t—oo.tes |T1(B)] t—00, €S

the one-step update function F'(Z) = ¥ — AW is uniformly lipschitz when ||z|| is bounded away from zero, we know
lim , 6t+k = O, vk S N.

t—00,tES

Now we claim V¢t > 3, there is some k € {0, 1,3} such that t — k € S’. This is because Lemma 3.5 says that if ¢ ¢ S,
thenboth¢ — 1,t+ 1 € S. Thus forany ¢t ¢ S,t — 1 € S’. Therefore, for any t € S/S’,ift —2 ¢ S, thent —3 € 5'.
Thus we conclude that V¢ > 3, there is some k& € {0,1,3} such that t — k € S’, which implies hm 6: = 0. Hence

tlim |Z(t + 1) — Z(t)|| = A1, meaning for sufficiently large ¢, 1 (¢) flips its sign per step and thus hm m(t+2) Z(t) =0,
—00
Tim (7t + 1) + [3(6)] = Ar.
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If C = 1, then we must have lim ||Z(¢)|| = 4 and we are done in this case. If C' < %, note that ~ lim |71 (¢)| = CAy,
t—o0 t—o0,teS’
it must hold that , lirrtl < lZ(t+1)|] = (1 — C)Aq, thus there is some large T' € S such that for all t € S;¢ > T,
—00,teS’

t+1¢ S ByLemma3.5,¢t+2 € S. Thus we conclude tlim (T + 2t) = CAse; for some s € {—1,1} and thus
— 00

tlim Z(T + 2t + 1) = (C — 1)Ase;. This completes the proof. O

— 00

A.4. Some Extra Lemmas (only used in the general loss case)

For a general loss function L satisfying Assumption 4.1, the loss landscape looks like a strongly convex quadratic function
locally around its minimizer. When sufficient small learning rate, the dynamics will be sufficiently close to the manifold and
behaves like that in quadratic case with small perturbations. Thus it will be very useful to have more refined analysis for the
quadratic case, as they allow us to bound the error in the approximate quadratic case quantitatively. Lemmas A.8 to A.11 are
such examples. Note that they are only used in the proof of the general loss case, but not in the quadratic loss case.

Lemma A.8 is a slightly generalized version of Lemma 3.5.

2
()| < Nj(L+ 38), forall j € (D), if |[F(¢)]| > 3, then |F(t + 1)]| < 3.

Proof of Lemma A.8. The proof is similar to the proof of Lemma 3.5. Let the index k be the smallest integer such that
Ak+1 < 2]|Z(¢)|| — A1. If no such index exists, then one can observe that ||Z(t 4+ 1)|| < Ay — ||Z(¢)]]. Assuming that such
an index exists in [D], we have /\k >2 Hi( )| — A and ||Z(2)]| — A < A —[|Z(6)]], V5 < k. With the same decomposition

and estimation, since Z(t) € N¥_, (1 + D )I we have

mﬂH:ArwaMDwmn
2(0)|| < ( 1+uf JEIZ@N = M = M)

. )\2
U(2+g)(t)H 1+ ¥ DY(Ap—145 — Ahsg) Mgy, forall j > 1.

Thus we conclude

O R )

%
_ Dy 4 Ay < 22
1-0+5< T,

~ 1
7+ 1)1 < = (e

which completes the proof. ]

Lemma A.9. Consider the function g : R — R, with g(\) = 71 (1 — \/1 — 2)% (1 — ;‘1)) For any small constant
¢ > 0, consider any t with T(t) € ﬁjDzllj, with T(t) satisfying
* [en, ()] < (1= 2c)g(Ae).

* 0, < \/c|(ex, z(t))

s

(2:D) (%
where 0; = arctan P\(eT((f)(;\))H

Then, for any coordinate 1 < k < D,
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Proof of Lemma A.9. From the quadratic update, we have the update rule as:

Ak
@l

= (= 5 (- s ¢ ZZ 5
-|(1- o e _>||||>gi(xl) o L) ezl

Tp(t+1) = Tk(t) (1 T )7 forallk € {1,...,D}.

Thus, we have for any 1 < k£ < d,

(e, (t +2))
(e1,x(t +2))

Thus, as long as, the following holds true:

(A1 = A) M+ A — [IZ@)] = [l2(E + D)
A = [zt + DD = [[z@)1)

>2+c,

we must have

(er, T(t+2))
<€1, f(t + 2)>

We can use (A — ||Z(t)]|) cos O < ||Z(t+ 1)|| < A — ||Z(8)|| — ﬁ (1 - %1) A1 sin? 0;, where A = min(A\; — Ao, Ap)
from Lemma A.6 to show the following with additional algebraic manipulation:

(A= M)+ A — 2@ — 2+ D) o (A1 = A
(A = [lz(t + D) (A = lz@)]) = (A= M= Z@) cos ) (A — (lZ@)])
Hence, it suffices to show that
(A1 — M)Ak
(A1 = (Ar = [[2@)]) cos 0) (A1 — [|Z(2)]]) =2te
The left hand side can be simplified as
(A1 — M)Ak _ (A1 — M)Ak
(A1 = (A = [[Z@)]) cos ) (A — [Z()N]) (271 8i0*(6,/2) + [{ex, Z(1)))) (A — [|Z(E)])
S (A1 — Ar) Ak
= M07/2+ (e, () ]) (M — [{er, (1))
(A1 — Ak) Ak

Y

[{en, ZE) (A1 + 5A1 = [{en, Z(B)])”
where the last step we use that |0;| < \/c|{e1,Z(t))],
2+ ) [{en, ZE) ] — 2201 (1 4 ¢/2)(2 4 ¢) |(ex, Z(1))] + (A1 — Ax)Ax > 0.

The above inequality is true when |(e1, Z(¢))| < (1 — 2¢) g(Ax).

O

Lemma A.10. Consider the function g : R — R, with g(\) = % (1 — \/1 — 2%1 (1 - /\>‘1)> Consider any coordinate

2 <k < D. Forany constant 0 < ¢ < 4?\—’;‘(1 - i‘\—’f), consider any t with T(t) € I’WJDZIIj, with T(t) satisfying

0.5 > [[z(®)[| = (1 + ¢)g ().

Then, the following must hold true at time t.

(en D) oy o sy |
<el,%(t+2)>‘<(1 0.5 | e Fon |
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Proof. By the Normalized GD update, we have:
<eka %(t» ‘
)

ex, T(t + 2)>‘ _ ‘ (1 ~ AT ) (1 - |§<t>|>
~ Ak A1 T
(e1,Z(t +2)) l—m 1_W (e1,2(t
_ ‘(1 =) N = Z@)] 2+ 1)||)> <6k,5(t)>‘
(A = [z + DI A = [Z@)1]) (e1,2()) |

Qa2 ) Qe —Z@N - ZEHD) s mnlic ;
Now, we focus on the term Gi—EEEDNu—Tz@N For simplicity, we will denote the term as

ratio(A1, Ak, [|Z(t)]] , [|Z(¢t + 1)]|). The term behaves differently, depending on whether ||Z(¢)|| > Ax or ||Z(¢)]| < Ag:

(10)

1. If ||Z(t)|| > Ak, which is only possible when A, < 3%, we find that ratio(A1, Ak, [|Z(t)||, [|Z(t + 1)|)) is a monotoni-
cally decreasing function w.r.t. ||Z(t + 1)||, keeping other terms fixed. Using the fact that [|Z(t + 1)|| < Ay — ||Z(¢)]]
from Lemma A.6, we can bound the term as:

. . _ ) < rati - -
Akgglgl%.sxl ratio(A1, A, a, A\ — a) < ratio(A1, Mg, |2, |Z(¢ + 1))

<  max_ratio(A1, Ak, a,0).
Ar<a<0.5)1

We can simplify ratio(A1, Ak, a, 0) as W for any a, and can be shown to be atmost 1 + (< 3/2) for

any «a in the range (A, 0.5A;). Furthermore, ratio(A1, Ag, a, A1 — a) simplifies as % for any a, and can be

shown to be atleast 4:\\—’; (1 — Ag/A1) in the range (\g, 0.5A1), which it attains at a = Ag.

2. If ||Z(¢) || < Mg, we find that ratio( A1, A, ||Z(2)|| , |Z(¢ + 1)||) is a monotonically increasing function w.r.t. ||Z(t + 1),
keeping other terms fixed. Using the fact that | Z(¢ + 1)|| < A1 — ||Z(t)]| from Lemma A.6, we can bound the term as:

i atio(A1, Ag, a, 0) < ratio(A1, Ax, [|[Z(O)]], [|[Z(t + 1
o I ratio(A, Ak, ,0) < ratio(hs, A [F(O)] (¢ + 1))

< max ratio(A1, A, a, A\ — a).
(14¢)g(A)<a<min(0.5X1,\)

Continuing in the similar way as the previous case, we show that ratio(\1, A, a, 0) is at least 1 — (A /A1)? in the range
((1 4+ ¢)g(Ak), min(0.5 1, Ag)). ratio(A1, Ak, a, A1 — a) is maximized in the range ((1 + ¢)g(Ax), min(0.5A1, Ag))
ata = (14 ¢)g(\x) and is atmost (2 — 0.5¢)g( k).

Thus, we have shown that

Abp - My o (A Ay Ak (A= Ak A — [lZ@)]] — [[2(E + D)
s <4A1“ N (Al))g DI ECD

The result follows after substituting this bound in Equation (10).

<2-—0.5¢.

Lemma A.11. Arany step t, if |Z(t)|| < 2%, [tan(ZL(F(t + 1),e1))| < max()‘2 1- 2’\D) [tan(Z(Z(t),e1))].

Proof of Lemma A.11. From the Normalized GD update rule, we have

A\
Zi(t+1) =x;(t) (1 - > , foralli € [D],
[0l

implying |Z; (¢t + 1 ‘( Hm(t ”)‘ |Z;(t)| for all ¢ € [2, D], since \; < 1.
Since A; < A; and [|Z(¢)|| < &, it holds that

T 1-— — s T . T

[zt + | nx o1 | [Z@0] _ ’1_ Mo A O Ay g 18]

2+ D 1= gy | @) — @ [z1(2)] A A [z ()]
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Finally we conclude

|PEDE(t + 1) A2 Ap . ||[PEPIE(R)]|
_ <max(22,1—222yIE Ul
|71 (t+ 1) A M |71 ()]
[P . -
Recall |tan(Z (v, e1))| = e for any vector v, the claim follows from re-arranging the terms.

B. Setups for General Loss Functions

Before we start the analysis for Normalized GD for general loss functions in Appendix C, we need to introduce some new
notations and terminologies to complete the formal setup. We will start by first recapping some core assumptions and
definitions in the main paper.

Assumption 4.1. Assume that the loss L : R” — R is a C* function, and that ' is a (D — M) dimensional C?-
submanifold of R” for some integer 1 < M < D, where for all # € T,z is a local minimizer of L with L(z) = 0 and
rank (V2L(z)) = M.

Assumption 4.2. Assume that U is an open neighborhood of I satisfying that gradient flow w.r.t. L starting in U converges
to some pointin T, i.e. forall z € U, ®(x) € T'. (Then P is C3onU (Falconer, 1983)).

Notations: We define @ : U — T as the limit map of gradient flow below. We summarize various properties of ¢ from
(Li et al., 2022) in Appendix B.2.

®(z) = lim ¢(x,7), where ¢(z,7)=2x— /T VL(p(z,s))ds. (11)
0

T—00

For a matrix A € RP*P_ we denote its eigenvalue-cigenvector pairs by {\;(A), v;(A))};e(p. For simplicity, whenever ®
is defined and C? at point x, we use {(\;(z),v;(z))}2, to denote the eigenvector-eigenvalue pairs of V2L(®(x)), with
A1(z) > Aa(x) > A3(z) ... > Ap(z). Given a differentiable submanifold I' of R? and point x € T, we use N, I" and T,
to denote the normal space and the tangent space of the manifold T for any point z € I'. We use P, r : R? — R” to
denote the projection operator onto the normal space of I" at z, and ijp := Ip — P, r. Similar to quadratic case, for any
x € U, we use 7 to denote V2L(®(z))(z — ®(z)) for notational convenience. Additionally, for any = € U, we use 6(x)
(2:M) ~
to denote the angle between ¥ and the top eigenspace of the hessian at ®(z), i.e. f(z) = arctan i <£(&){£| . Furthermore,
when the iterates x(t) is clear in the context, we use shorthand A;(t) := Ai(2(t)), vi(t) := vi(x(t)), Pir := Po(a(t)),r»

P = qu(x( #)),r and 6¢ to denote 6(x(¢)) when x(t) is clear in the context. We define the function g; : R — R for every

t € Nas
1 A A
9:(N) =5 (1—\/1—2A1<t) (1— /\1(t)>>'

Given any two points z, y, we use Ty to denote the line segment between x and y, i.e., {z | IA € [0, 1],z = (1 — A)z + Ay}

The main result of this paper focuses on the trajectory of Normalized GD from fixed initialization zj,; with LR 71 converges
to 0, which can be roughly split into two phases. In the first phase, Theorem 4.3 shows that the normalized GD trajectory
converges to the gradient flow trajectory, ¢(ini, -). In second phase, Theorem 4.4 shows that the normalized GD trajectory
converges to the limiting flow which decreases sharpness on I, (4). Therefore, for sufficiently small 7, the entire trajectory
of normalized GD will be contained in a small neighbourhood of gradient flow trajectory Z and limiting flow trajectory Y.
The convergence rate given by our proof depends on the various local constants like smoothness of L and @ in this small
neighbourhood, which intuitively can be viewed as the actual “working zone” of the algorithm. The constants are upper
bounded or lower bounded from zero because this ”working zone” is compact after fixing the stopping time of (4), which is
denoted by T5.

1 T
X (1) = ®(2iny) — 1 / . Px (o0 V1og A1 (X (s))ds 4)
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Below we give formal definitions of the ”working zones” and the corresponding properties. For any point y € R” and
positive number r, we define B,.(y) := {z € RP | ||y — z|| < r} as the open {2 norm ball centered at y and B,.(y) as its
closure. For any set S and positive number 7, we define S™ := Uye s B, (y) and B,.(S) := UyesB.(y). Given any stopping
time T, > 0, we denote the trajectory of limiting flow Equation (4) { X (7)}72, by Y and we define Y€ := U,cy B, (€)
where € is some sufficiently small constant determined later in Lemma B.3. Y€ will be the "working zone” of Normalized
GD in the second phase. By definition, Y€ are compact. To ensure Equation (4) is well-defined, we have to make 75 small
enough such that (1) Y € U, with ®(-) being well-defined along Y, and (2) A\;(V2L(+)) is differentiable, which yields the
following definition of T4,

Definition B.1. T2V is the set of all time T5 such that for any T, € T4V, (4) is well-defined up to time 1%, i.e., for any
0 <71 <T5, we have

1. X(1)eU,;
2. M(V2L(X (7)) — XM2(V2L(X (7)) > 0.

For convenience, we define A := %inf,cy (M (V2L(2)) — A2(V2L(2)))) and p := }infzeye Ay (V2L(x)). By
Assumption 4.1 and the first bullet of Definition B.1, we have p > 0. By the second bullet of Definition B.1, A > 0.

Below we construct the "working zone” of the second phase, Y” and Y€, where 0 < € < p, implying Y¢ C Y”. The
reason that we need the two-level nested ”working zones” is that even though we can ensure all the points in Y'# have nice
properties as listed in Lemma B.3, we cannot ensure the trajectory of gradient flow from z € Y? to ®(«) or the line segment
x®(x) is in Y'P, which will be crucial for the geometric lemmas (in Appendix B.1) that we will heavily use in the trajectory
analysis around the manifold. For this reason we further define Y ¢ and Lemma B.6 guarantees the trajectory of gradient
flow from x to ®(x) or the line segment x®(x) whenever x € Y°.

Definition B.2 (PL condition). A function L is said to be pu-PL in a set U iff for all x € U,

IVL(2)|* = 2p(L(x) — inf L(z)).

Lemma B.3. GivenY, there are sufficiently small p > 0 such that

1. YP NT is compact;

2.YPCU;

3. Lis u-PL on Y?; (see Definition B.2)

4. infzeye (A1 (V2L(2)) — A2(V2L(2)))) = A > 0;
5. infieye )\M(V2L(l‘)) >p>0.

Proof of Lemma B.3. We first claim for every y € Y, for all sufficiently small p, > 0 (i.e. for all p, smaller than some
threshold depending on y), the following three properties hold (1) B, (p,) N T is compact; (2) By(p,) NT' C U and (3) L
is p-PL on B, (p, NT).

Among the above three claims, (2) is immediate. (1) holds because Ey (py)NT is bounded and we can make p,, small enough
to ensure By (p,) N T is closed. For (3), by Proposition 7 of (Fehrman et al., 2020), we define p(y) := argmin,cr ||z — y/|
which is uniquely defined and C! in B, (p,) for sufficiently small p,. Moreover, Lemma 14 in (Fehrman et al., 2020)
shows that || VL(z) — V2L(p(z))(z — p(2))| < c||z — p(:c)||§ for all z in By (p,) uniformly and some constant c. Thus
for small enough p,,

IVL(@)|* 2(2 - p(x)) (V2 L(p(2)))*(x = p(2)) = O(l|z — p(2)]*) (12)
Furthermore, by Lemma 10 in (Fehrman et al., 2020), it holds that 2 — p(z) € Ny I' = span({v;(p(x))}/£,), which
implies
(2 = p() " (V2L(p(2)))*(z = p(x)) = A (V2 L(p(2)) (@ = p(x)) T V2L(p(2)) (@ — p(x)), (13)
and that

(2 = p(x) " V2L(p()) (@ — p(x)) = Mt (VZL(p(2))) | = p(2)]l5 -
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Thus for any ¢ > 0, for sufficiently small p,, (z — p(x)) " V2L(p(z))(z — p(z)) > ¢ ||z — p(z)||*. Combining Equa-
tions (12) and (13), we conclude that for sufficiently small p,,

IVL(@)|* > A (V2L(p(2)))(x = p(x)) " V2 L(p(x))(z — p(x)) = O]z — p(=)][3)
Again for sufficiently small p,, by Taylor expansion of L at p(x), we have

%(w —p(2)) V2 L(p(x))(z — p(x)) > L(z) — O(||z — p(z)|*).
Thus we conclude

IVL(@)|* = 220 (V2 L(p())) L(z) = Oz = p()|*) = Anr (VL(p(2))) L(x) = 2pL(x).

Meanwhile, since Ays (V2 L(p(x))) and A1 (V> L(p(x))) — A2(VZL(p(x))) are continuous functions in 2, we can also choose
a sufficiently small p,, such that for all z € By (p,), A (VZL(p(2))) > A (V2L(p(y))) = 3 Am(VZL(y)) > A and
M (V2L(p(z))) = A2(VZL(p(2))) > 5(M(VZL(p(y))) — X(V?L(p(y)))) = 5 (M(V’L(y)) — X(V>L(y))) > n.
Further note Y C Uyey By (p,) and Y is a compact set, we can take a finite subset of Y, Y”, such that Y C Uy By (py).

Taking p := minyey~ 2 completes the proof. O

Definition B.4. The spectral 2-norm of a k-order tensor 7 = (t;,,...;, ) € R%*42X-~dk jg defined as the maximum of the
following constrained multilinear optimization problem:

1T = maX{T (x(l), e ,a:(k)> : Hx(i)

— 1,20 eRdi,i:LQ,...,k}.
2

Here, T(!El, . 7x(k)) _ Zc_tl do de tiliz,..idf(‘l)xg) - :E(k).

i1=1 2uig=1""" 2uip=1 i Ly

Definition B.5. We define the following constants regarding smoothness of L and ® of various orders over Y°.

¢ = sup HVQL(;U)H, v = sup HVSL(:E)H, Y = sup HV4L({E)H,
TEYP TeYP TEY P

&= sup |[V?®(2)||, x= sup ||[V’®(x)
T€EY P T€Y P

)

We assume each of the constants ¢, v, Y, &, x are at least 1 for simplicity (otherwise we can set them to be 1 and our bound
still holds)

Lemma B.6. Given p as defined in Lemma B.3, there is an € € (0, p) such that

1. sup,cye L(z) — inf L(z) < ”T”Q;

reY e
2. VreYe d(z)eYE;
3. e< %

Proof of Lemma B.6. For every y € Y, there is an €, such that Vo € By(e,), it holds that L(z) < “sz, () € Y%
and A\ (V2L(z)) — X\a(V2L(z))) > A, as both L(z), ®(x) and eigenvalue functions are continuous. Further note
Y C UyeyBy(€y) and Y is a compact set, we can take a finite subset of Y, Y, such that Y C Uycy By(€,). Taking

2
€ := min{minyey: %, QVLC} completes the proof. O

Summary for Setups: The initial point zj,;; is chosen from an open neighborhood of manifold I', U, where the infinite-
time limit of gradient flow ® is well-defined and for any © € U, ®(x) € I'. We consider normalized GD with sufficiently
small LR 7 such that the trajectory enters a small neighborhood of limiting flow trajectory, Y #. Moreover, L is u-PL on Y'?
and the eigengaps and smallest eigenvalues are uniformly lower bounded by positive A, p respectively on Y #. Finally, we
consider a proper subset of Y?, Y€, as the final “working zone” in the second phase (defined in Lemma B.6), which enjoys
more properties than Y?, including Lemmas B.8 to B.11.



GD on Edge of Stability

B.1. Geometric Lemmas
In this subsection we present several geometric lemmas which are frequently used in the trajectory analysis of normalized
GD. Below is a brief summary:

* Lemma B.7: Inequalities connecting various terms: the distance between x and ®(z), the length of GF trajectory from

x to ®(z), square root of loss and gradient norm;

* Lemma B.8: For any x € Y€, the gradient flow trajectory from z to ®(z) and the line segment between z and ®(z)
are all contained in Y'?, so it’s “’safe” to use Taylor expansions along GF trajectory or 2®(x) to derive properties;

e Lemmas B.9 to B.11: for any z € Y€, the normalized GD dynamics at = can be roughly viewed as approximately
quadratic around ® () with positive definite matrix V2L (®(z)).

+ Lemma B.12: In the "working zone”, Y?, one-step normalized GD update with LR 7 only changes ®(x;) by O(n?).

* Lemma B.14: In the “working zone”, Y ?, one-step normalized GD update with LR 1 decreases \/L(z) — minyey L(y)
by 3 if [VL(2)| = §.

Lemma B.7. [f the trajectory of gradient flow starting from x, ¢(x,t), stays in YP for all t > 0, then we have

o — o) < /j’ HWH& S \/2<L<x> SEN |vit($)”'

Proof of Lemma B.7. Since ®(x) is defined as lim;_, o, ¢(2,t) and ¢(x, 0) = x, the left-side inequality follows immediately
from triangle inequality. The right-side inequality is by the definition of PL condition. Below we prove the middle inequality.

Since V£ > 0, ¢(,t) € Y, it holds that | VL(¢(z, t))||* > 2u(L(¢(z, t)) — L(®(z))) by the choice of p in Lemma B.3.
Without loss of generality, we assume L(y) = 0,Vy € I'. Thus we have

o > |VL(p(z, )]
/t VL)) dr < / e

Since d¢(z,t) = =V L(4(x, t))dt, if holds that

VL (¢p(z,t) H / —dL(¢ / /2
d\/ o(z, 1))
/tO\/Q/J,L (z,1)) to\/2uL xt t=0
The proof is complete since ¢(x,0) = z and we assume L(P(x)) is 0. O

Lemma B.8. Let p, € be defined in Lemmas B.3 and B.6. For any x € Y €, we have

1. The entire trajectory of gradient flow starting from x is contained in Y, i.e., ¢(x,t) € YP, Vt > 0;

2. Foranyt > 0, line segment ®(x)p(x,t) is contained in Y, i.e.,

() — oz, t)]| < p, ¥t > 0.

Proof of Lemma B.S. Let time 7* > 0 be the smallest time after which the trajectory of GF is completely contained in Y'?,
thatis, 7* := inf{t > 0 | Vt' > ¢, ¢(z,¢’) € YP}. Since Y? is closed and ¢(x, -) is continuous, we have ¢(x,7*) € YP.

Since V7 > 7%, ¢(x,7) € YP, by Lemma B.7, it holds that ||¢(z, 7*) — ®(z)| < \/ AL L),

Note that loss doesn’t increase along GF, we have L(¢(z, 7)) — L(®(z)) < L(z) — L(®(x))
o(x,7) — @(z)]| < §.
Now we prove the first claim. Suppose GF trajectory starting from x leaves Y?, or equivalently 7* > 0, since

lim, o ¢(z,7) = ®(x) € Y3, there must exist a time 7* > 0 such that ¢(x,7*) is on the boundary of Y?, that is,
infyey |ly — é(x, 7*)|| = p. By triangle inequality, this implies that || ®(2) — ¢(z,7*)|| > £. Contradiction!
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The second claim also follows from the same estimation. Since 7% = 0, for any ¢ > 0,
S IVL(o(z, )| dr < [ L IVL(¢(x, 7))l dT < §.

¢z, 1) — @(z)]| <

O

The following theorem shows that the projection of x in the tangent space of ®(x) is small when z is close to the manifold.
In particular if we can show that in a discrete trajectory with a vanishing learning rate 7, the iterates {x, (t)} stay in Y€,
we can interchangeably use ||z, (t) — ®(z,(t))| with || P r(z,,(t) — ®(x,(t)))|, with an additional error of O(n?), when
([Pt (2 (8) — (2, ()] < O).

Lemma B.9. Forall x € Y€, we have

[P rto = 2] < 1 e - 2@,
and
V2C2 2 3
Pooy(o = 2@ 2 e = 2@ (1= T o - 2@ ) = o - 2],

Proof. First of all, we can track the decrease in loss along the Gradient flow trajectory starting from x. At any time 7, we
have

d

7 L(¢(z, 7)) = (VL(¢(z, 7)), %sb(l‘ﬁ)) = — | VL(¢(z, 7)),

where ¢(z,0) = x. Without loss of generality, we assume L(y) = 0,Vy € I'. Using the fact that L is p-PL on Y? and the
GF trajectory starting from any point in Y € stays inside Y (from Lemma B.8), we have

iL((b(as, 7)) < —2uL($(z, 7)),

dr
which implies

L(¢(w, 7)) < L(¢(w,0))e™ 2"

By Lemma B.7, we have

u

l$(z.7) — B()] < \/E\E(d)(l‘ﬁ)) < ¢ 2L{9(2,0))e 7, (14)

Moreover, we can relate L(¢p(x,0) with ||®(z) — z|| with a second order taylor expansion:

L(z) = L(®(x)) + (VL(®(z)),z — ®(z)) + /:0(1 —s)(z— q)(m))TVQL(sm +(1—5)®(x))(z — P(x))ds

where in the final step, we have used the fact that L(®(z)) = 0 and VL(®(z)) = 0. By Lemma B.8, we have 2®(z) C Y.
Thus max,eo 1] || V2L(sz + (1 — s)®(x))|| < ¢ from Definition B.5 and it follows that

1
L) < [ (= s — @) ds = § [0() - (15)

=0

Finally we focus on the movement in the tangent space. It holds that

[Py (6000 = w00 < [ Piy i [ V(00 | ar < [P VG ar. as)
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By Lemma B.8, we have ¢(x, 7)®(z) C Y? for all 7 > 0 and thus
IVL(¢(x,7)) = V2L(®(2)) (2(2)) (¢(x, 7) — @(2))| < g lg(z, ) — ()]

Since P@( ),r is the projection matrix for the tangent space, P, <I>(w rV2L(®(z)) = 0 and thus by Equation (14)

v vL(¢(z,0))e 21"
[P eV 7| < 5 ot ) - 0 < A2 (1)
Plug Equation (17) into Equation (16), we conclude that
* vL($(x,0)e " _ vL(x) _ vz — B(x)|’

P — H < / Y ’ = < 1

|Pir(6w00) o) < | p G < (1s)
For the second claim, simply note that

2
2 P@Z’F($—¢(.T))
[Py - 00| = Iz — @I — [Pogerrla - 2@)P = o - a(a) - 122 |

[ — ()|

The left-side inequality of the second 1nequality is proved by plugging the first claim into the above inequality. Note by the

property (3) in Lemma B.6, % 16”4 ||3: o(z)|* < 1, the right-side inequality is also proved. O

Lemma B.10. Az any point x € Y€, we have

|VE() ~ V2 L(@(@) @~ 2(@)]| < vz — @)

and

VL@ W
VL@@ —o@)] | = 3 e~ 2@l

Moreover, the normalized gradient of L can be written as

VL(z)  V2L(®(x))(x — ®(x)) Y ol
VL@~ VeL@E) e e@)) Ol Ol %)

Proof of Lemma B.10. Using taylor expansion at =, we have using VL(®(z)) = 0:

HVL(Z‘) — V2L(®(x)) )| = 1 —8)0*(VL)(sz + (1 —8)®(2))[z — ®(x),r — ®(x)]ds

Joax |0*(VL) (s + (1 — 8)@())| |z — ()]

| IN
_
s 3
iR

—~

—_

|

»

S~—

jsW

5

Further note || V2L(@(2)) (& — #(2)]| 2 [|Pacer VL@@ — 2| = [V2L@@) Paco r(e — 2(a)]|
p|Paay.r (@ — 2(x)) ,Wehave

[VL(2)]| _ ‘ __ vip—e@|* 4w
IV2L(®(2))(x — @ (2))] " 1| Pay,r(z — @) T 3p

where we use Lemma B.9 since « € Y €. Thus, the normalized gradient at any step ¢ can be written as

[ — @),

Vi) _ VL@@ - O@)] + Oz - e@)]*)
IVE@I o2L (@)@ - o@)] (1+0 (% |2 - o))
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_ VAL(®(x))[z — ®(x)] Yo — oz
=~ @ T O e 2@,

which completes the proof.

Lemma B.11. Consider any point x € Y €. Then,

VL(x) cosd — v - Bz
(no) oz )| 2 cost = O o - 2t

pM) ~
where = arctan “L)FN“ with T = V2L(®(x))(z — ®(2)).
[{vi(@),7)]

Proof of Lemma B.11. From Lemma B.10, we have that

VL(x) _ V2L(®(2))(z — ®())
IVL(2)[  [[V2L(®(2))(z — @(2))]

Hence,
[(v1(2), VL(2))| _ [{v1(2), V2L(®(2))( — (x)))]
IVL(z)|| IV2L(®(2))(z — @(2))]|
> cos 6 — 0(% lz — ®()|).

+0<§ |z — ®()))

Lemma B.12. Forany Ty € Y€ where y = x — n% is the one step Normalized GD update from x, we have

2(y) - @) < 5&7*

Moreover, we must have for every 1 < k < M,

A(VPL(®(2))) ~ M(VL(@ ()| < e
and 1 2 2 2¢2,4
Hvl(V2L<<I>(x))) —v1(V2L(<I>(y)))H < A VE}:Z/&)Q = V;Z +(9(V 277 ).

Proof. By Lemma B.15, we have 0®(x)V L(z) = 0 for all z € U. Thus we have
! VL(z) ) VL(z)
o0d — d
/s:o ( "NVL@)) VL@
! VL(z) ) > VL(z)
o0 — 0d ——d
/s:o ( (”” NNL@] @) Nz

1
<n / (=
s=0
1

- ( ||VL<x§|> ~ 02| ds

972/ s sup [|[V2®((1— ')z +s'y)| ds
s=0

[8(y) — ()] =n]

s’€[0,s]
2
=L sup [V2@((1 - 5"z + s'y)||
2 s'€[0,1]
<ien,

2



GD on Edge of Stability

where the final step follows from using Definition B.5.

For the second claim, we have forevery 1 < k < M,
A (V2L(®(2))) — A(VEL(D(y)))| < [|[VPL(®(x)) — VEL(D(y))]|

1
- \ [ 9T+ (1 ()~ o)

ZV£7727

IA

max [[9(VL)(@(sz + (1= )| |#() - ©(w)]

I /\

where the first step involves Theorem F.2.
The third claim follows from using Theorem F.4. Again,

Wl < [V2L(®(x)) — VZL(2(y))|
= M(V2LO(z)) — A2 (V2L(D(y)))

01 (V2L(®(x))) — v1(V>L(

1 vén’
T 2M(VEL(®(2))) — A2(V2L(D(y))
1 vén®
T 20 (V2L(9(2))) = A2(V2L(D(x)) — jvé€n?
Sl e
T2A - Lugn?’

where we borrow the bound on HV2L(@(:L")) — V2L(®(y)) H from our previous calculations. The final step follows from
the constants defined in Definition B.5. O

Lemma B.13. Forany Ty € Y€ wherey = v — n% is the one step Normalized GD update from x, we have that

D(y) — B(a) =~ Py Y (l0g M (V’L(®(2))))

ve |z —5(33)” )+ O(x o — B(@)]| 1) + O(xn?)-

O(n*€h) + O(

} (2:M) ~|

Here = arctan %, with ¥ = V2L(®(z))(z — ®(z)). Additionally, we have that
vg
[Po @), 0(2(y) — @(2))|| < Olx [|lz — @ ()] n*) + O(xn”) + O == 2@ ).

Proof of Lemma B.13. By Taylor expansion for @ at z, we have

D(y) — &(z) =09(z) (y — ) + la2@(56)[3/ —a,y —a] + O(x|ly - z|*)

B - VL(z) nj 23 (x VL(z) VL(z) 3
=02 )( VL@ >) g )[nvuxw W@ X

_f 2% (1 VL(z) VL(z) 3
=70 e) [nvm)n ||VL(J;)} O,

where in the pre-final step, we used the property of ® from Lemma B.15. In the final step, we have used a second order

taylor expansion to bound the difference between 9?® () and 9*®(®(z)). Additionally, we have used y — nﬁ

from the Normalized GD update rule.
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Applying Taylor expansion on ® again but at ®(x), we have that

VL(z) VL(z)
IVL@)| " [VL()]|

2
D(y) — o(z) = 77552@(‘5(%)) +0(xllz = ®(2) [ n*) + O(x’) (20)

Also, at ®(z), since v () is the top eigenvector of the hessian V2L, we have that from Corollary B.22,

1

P6(0()) [11(0)0r ()] = g5 OPBE)P (VD) or (o). 01 o) @)
By Lemma B.11, it holds that
sign VL(z) i (2 L(x)_v T sing vz — @@ vz — e
8 <<||VL<x>|’ il )>> VL@ @) < 2sing + O )<0+0( ) (@)

Plug Equations (21) and (22) into Equation (20), we have that

- %1(36) O(@ ()% (VL)(@ () [v1 (), v1 ()]

vz — @()|n°
u

P(y) — @(z) =

+0(11°€0) + O( )+ O(x Iz = @(@)]|n*) + O(xn®*).

By Lemma B.17, for any = € I', 9®(x) is the projection matrix onto the tangent space Tq(,)I". Thus, 0®(®(z)) =
P(f;(x) - Thus the proof of the first claim is completed by noting that 9®(®(x))0*(VL)(®(z))[vi(z), v1(x)] =
P;-(x)IV(log A1 (V2L(®(z)))) by Corollary B.23.

For the second claim, continuing from Equation (20), we have that

VL(z) VL(x)
IVL(z)[|" [[VL(z)]|

2(1) - 9(o) =T (0 (2) | | + 0txclle ~ a1 ) + 00

=%32¢’(¢’(I)) 5]+ O(x ||z — @(2) ]| 7*) + O(xn®) + O(Vf lz = @()l| 7).

-
where ¥ = Py(a)r % (Pq)(x)f %) and the last step is by Lemma B.10. Here Py, rr denotes the projection
matrix of the subspace spanned by v (z), ..., v ().

By Lemmas B.17, B.18 and B.21, we have that Py () r0?®(®(2)) [X] = qu)(x)’pa(IJ(x)@Q(VL)(x)[ﬁg%L(m)E] =0, we
conclude that

Py (®(y) — 2(2)]| < Ox ||z — B() ][ 7) + OOF) +0<”§ & — B(@)]| ),

which completes the proof. O

Lemma B.14. Let L,,;, = min,cy L(y). For any Ty € Y€ where y = = — nugfigg” is the one step Normalized GD

update from x, if ||V L(x,(t))|| > ¢n, we have that
V2

\/L(y) - Lmin < \/L(l'> — Lmin — UT.

Proof of Lemma B.14. By Taylor expansion, we have that

2
L(y) < Lix) —n |VLG)| + ST
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Thus for ||V L(z,(¢t))|| > ¢n, we have that

L)~ L) < - IVLE) < 0 VP /EE) Lo <0

where the last step is because L is ;-PL on Y¢. In other words, we have that

L(z) — Lin V2 V2
\/L( - mzn \/L - min é -n (:E) H S - IJ”
\/L(y) - Lmin + \/L(I) - Lmin 2 4
where in the last step we use L(y) — L(x) < 0. This completes the proof. O

B.2. Properties of limiting map of gradient flow, ®

All the following Lemmas B.15 to B.19 and B.21 and Definition B.20 have been taken from (Li et al., 2022).

Lemma B.15. For any * € U, it holds that (1). 0®(x)VL(z) = 0 and (2). 8*®(z)[VL(z),VL(z)] =
—0®(x)V2L(x)VL(x).

Lemma B.16. Forany x € T and any v € T,T, it holds that V? L(z)v = 0.
Lemma B.17. Forany x € T, 0®(x) € RP*P is the projection matrix onto the tangent space T,T, i.e. 0®(x) = P;:F.

Lemma B.18. For any x € T, if vi,...,vp denotes the non-zero eigenvectors of the hessian V*>L(®(z)), then
v1, ..., 00 € NI

Lemma B.19. Forany x € T" and u € N1, it holds that
0*®(x) [uuT + VzL(x)TuuTVQL(a:)] = —9®(2)0*(VL)(x) [VQL(JZ)TUUT] .

Definition B.20 (Lyapunov Operator). For a symmetric matrix H, we define Wy = {E € RPxD |
Y =XT,HH'S =% =YHH'} and Lyapunov Operator Ly : Wy — Wy as Lg(X) = H'S + SH. It’s easy to
verify ﬁl_il is well-defined on Wpy.

Lemma B.21. Forany r € T and ¥ = span{uu' | u € N,T'},

(07®(2), %) = —0P(2)0*(VL)(2)[Lgzy, )T

We will also use the following two corollaries of Lemma B.21.

Corollary B.22. For any x € T, if u denotes the top eigenvector of V*L(x), then

1

820 (x)[uu '] = TN (VEL(D))

0% (x)0*(VL)(x)[u, u]
Corollary B.23. For any x € T and any eigenvector u of V2 L(x), then
1
P (z)[uu'] = _§P;Fv1og(A1(v2L(x))).

Proof of Corollary B.23. The proof follows from using Corollary B.22 and the derivative of A; from Theorem F.1. O

C. Analysis of Normalized GD on General Loss Functions
C.1. Phase I, Convergence

We restate the theorem concerning Phase I for the Normalized GD algorithm. Recall the following notation for each
1<j<M:

R;(z) := ZA%(m)(vl(x),:c — ®(x))2 — \j(z)n, forallz € U.
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Gradient Flow

GD, phase Il
T, =02
GD, phase |
T, =0n™" Limiting
Flow

I": manifold of zero-loss solution

Figure 6: Illustration for two-phase dynamics of Normalized GD and GD on v/L on a 1D zero loss manifold I". For
sufficiently small LR 7, Phase I is close to Gradient Flow and lasts for © (1) steps, while Phase Il is close to the limiting
flow which decreases the sharpness of the loss and lasts for ©(n~2) steps. GD iterate oscillates along the top eigenvector of
the Hessian with the period equal to two steps. (cf. Figure 2 in (Li et al., 2022))

Theorem 4.3 (Phase I). Let {x,(t) }sen be the iterates of Normalized GD (3) with LR 1 and x,,(0) = i, € U. There is
Ty > 0 such that for any T| > T4, it holds that for sufficiently small n) that (1) max ||z, (t) — ®(zim)|] < O(n) and (2)
Ty <nt<T}
Rj(z,(t)) < O(n?).
1ot iy T (En(8) < O(°)

The intuition behind the above theorem is that for sufficiently small LR 7, 2, (¢) will track the normalized gradient flow
starting from xji, Which is a time-rescaled version of the standard gradient flow. Thus the normalized GF will enter Y ¢ and
so does normalized GD. Since L satisfies PL condition in Y€, the loss converges quickly and the iterate x, (t) gets 7 to

manifold. To finish, we need the following theorem, which is the approximately-quadratic version of Lemma 3.3 when the
iterate is O(n) close to the manifold.

Lemma C.1. Suppose {x,(t)}+>0 are iterates of Normalized GD (3) with a learning rate 1 and x,)(0) = ;n;. There are

[ (t") =@ (2 (£))]|
n

constants C > 0, such that for any constant ¢ > 0, if at some time t’, xn(t’ ) € Y€ and satisfies <, then

forallt >t + C% log %, the following must hold true for all 1 < j < M:

M
D@, 3(D)* <0 (B) + OWwen®) + 0("?772) +O(VDECsvn?) + O(n* D), (23)

provided n < O( ) and that for all steps t € {t,...,t — 1}, z,(t)z,(t + 1) C Y=

_n
CBCZEV\/E

The proof of the above theorem is in Appendix D.1.

Proof of Theorem 4.3. We define the Normalized gradient flow as ¢(z,7) =z — [/ ”gig%;;“ds. Since ¢(z, -) is only

a time rescaling of ¢(x, -), they have the same limiting mapping, i.e., ®(x) = lim, 7, é(x, 7), where T}, is the length of
the trajectory of the gradient flow starting from .

Let T, be the length of the GF trajectory starting from z, and we know lim, 7, ¢(z,7) = ®(x), where ¢(x, 7) is defined
as the Normalized gradient flow starting from z. In Lemmas B.3 and B.6 we show there is a small neighbourhood around
®(xinit), Y€ such that L is u-PL in Y¢. Thus we can take some time Ty < Ty, such that ¢(zi, To) € Y€/2 and
L(é(xinit), Tp) < %Lcmica], where L itical 1= E%“. (Without loss of generality, we assume min,cy L(y) = 0) By standard
ODE approximation theory, we know there is some small 7o, such that for all < o, ||, ([To/n]) — &(Zinic, To) H = O(n),
where O(-) hides constants depending on the initialization x,;, and the loss function L.

Without loss of generality, we can assume 1)y is small enough such that =, ([Tp/n]) € Y€ and L(z, ([To/1])) < Leritical-
Now let ¢,, be the smallest integer (yet still larger than [Ty /n]) such that x, (¢, )z, (t, — 1) ¢ Y© and we claim that there
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ist e {[To/n],...,ty}. IVL(zy(t))|| < {n. By the definition of ¢,,, we know for any ¢ € {[To/n] +1,. — 1}, by
Lemma B.12 we have ||®(z,(t)) — ®(z,(t — 1))|| < &n?, and by Lemma B.14, \/L(z,,(t)) — \/z,(t — 1) < nf if
IVL(z,(¢))|| > ¢n. If the claim is not true, since \/L(x,(t)) decreases n@ per step, we have

V2

0 </ Llwg(ty — 1)) < \/Llan([To/])) = (&g — [To/n] = D *E,
which implies that ¢, — [To/n] — 1 < +-» and therefore by Lemma B.12,

&P _ &ne
2

1@(zy(ty — 1)) = 2(ay([To/nD) = (ty — [To/n] = 1)

Thus we have

1@ (@ (ty — 1)) = D(@inic) | < | @ (2 (ty — 1) = (g ([To/nI)] + || @ (20 ([To/n]) — ®(S(@ini, To)))|| = O(n).

Meanwhile, by Lemma B.7, we have || ®(z,,(t;, — 1)) — x,(t, — 1)|| < \/QL('”"S"_U) < \/QL(”:”(LTU/"U) = §. Thus for
any £ € [0, 1], we have ||kx,(t,) + (1 — k)xy(t, — 1) — ®(zini) || is upper bounded by

K |lzg(ty) — zn(ty — DI + |22y (ty — 1)) — 25ty — DI + |P(zy(ty — 1)) — @(zini) || = &1 + g +O(n),

which is smaller than € since we can set 7y sufficiently small. In other words, ®(x,(t,))®(z,(t, — 1)) C Y€, which
contradicts with the definition of ¢,,. So far we have proved our claim that there is t}, € {[To/7], ...t () | <

¢n. Moreover, since /L :vg, ) decreases n¥Y£ r per step before ¢, , we know ¢, — [To/n] < +. By Lemma B.7, we know
| (t) = D)) < -

Now we claim that for any 77, ¢, > %/ + 1 for sufficiently small threshold 79 and n < 179. Below we prove this
claim by contradiction. If the claim is not true, that is, ¢, < T]{ +1,if ¢, < C’C: log % + t% with ¢ = %, we
know ||z, (t) — ®(zini)|| < Hsc,,(tn) — xy( t’ H + H:I:,, t’ — O (z)( t’ H + H<I> Ty t’)) D (Zinit) H = O(n), which
implies that z,(t,)z,(t, — 1) € Y. Ift, > C g1og >+ by, by Lemma C.1, we have ||z, (t,) — (z,(t))]| =
O(n). By Lemma B.12, we have ||<I>(x,,( )) — (xn([To/ﬂ))H < O(n). Thus again [|z,(t,;) — ®(Tini)| <

[ (tn) = @@y ()| + | (2y(ty)) — (x (fTo/Tﬂ))H + [ @(zy([To/n])) = @(zinit)[| = O(n), which implies that
Ty (tn)zy(t, — 1) €Y.

Thus for any 77, t, >0 —|— 1 for sufficiently small threshold 770 and 1 < ng. To complete the proof of Theorem 4.3, we
pick T} to be any real number strictly larger than € + Ty, as L > C'$S =+ log *; ¢ + 5+ [To/n] =C C: log c}f +t;, when ) is
sufficiently small with ¢ = fL By Lemma C.1 the second clalm of Theorem 4.3 is proved. Using the same argument again,

we know V- < t < L it holds that [|®(x, () — ® (i) || < O(1).
O

C.2. Phase II, Limiting Flow

We first restate the main theorem that demonstrates that the trajectory implicitly minimizes sharpness.

Theorem 4.4 (PhaseIl). Let {x,(t)}icn be the iterates of perturbed Normalized GD (Algorithm 1) with LR 1. If the
initialization x,,(0) satisfy that

(1) [ (0) = @ (@imi) | < O(n),

(2) max;e(p) R;j(2,(0)) < O(n?), and additionally

(3) min{|(v1(x,(0)), z,(0) — ©(2,(0)))|, —R1(x,(0))} > Q(n), then for any time T> € TQfa", it holds for sufficiently

small 1, with probability at least 1 — O(n*°), that ||®(z, (| T2 /n*])) — X (T2)|| = O(n) and LT2/772J ZLB/” lo, < O(n).

To prove the above lemma, we first show the movement in the manifold for the discrete trajectory for Algorithm 1 with
some learning rate 7.
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To simplify presentation in the upcoming lemmas, we will introduce few novel notations and their desired values/upper
bounds.

Definition C.2. For ease of notation in the upcoming lemmas and proofs, we define the following notations and their desired
values or upper bounds. Here, O, (2 and © hide numerical constants.

M1
tescape = ) log —
ﬂ6,u6
Cescape — G(W)
0=0("+v)
v¢?
a=0(——
(Mgﬁ)
o (Yrx | v @
oo (YR s
100

r=mn
v¢%g
‘I’norm =0 /.t2 + \/5£CCV +D

_ o (XX
ve=0(Lps )

To recall, the limiting flow is given by

T

1
X (1) = ®(xiny) — 1 / . Px(oyrVI1og A1 (X (s))ds 4)

Let T’ be the time up until which solution to the limiting flow exists.

Lemma B.13 shows the movement in ®, which can be informally given as follows: in each step ¢,

2
D(zy(t +1)) = Bay (1) = —%P&zn(m,png M (8)) + O((Br + g () — @y (1)) 1)), (24)

provided ®(z,,(t))®(z,(t + 1)) € Y.

Motivated by this update step, we show that the trajectory of ®(z,,(-)) is close to the limiting flow, for a small enough
learning rate 7). This isn’t trivial, because even though the trajectories look similar, we introduce a noise in Equation (24) at
each step, which can exponentially blow up over time. One of the major facts that helped us to bound the error between
the two trajectories is that the error introduced in Equation (24) is at most O(n?) at each step. Furthermore, the total error
across the trajectory is given by Z?:o O(n?0; + n?), which is of the order O(n) using the result from Lemma E.1.

Proof of Theorem 4.4. Without loss of generality, we can change assumption (3) in the theorem statement into ||z, (0)]] <
nA1(0)/2 + O(¥y0rmn?) and |(v1(4,(0)), z,(0) — ®(z,,(0)))| > Q(n). This is because we know from Lemma D.1, that
the norm can’t stay above AlT(')n + Q(®,0rmn?) for two consecutive steps. Moreover, if |v1(0), z,(0) — ®(x,(0))| > Q(n)
but nA1(0)/2 + Q(Prormn?) < [|7,(0)]| < nA1(0) — Q(n), we can further show that |v1 (1), 2, (1) — (2, (1)) > Q(n)
from the update rule of Normalized GD (Lemma B.10). Thus, we can shift our analysis by one time-step if our assumption
isn’t true at step 0. This simplification of assumption helps us to prove the second claim using Lemma E.1.

We will follow an inductive analysis to prove two major claims. Suppose we denote diff(¢2) as the quantity
| @ (2, (t2)) — X (tan?)|| at any step to. Atty = 0, we have diff (0) = ||®(z,(0)) — X(0)|| = [|®(z,(0)) — (zimy)|| <
O(n), using the fact that we start from ,,(0) which is O(n)-close to D (zinit) (i.e. ||,(0) — D(zini)|| < O(n) ), and is also
O(n)-close to the manifold (i.e. ||z,(0) — ®(z,(0))|| < O(n)).

Our inductive hypothesis is then for all step 1 < t, < |T/n?|, the following holds true with probability at least 1 — n'°:
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1. diff(t2) < (1 + Bupn?)diff (t2 — 1) + Bipyunn® + (0(77259t) + O(le;" ) + O( ) +O(Yn? ))
2. xp(t)xy(t+1) € YE.

Here is our inductive argument, suppose the hypothesis is true till some step 5. We can extend the hypothesis to step to + 1
as follows:

1. First, we focus on diff (-). Using Lemma B.13 to quantify the movement in ®(-), and Equation (4) to quantify the
movement in X (-), we have

diff (5 + 1) = ||, t2+1)) X((t2+ V)|

< || @(xy(t2)) — X (t2r”)]
772 N 1 (t2+1) N
1 Do, (t2) r V108 A1(zg(t2)) — 1/ o Py rViog M (X (7))dr
T=(t2
(U£ ”xn(t2) - (I)(xn(t2))H 772

+O0(1*€0,,) + O )+ O(x [l (t2) — @y (t2)) | *) + O(x°)

u
< || @y (t2) — X (t21%)

7]2 N 1 (241 N
chb(mn(tz)),rv10g)\1(55n(f2)) - 1/ e Py (ryrViog M (X (7))dr
T=(12)N

)+ 0<ij’3> Lorty). ©5)

i (0(7725%) n <C’f"

Under the assumption that we have started from a point that has maxi <<y R;j(2,(0)) < O(n?), we have from
Lemma C.1, that the iterate should satisfy the condition max;<;<ar R;(z,(t2)) < O(n?) at step ¢ as well. This helps
us bound ||z, (t2) — ®(z,(t2))]| < O(¢n/p) in the second step.

We now focus on the second term in the R.H.S. of the above inequality. First of all, we can simplify
(U0 pL - Tlog Ay (X (7))dr using

T= t277 X(T
LT N 2
S/ HPX(T),FVIOg M(X(7)) = PX(tan?)rV 108 A1 (X (f2n ))H ar

=tan?

(t2+1) (t2+1)n
/ P)%(T),FV log A1 (X (7))dr — / P§(t2n2)$v10g A (X (L)) dr

=tan2 T=t2n?

(t2+1)n
S/ Buip | X (1) = X (tan?) || dr

=tan?

(t24+1)n? T
:/ Biip / P§(S)7FVIOg A (X (s)ds
T=tan? s=tan?

(t2 +1)7] T
/ / /th
T=tan? s=tan

(t2+1)n> o7
/ / BiipYubdsdT
T=tan>? s=tan?

Sﬁlip"r’ubn4~

dr

S) rVieg A\ (X H dsdr

Here, we use the upper bounds on the magnitude (v,,) and the lipschitz constant (B,) of the function
qu(z) rVlog A1 () in the domain = € Y from Lemma E.5.
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Moreover using the same strategy, we have

2 (t2+1)
n 1
Zpé;(wn(tg)),FVIog A1(zy(t2)) — 1 / P)J(_(t2172),FV1og A (X (tan?))dr

=tan?

77
1 Hpi(xn(tz)),FVIOg A1 (@ (t2)) = P (1,2) 10V 108 Al(X(tﬂ]Q))H
7 || Vilog A (®((t2))) — P Vlog At (X (tan?
4 (B (g (t2))),T v 108 1(®(zy(t2))) X (tan?),T vV 108 (X (t2n7))
77
< By @ (1)) — X (177)].
In the pre-final step, we have used the fact that ®(®(x)) = ®(x) for any x € T, which follows from the definition of ®
itself. Moreover, from the notations that we use, A1 (z) = A1 (P (z)).
Thus, we have
n” L 1 Ut L
TP aVioghi(aglte) ~ 1 [ P e Vlog (X (r)dr
r=(ta)n?
(t2+1)n (t2+1)n°
< / 2 Py rViog Ay (X (7))dr — / 2 P (tyy2),0 V 108 M (X (t21))dr
T=t2m T=t2m
Lin? ) 1 [t 1 )
1 | PV I0 M) = 1 [ P V1o M (X ()
T=1l2m

77
Zﬂllp Hq) xn t2)) X(t2772)H + Blip’}lubn[l'
Continuing from Equation (25), we have

2
diff (t2 +1) <(1 + %/Blip) | @ (2 (t2)) — X (tan?)|| + Bupyunn®
Cuén®
u?

+ (O(n%%) +0O(

2
—(1+ -Bup)diff(t2) + Bupvurr"

Cvén?

>+axﬁ>+omﬁ0

+(<nwm+0< >+mxﬁ>+oaﬁ0.

Thus, we have shown that we can extend the first hypothesis claim to step t2 + 1.

2. To show the second hypothesis claim, note that we have assumed that both the claims hold true till time ¢5. We can
then bound diff(t2) as follows:

diff (t2) <(1 + Bupn?)'2diff(0)

t2 3 3
+ Z(l + Buipn®)’ <ﬁnp’)/ub714 + <O(772€9t) + O(Cl:f;n )+ O(ben )+ O(TUS))>

t=0
<(1 + Bupn?)'2diff (0)
ta

3 3
+ (14 Bipn®)? > <ﬁnp~yubn4 +O0(n*€0,) + o(c'fz" )+ 0(%) + O(Tn3)>

t=0

< O TEEVX

IJ/3,33A TQT])?
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In the final step, we have used the sum of the angles ¢, from Lemma E.1, which requires ||z, (¢t + 1) — z,(t)| € V¢
forall 1 <t < ts — 1 and is true by the inductive hypothesis. To give a rough upper bound, we have also used
ta < % Since, diff(t2) < O(n), we have for sufficiently small learning rate 7, (x,(t2)) € Y €. Moreover, under the
assumption that we have started from a point that has max << R;(2,(0)) < O(n?), we have from Lemma C.1,
that the iterate should satisfy the condition max; < ;< R;(z,(t2)) < O(n?) at step t5 as well. This helps us bound
|y (t2) — () (t2))]| < O(¢n/p). Furthermore, ||z, (t2 + 1) — x,(t2)|| < O(n) from the update step of (perturbed)
Normalized GD (Algorithm 1). Thus, we must have for sufficiently small learning rate n, ||z, (t2 + 1) — =, (t2)]] € Y.

Thus, we have shown that our inductive hypothesis is true. The first claim follows from using diff (|75 /n?|). The second
claim will follow from using Lemma E.1.

O
D. Phase I, OmittedProof of the main lemmas
D.1. Proof of Lemma C.1
Proof of Lemma C.1. The Normalized GD update at any step ¢ can be written as (from Lemma B.10)
V2L(®(y (1)) [ (t) — (g (t))] v
t+1)— t) = + O(— t)— @ t . 26
Folt =) = L @y ) g (1)~ Bl ()] T I DGO

Thus, using the notation 7 = V2L(®(x))(x — ®(x)), we have
Ty (t+1) = Ty(t) = Ty (¢ + 1) — VAL (ay (¢ )))(%(f +1) = @(zy (1))
+ VEL(® (1)) (g (t + 1) — D(ay (1)) — Ty (¢)
= V2L(®(y(t + 1)) (@ (ay(t )) O(zy(t +1
+ (V2L(® (2 (t + 1)) = V2L(D(24(1)))
+ V2L(® (@ (1)) (g (t + ) — (1))
1 (t

= V2L(®(wy(t + 1)) (®(ay (1) — (y(t +1)))
+ (V2L(D(xy(t + 1)) — VL(®(ay (1)) (24 (t + 1) — B(x(1)))
V2L(® (2 (t))) [y (t) — (zy(1))]
+ V2L(<I>(In(t)))[ Hsz(q)( ( )))[xn(t) _ ‘b(xn(t))]”

+ Oy (t) = By (1))

- VL(3(a (”)||~8||“r”o( 0 la(t) — @ (D)),

where err denotes VZL(®(z,,(t + 1)) (®(z,(¢)) — @(xn(t+l)))+|(v L(® (n(tJrl)))fVQL(<I>(xn(t))))(xn(t+1)f
<

®(x,(t))). From Lemma B.12, we have ||<I>(xn( )) — ®(z,,(t +1))|| < O(&n?), which further implies,
[V2L(®(ay (t + 1)) = V2L(®( (1)) || < O(vEn?). Hence,
lerr|| < [|V2L(® (@ (t + 1)) @y (2)) — Dy (t + 1))|
+H{[VEL(® (g (t +1))) = VZL(D(ay (1)))]| [l (t + 1) — @2 (1)) ]
< [[V2L(@(ay (t + D) 1D (2 (1)) — D(ay (t + D))
+[|V2L(@ (@ (t + 1)) = VEL(R (2 (1)))]] (g (t + 1) = @@yt + 1))[| + [@(ay (t + 1)) = (g (D))
< O(vén?).

Hence,

Bt 1) = (1 - n”g‘*m) a(0)+ OWer) + O (1) — 2l (1)) e
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Since ||z, (t) — ®(z,(¢))|| < O(n), the trajectory is similar to the trajectory in the qudratic model with an O(n?) error, with
the hessian fixed at VZL(®(z,(t))), and hence we can apply the same techniques from Corollary A.4 and Lemma A.1.

First, we consider the norm of the vector Z,,(t) for ¢’ + 1 < t < ¢. We will show the following induction hypothesis:
|2, (®)] < 1.01n¢s.
1. Base case: (t =t'). We have ||Z,(t')|| = || VZL(®(2, (")) [z (t') — ®(zy(t))]]] < nA1(t)s < nds.

2. Induction case:(t > t’). Suppose the hypothesis holds true for ¢ — 1. Then,

Joa(t = 1) = oyt = D) < s (e = D < =225

We consider the following two cases:

(a) If ||z, (t — 1)|| > nA1(t). We can directly apply Corollary A.3 on (27) to show that

17(0)] < (1 - W) [t = 1)+ Ower) + O (¢~ 1) Bzt — D))

2y~ 1)
<[5t - ) - I 4 owen?) + 0L ert)
~ A —
< (e - - =D,

where the final step follows if 7 < (’)(ng) Hence, ||z, (¢)| < [|1Z,(t — 1)|| < n¢s.
(b) If [|Z,,(t — 1)|| < nA1(t). Then, we can directly apply Lemma A.1 on (27) to show that

1Z, ()] < A (t) + O(vén?) + 0(%77 [ (t = 1) = @(zy (¢ = D))

< (6) + Oer) + O )

where the last step follows from using n < O(%)

Hence, we have shown that, ||z, (t) — ®(z,(t))|| < )\M i 1T ()] < % for all time ¢’ <t < t.

We complete the proof of Lemma C.1 with a similar argument as that for the quadratic model (see Corollary A.4 and
Lemma A.1). The major difference from the quadratic model is that here the hessian changes over time, along with its
eigenvectors and eigenvalues. Hence, we need to take care of the errors introduced in each step by the change of hessian.

We will divide the eigenvalues at time ¢’ into groups such that eigenvalues in different groups are differed by at least 1. i.e.,
we divide [M] into disjoint subsets S1, - - - ,.S, (with 1 < p < M) such that for any 4, j € [p] with i # j,

i AMe(t) = Xe(H)] > .
ke?il}ésj' k() = Ae(@)] =

From Lemma B.12, we have ||<I>(:rn( )) ®(z,(t +1))|| < &€n?, which further implies,
| V2L(® (2 (t + 1)) — VEL(®(z,(t)))|| < O(v€n?). That implies, using Theorem F.2, |\;(t) — \;(t + 1)| < O(v€n?)
for any j € [M]. Hence, after tlme t we must have for any 4, j € [p] with i # j,

i — >n— 2t —t).
pein o PAe(t) = Aelt)] 2 = O(wen™(t = 1)

Thus, for time ¢’ +1 <t <t + (9(% log %), we have

. B -0
pein | Ak (t) — Ae(t)] = 0.997,
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provided n < O(m).

For all 1 < j < M, we consider the following two cases for any time ¢’ + 1 <t < t' + O(% log %)

1. If \/Zi‘ij (vi(£), T, (t))? > nA;(t), then we can apply Corollary A.4 on (27) to show that

=7

M\ IS 3 (e S B
LR, 0 > D (il0). 8 (1))? + OWen®) +O(m (1) — Bl ()]

M
) S (08,7 (1))? + Owen?) + 0("7% () — ®(a (£)) )

i=j

M VC2§
) D (wilt), 7, (1)? + O(vén®) + O( e n?).

i=j

2. If \/Zf\ij (vi(t), T, (t))% < mAj(t), then we can apply Lemma A.1 on (27) to show that

M
\l D (i), Tyt +1)2 < )y (t) + O(wén®) + O(%C?? [l () — @ (2 ())]])

=]

<\ (t) + OWweP) + o<”f§n2>.

Denote by Pé? the projection matrix at time ¢ onto the subspace spanned by {vg(¢)}res,. Reconciling with the eigen
subspaces, we have for any j € [p],

2
1. If \/Z (t) )H > nmaxges,; Ak (t), then

p 2
3 HP@?%,,(L‘ + 1)”
i=)

o e

NS

2
5, Lo )H < nmaxges; Ak(t),

p 2
J 3 Hpg?gn(t + 1)H < nmax A, + O(vén?) + 0(”;%2).
i=j ’

From Lemma B.12, we have ||®(x,(t)) — ®(z,(t + 1))|| < O(&n?), which further implies,

V2L (@ (gt + 1)) ~ T2L(D (g (1) | < Ower).



GD on Edge of Stability

That implies, |\;(t) — \;(t +1)| < O(vén?) for any j € [M]. Furthermore, we can use Theorem F.4 to have for any

1 € [p)] HPét) — Péiﬂ) H < O(vé&n), since we have created the eigen subspaces such that the eigenvalue gap between any
two distinct eigen subspaces is at least 0.997 in the desired interval.

Reconciling the additional error terms due to the movement in the hessian, we have

2
1. For any subspace \/Zf_j HPé?%n(t)H > nmaxges; Ak (t), we have

(V)

S|t ne

< (1250 S [P03,0] + ower) + OG0 Decoun?)

%

<.

< (-5 Bl

i=j

where the final step follows if n < O( e \ﬁ)

2
2. If \/Zf_j HPéf)a?n(t)H < nmaxges; Ak (t), we have

C§2

ZHP“*”~ ¢+ 1) < g i+ OWwer?) + O(Z247) + O D).

2
Hence, if \/Zf_j HP;?%,] (t)H > nmaxges; Ak, its value drops by a factor (1 — Ai‘zf)). And if it is already below

nmaxges, Ak, it doesn’t go O(n?) beyond nmaxyes, .

Since, at any time ¢, any two eigenvalues that belong to the same group can’t be farther than 1D, we have: if for all j € [p],

P 2
~ S
S [[P950] < g e + O + OS5 + O/ D),
i=j 3
then we must have for all j € [M],
C S 2

M
Z [vi(1), (D) < mA;(8) + O(wér®) + ( 1) + O(VDECsvn?) + O(1° D).

Thus, att = t' + O(% log %), we must have forall 1 < j < M,

M 2
S (w0, 3,(0)? < @)+ Oer?) + OV

1=7

n?) + O(VDECsvn?) + O(12D).

To finish the argument, we need to show that the above condition continues to hold true for any ¢ > ¢’ + O(% log %) We
give a proof sketch here (we aren’t rigorous here, since the argument is very much the same). Suppose the hypothesis is true
at some time ¢. We can repeat the above argument inductively at steps ¢ to get the condition at step ¢ + 1. First, we define
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the groups Sy (%), -+, Sp(t) (for some 1 < p < M) on the basis of the eigenvalues at the current step ¢. Then, we show that
for any j € [p],
S ~ (7 2 " 2 v¢*s 2
> [ PsamE+n| < 1 max (D) + Owei) + 0= 5%07) + O(V/Deswr).
i=j j

Taking, the movement in hessian into account, we have for any j € [p],

p o 2 B v 2§
> | PsamE+| < 1 max M+ 1) + Owen?) + 0(%772) + O(VDEGsv’).
i=j =4

Finally, we can get back to the projection on the eigenvectors by using our construction that any two eigenvalues that belong
to the same group S; (%) can’t be farther than nD: for any j € [M],

M 2
S @i +1), 5, E+1)2 <phE+1) + O(wén) + O(Vﬁf

=3

n?) + O(VDECsvn?) + O(12D).

D.2. Some interesting properties of the condition in Equation (23)

Thus, we can claim that after the initial phase, the following condition will continue to hold true forall 1 < 57 < M:

M 5
300302 < N0+ Olwer?) + O

=7

%) + O(VDECsvn?) + O(n* D), (28)

where T, (t) = VZL(®(xy(t)))(xy(t) — ®(z,(t))). We will call the above condition as the alignment condition from now
onwards. If n < O(%), we can have

M
Z <U1(t)7 %’r/ (t)>2 < 2)‘J (t)na
i=j
forall 1 < 7 < M. We will be using this bound, when the error bound can be allowed to stay loose.

From the alignment condition (28), we can derive the following property that continues to hold true throughout the trajectory,
once the condition is satisfied:
Lemma D.1. If at time t, x,/(t) € Y*, and the condition (28) holds true, then if |z, (t)| > %(t) we have:

2
”ﬁﬁﬂ) + O(Decevn?) + O D),

Al(t) + O(

12, + DIl < 2

provided x,(t)x,(t +1) € Y.

We will continue to denote the error term by \Ilnormrﬂ, where

v¢%s

Woorm = O( [.L2 + \/BECCV + D)

The proof follows from applying Lemma A.8 using the alignment condition Equation (28). Hence, the iterate Z,,(¢) can’t
stay at norm larger than 0.5n (t) + \Ilnormn2 for time larger than 1. Thus, we will state the remaining lemmas for time ¢,
s.t. | Z,(8)]] < 0.59A1 () + Prormn?.

Another useful lemma is to show that the magnitude along the top eigenvector increases when ||z, (t)|| < %(t) +
O(‘I’normn2)'
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Algorithm 2 Grouping into 1-cycles and 2-cycles

Input: Interval (Z,7), Iterates of Algorithm 1 in the interval: {7, ()}, e(#.7)> Top eigenvalue of the hessian V2L(®(x, (1))
for all ¢ in the interval.
Requires: H@Kﬂ” < 0.5M (1)1 + ¥rormn?.
Initialize: Ny, N1, Ny < 0, t < .
while ¢t < t do
if |7, (t + 2)|| > 0.5\1(t + 2)n + Pyormn? then
Ny < No U {Tf}
t+—t+1
else if || Z,,(t + 2)|| < 0.5X1(t + 2)17 + Ppormn? then
N1 — N1 U {t}
Ny < Ny U {t + 1}
t+t+1
end if
end while
Return: Ny, Ny, Ny

Lemma D.2. For any constant 3 > 0, consider any time t such that x,(t) € Y€, |[z,(¢)| < %(t) + Woormn?
|01 (t), V2L(® (2, (1)) (wy () — ®(ay(t)))| > Bn, and the alignment condition (Equation (28)) holds true, then:

v (¢ + 1)7§n(t + D> (1 + O(¥unormn)) |v1(t),5n(t)| + O(%EWZ)»

Moreover,
Ap

A\
9 _ O norm O
m<(1 Loy 4 of

For both the results to hold true, we must have x,(t)x,(t+1) € Y°.

v¢
Wi

Ve

“21817)> 6 + O( ).

The proof follows from using the noisy quadratic update rule for Normalized GD from Equation (19) (from Lemma B.10)
and using the result for the increase in the projection along the top eigenvector for a quadratic model from Lemma A.5. For
the second claim, we use the result of the drop in angle for a quadratic model from Lemma A.11.

Corollary D.3. Iffor2 <k < M,
following must hold true:

z, ()] < %(t) + W, 0rmn? and alignment condition (Equation (28)) holds true, the

ok (t + 1) T2, (t + 1)| > (1 + O(Wnormn)) [0k (t) T T ()| + 0(%5?7%-

The proof follows from using the noisy quadratic update for Normalized GD in Lemma B.10 (Equation (19)) and the
behavior in a quadratic model along the non-top eigenvectors in Lemma A.S.

E. Phase 11, Proof of the main lemmas
E.1. Average of angle across time (Phase II)

In Phase II, we start from a point x,,(0), such that (1) ||z,,(0) — ®(zini) || < O(n), (2) max;ep) R;(2y(t)) < O(n?), and
additionally (3) |(v1(x,(0)), 2, (0) — ®(z,(0)))| = Q(n).

Pf(2:1&1)5 ¢ B
Formally, recall our notation on 6; as §; = arctan M, with our notation of Z,, () as VZL(®(z,(t)))(z,(t) —

®(z,(t))). Moreover, recall the definition of the function g; : R — R as

1 ) )
@) =5 (1—\/1—2/\1@ (1— /\1@>>.
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The condition (Equation (28)) that was shown to hold true in Phase II is:

M v 2
S (0,302 < A0+ Oer?) + O(“oSa) + O(VDeCswr) + O D).

Further, we had proved in Lemma D.1 that if ||z, (¢)| > %(t), the following must hold true:

nAL(t)

I+ 1) < 22

+ ‘I,norrn"72 .

T'hus, the iterate can’t stay greater than nAu(t) +Q 2) for more than 1 timestep. We will heavily use this property of the
iterate in this section.

In the first lemma, we show that the sum of the angles across the entire trajectory in any interval [0, t5] with to = Q(1/n?),
is at most O(ntz).

Lemma E.1 (Sum of the angles). For any Ta > 0 for which solution of Equation (4) exists, consider an interval [0, t3], with
Q(1/n?) < te < |T2/n?*]. Suppose Algorithm I is run with learning rate 0 for t5 steps, starting from a point x,,(0) that

satisfies (1) max e (p) R; (In( )) < O(?), and (2) [(v1(0), 2 (0) — ®(,(0)))] > Bn, [F,(0)|| < 25 + Wyorrur? for
some constant 0 < 3 < £ se2 mdependent of 0. The following holds true with probability at least 1 — n'°

Z"e o e ).

provided 1 has been set sufficiently small, and for all time 0 <t <ty — 1, 2, (t)z,(t +1) C Y©.

Proof. Split analysis into blocks: We split the analysis of the entire trajectory along [0, ¢2) into different blocks in the
following inductive way. We use 0 = t(1) < ) < t(®) < ... < t(®) = ¢, to denote the starting points of each of these
blocks. The definition of t(¥) depends on t(4=1) for all d > 0.

For each of the blocks [t(d’l), t(d)), with d > 0, we will show the following results:

1. The average angle inside the block is O(n).
2. If Gya-1) > Bn, then Gy > Bn.

We will show the analysis for a general block [t(4=1), +(4)) for some d > 0. We define ¢(¥) from ¢(?~1) as follows: at ¢(4~—1),
we can divide [M] \ {1} into disjoint subsets S1, - - - , S, (with 1 < p < M) such that for any i, j € [p] with i # j,

min
keS;,LeS;

(@D )\k(t(d‘l))‘ - ‘0.5)\1(t(d_1)) - A@(ﬂd—”)‘ ‘ > 10732, (107D

Then, we define

1
(d) = 1 — X — . — < — -3
t ,Join {t | r]ﬂel%l] kefgmirés [10.5A1 () — Mg (B)] — [0.5A1(2) — Ae(B)]] < 5 107X (2),

[ () < 050 ()0 + Puor” }.

Moreover, we have the following two properties from the above definition of Sy, - - -, Sp:

1. We must have from the definition of g, for any 4, j € [p], minges, ces; |gra-n (Ae(t @) = gya—n (A (t4D))| >
2 x 107%.  Thus, we sort them as follows: for any i,j € [p], mingeg, gia—n (A(tl47D)) >
maxses; gya—v (Ae(tdY)), if i > j.
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2. Each eigenvalue changes by at most %1/51]2 in each step using Lemma B.12. Then, we have t(9 > t(d-1 4
Q(ﬁ) Moreover, the order among S1, - -- ,.S, w.r.t. the function g. remains the same, i.e. for any ¢,j € [p],

minges, gi(Ae(t)) > maxges, gi(Ae(t)), if i > j.

At each step t, we first define different strips as I, (t) = [(1 — 5o57) minges, ge(Ae(t)) — O(Tan® 1), (1 +
Tooar) Maxees, g¢(Ae(t))] forall 1 < k < p. We further define 1,41 (t) = {8n}.

Claim 1: We argue the average of the angles in [t(?~1) #(9)) is of order O(n). We split the entire interval [t(d=1) +(d)) into
different smaller trunks in the following way. We use t(d D=ty <t <ty...ty =t to denote the starting step of each
trunk. Each #; is defined from #;_; for i > 0. The behavior of each trunk depends on the magnitude of the iterate along the
top eigenvector of hessian. We classify the trunks on the basis of 2p + 1 possibilities: Consider a general ¢;,

A TGy > max{y € I1(;)}, then we define Z; 4, as

tip1 = iﬂi?n{t |Gt < (14 gogq7) maxge(Ae(®)), [F(@)]] < 0.5M () + rorm?’}-

i

200M

B(k). Forany 1l <k <p,if Gy € Ik@), then we define E‘H as

tiyr = min{t | Gy > maxy € I(t), |Z(t)]| < 0.5A1 (1)) + Woormn }-
t>t;

C(k). Forany 1<k <p,ifmax{y € l41(t;)} — O(¥en®~01) < Gp, < min{y € Ix(t;)}, then we define #;4 as

EH =min{t | G > min{y € I;(t)}, [|Z(¢)]] < 0.5X\(¢)n + lIlnormnz}.
t>t;

We analyse the behavior of a general ¢; when it falls in any of the above cases:

A. Firstof all, since Gy > (1 + 5ga57) maxke(ar) g¢(Ax(t)) for all t; <t < t;;1 we can show from Lemma E.2 that
the angle with the top eigenvector quickly drops to O(n) in at most fescape time-steps. Moreover, the iterate’s
magnitude can only drop along the top eigenvector when the angle with the top eigenvector is smaller than

O( Tg B%’Z‘ 1), and the drop is at most O(¥n?) (Corollary E.9). Thus, during alignment of the iterate to the top

eigenvector, Gy never drops. Moreover, after the alignment, it takes Q( 5 ) steps for the iterate’s magnitude along

the top eignvector to drop below (1 + 5577 ) maxye(ar) 9-(Ae(-)). Hence

i+1 TQ "; —A;
7). Siozo(Teagat)

t=t;

i~ 2 0

After G, drops out of I;(¢), it moves to case B(1).
B(k). Forany 1 < k < p, if GE e I (%VZ), then EH is defined as the time at which it escapes the strip I;;. From
Lemma E.3 we have that the sum of angle over this time is

o ¢’ M¢, Y¢Pevx
Z gt ( 2A2 + —= 63 escape + 3,63A n(t2+1 — 1t ))

Moreover, from Lemma E.4, we have the following two major claims about the regions to which the iterate
escapes:
i Ifk>1and Gy > max
strip in the future.
ii. Moreover, G; never goes to any region below I (), i.e. there exists no time ¢ > t;, where Gy < min{y €
I (t)}.

Hence, at time £, , 1, we move to cases C(j) or B(j) or A, where j < k, and never return back to case B(k).

yEln (i) i.e. it goes above the strip Ij(¢;41), then it never returns back to this
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C(k). Forany 1 <k < p,if Gy, if max{y € I1(t:;)} — O(¥aen*~*) < G < min{y € Ii(t;)}, then we have
from Lemma E.4 that the iterate quickly moves beyond min{y € I} (#;)} within O(lf—icgszapcn’o'l log %) steps.

Thus,
E£+1 9
(: —2 —0.1 1
61‘/ = O(icesca N/ IOg 7)'
; pA P n

Moreover, from the discussion on cases B(j) and C(j) for j < k, we never return back to case C'(k) once we
escape it.

Thus to summarize, for each C'(1),--- ,C(M), B(2),--- , B(M), there can be at most one trunk that represents the

behavior. There are only a constant number of trunks that represent cases A and B(1), since B(1) is followed by A,
where the iterate is provably stuck for 2 (n%) steps.

All in all, we must have

(@ IS
M M¥ CM oy 1 Y EEux (' — 1Y)
0 = — = tescape 1 -
2" O(um” o (e ) T OULR Concapell T 108) 4O WA

Y¢Zevx(tD — ¢4)
:O< “eFa ")’

where the final step follows from setting 7 sufficiently small and the fact that ¢(9) — ¢(=1) > Q("%)

Claim 2: For the second claim, note that from our definition of the cases, if to = t(d_l)~ represents case C(p), i.e.
Bn <Gy < min{y € I,(¢o)}, then at time ¢4, G7, must be inside or above the strip I,,(t1) and never returns back.
Hence, at the end of the block, we know Gy must be at least (1 — ﬁ) minkegt(d) (@) N > ?Tﬁn, where the

simplification follows from the constants in Definition B.5 and the assumption that the iterate never leaves Y €. Since,
3 was chosen a constant smaller than 8ATI;’ we have G, > 0.

Combining the blocks: Thus, in summary, we have

(a) The average angle in each of the blocks is O(n).
(b) The iterate never drops the magnitude along the top eigenvector below 37).

Combining the angles over all the blocks, we will have

O

Lemma E.2. Consider the setting of Lemma E.1. For any time t, where z,,(t) € Y, if |Z,,(t)|| < 0.59A1(t) + Crormn%,
and Gy > (1 + ﬁ) Cthres(t)7), then

A (t) Aa(t
tan 611 < max (1 — m(t) Ao )) tan 6;

A1L(t) T A1 (¢)
1 . Ai(?)

. Ai(t)
<(1-2 1
tan s < ( i (200M’?§?} IWOLWE )>> tan e,

where Gy denotes the quantity |(v1(t),z,(t) — ®(z,(t))), provided n < O(ﬁg?) and
Ty (L) (t + 1), 2, (t + 1)z, (t 4+ 2) C Y. Here, Ctnres(t) = maxyeian ge(Ax(t)).

Proof. The proof follows from using the noisy update rule for Normalized GD, as derived in Equation (27). Which says that
the Normalized GD update is very close to the update in a quadratic model with an additional O(n?) error. The result then
follows from using Lemma A.11 and Lemma A.10, that computes the convergence rate towards the top eigenvector for a
quadratic model. O
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Lemma E.3. Consider the setting of Lemma E.1. Consider any time t, where x,(t) € Y, and ||Z,,(?)|| < 0.5nA1 (%) +
W, ormn>. Suppose we are also given p disjoint subsets of [M], Sy, - - -, Sp (with 1 < p < M) and a step tsiop, > t, such
that for any i, j € [p] with i # j, and for any t < t < tgop, We can guarantee

min
keS;,LesS;

1
‘ ‘ — Ae(t H > 5 X 1073\ (1),

and the subsets are arranged such that minges, g¢(Ae(t)) > maxees, gi(Me(t)), ifi > j.

Consider any subset Sy, for 1 < k < p. If (1 — t5o57) minges, g7(Ae(?)) < Gy < (1 + 15057) maxees, gz(Ae(t)) and
suppose there exists some time t < t' < Lstop Such that the iterate is stuck inside this region in the interval (t,t). Le.
forall t € (I,t"), whenever ||T,(t)|| < 0.5nA1(t) + Wnormn?® we must have (1 — t5o57) minges, gi(Ae(t)) < Gy <
(1+ ﬁ) maxyes,, gi(Ae(t)). Then,

t/
¢ Mg Y¢PEvx -
Y b<0 <u2A2 5 —tescape + BEA ST ),

where Gy denotes the quantity |(v1(t), z,(t) — ®(z,(t)))], provided for allt < £ < t', z,({)x,({ + 1) C V<.

Proof. We will sketch the outline of the proof here. First of all, we use the noisy update rule for Normalized GD, as derived
in Lemma B.10. Which says that the Normalized GD update is very close to the update in a quadratic model with an
additional O(n?) error. Keeping this in mind, we then divide our trajectory in the interval (,#’) as per Algorithm 2 into
three subsets Ng, N, No. Please see Appendix E.2 for a summary on the properties of these 3 sets. To recall, they are

1. All the time steps ¢t in Ny and N; have the norm of the iterate 2, (t) at most 0.5, (t)n + W ormn?.

2. For any step ¢ in Ny, we must have the norm of the iterate Z,, (¢ + 2) at least 0.5\1 (t + 2)1 + ¥ormn?.

3. For any step ¢ in N1, we must have the norm of the iterate @, (¢ 4 2) at most 0.5\ (£ + 2)1 + ¥pormn?.

4. For any step ¢ in N7, we have ¢t 4 1 in No. Moreover, for any time ¢ in N, we must have ¢t — 1 € Nj.
Consider the following arguments:
1. First of all, the magnitude along all eigenvectors v;(-) for i € U;5 xS, can’t be greater than an? for more than Lescape
number of steps from Lemma E.19.

2. Furthermore, the magnitude along all eigenvectors v;(-) for i € U;<S; can’t be greater than an? for more than
O (Ag—ftescape) number of steps from Lemma E.17. Thus, we will only consider the steps at which the magnitude
along the eigenvectors v;(-) for i € U;.5; is small.

3. Consider any ¢ € N;. Using the behavior of |(v1(t), Z,(¢))| from Lemma D.2 and the behavior of G; from Lemma E.8,
we can show that in each of the time-frames, if 6; > §;5A N, Gryo > (14 “2 sin Gt)Gt

Suppose, we divide N7 into groups, N1( ) and Nl(z), such that G0 > G, ift € Nl( ) and Gyyo < Gy ift € N1(2).
Since, the increase in G, during this interval can be at most from (1 — 5o57) Minses, g:(Ai(t)) to ¢n (using our
alignment condition from Equation (28)), we must have

CS
0, <O0(—2> ).
tgv:m b= <O.99uActhreS(t)

Moreover, if G192 < G, at any step t, then we have 6, < § 653’2‘77 That implies,

Y Pévx TC Evx -
teN®
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Thus,

_ ¢* Y¢évx -
D= > b+ > 9t§0<0.99uActhres(t) t5FA (t —t)n>.

teNy teN® teN®

Using a very rough bound of % for cynres(t), we have the first term of the above bound as O (O'ggiiszAz) .

4. Moreover, using the fact that the angle drops whenever the norm of the iterate is less than "Al(t
must have 0; < 6;_1. Furthermore, as listed before, for any time ¢t € N, t — 1 € N;. That 1mp11es

5 Y 2 _
Y <0 <“§A2 + ugﬁiVAX”(t/ _ t)) :

teN1UN>2

(Lemma E.6), we

5. We look at the angles of the remaining time-steps, which is Ny. Recall that we are only looking at steps ¢, where the
magnitude along the eigenvectors v;(+) for i € U;;S; is less than an?. Furthermore, the iterate is stuck inside this
thin region, where the magnitude along the top eigenvector is inside this thin strip of (1 — [5o57) minges, g¢(Ae(t)) <
Gt < (1 + 15057) maxees, g¢(Ae(t)). Using the difference between the subspaces as 107, we have that for any
i € S}, the magnitude along i eigenvector is inside 0.99g; (\;(t)) < Gy < 1.01g;(\;(t)). Thus, we can use the result
from the quadratic model (Lemma A.10) that §; can be at most 1.016,_o. This implies, the sum of the remaining angles
can be at most 1.02 times the above bound. That can be incorporated into the above bound to get

¢ Yévx ., -
> 9t§0(2 S+ ot =) ).
teN1UN>2UNg Hr A K /8 A

O

Lemma E.4. Consider the same setting as Lemma E.3. For any subset S, with 1 < k < p, if at time t,
(1 = joam7) minges, gr(Ae()) < Gy < (1 + 1oo57) maxees, gr(Me(?)), then we have the following two claims that
hold with probability at least 1 — n'°

1. If k > 1, and there exists some time t' < tgop such that Gy > (1 + ﬁ) maxcs, gr(Ae(t')), then for all time
t' <t < tstop, G 2 (1 + 1p057) Maxees, 9?()\6( ))-

In addition, there must exist a time t =t/ + OS¢ —0.1

p,A Ceicapen

To0nz) (2 grAelt B).

tescape), Such that
Gt~ >(1-

provided HEW(BH < 0.5 (1) + ¥rormn?.

2. There doesn’t exist a time t' < tgop, such that Gy < (1 — ﬁ) minges, g (Ae(t)) + O(Tgn3~01).

The result holds true when n < O(W) and for all time t <t < t', z,(t)x,(t + 1) C Y. Here G, denotes the
6,6 2
quantity | (v1(£), 2 (t) = (2(£)))], Cescape = O(Lets), and toscape = O(25- log 1/n).

Proof. We outline the proof sketch here. For the first claim, we show that whenever the magnitude of the iterate along the
top eigenvector crosses above the strip, it never re-enters the strip. Moreover, in O(n_o'ltescape) time, the magnitude of
the iterate along the top eigenvector jumps to the higher strip. The second claim shows that the magnitude of the iterate
along the top eigenvector never drops below the strip. Both the claims will follow from Corollary E.9 and Corollary E.10
that shows that the drop in the magnitude along the top eigenvector can only be of order O(¥g7?) when the angle of the

iterate with the top eigenvector is below O (Tg 6‘%‘2‘ n) In that case, we can wait for %!

100

steps to apply the result of

Lemma E.11, which shows that a minor injection of n
eigenvector by a constant factor.

noise can guarantee the increase in the magnitude along the top

O



GD on Edge of Stability

E.2. Properties of Algorithm 2

The properties of the three sets Ny, N1, N7 in an interval (%v, t) given by the algorithm in Algorithm 2 are:

1. All the time steps ¢ in Ny and Ny have the norm of the iterate Z,,(¢) at most 0.5\1 (£)1 + ¥ pormn?.

2. For any step ¢ in Ny, we must have the norm of the iterate Z,, (¢ + 2) at least 0.5\ (¢t + 2)n + W orm .
3. For any step ¢ in N1, we must have the norm of the iterate 7, (¢ 4 2) at most 0.5\ (£ + 2)1 + ¥pormn?.
4. For any step ¢ in N7, we have ¢ 4+ 1 in N5. Moreover, for any time ¢ in N5, we must have ¢t — 1 € Nj.

Lemma E.5. For any step t in No, t + 1 can’t be in Ny.

Proof. Suppose there exists a time ¢, such that £ and ¢ 4 1 are both in Ny. Then, from the properties of Ny outlined before,
we must have ||Z,(t + 2)|| > 0.5A1(t + 2)n + $rormn? and ||Z,,(t + 3)|| > 0.5\ (¢t + 3)n + Ppormn?. However, this
contradicts the result of Lemma D.1 which shows that the norm of the iterate can’t be over 0.5 (-)n + W ormn? for more
than one steps. O

Lemma E.6. For any step t in Ng and Ny, 0,11 < (1 - % + O(%n) + (’)(:2%77)) 0; + (’)(:24,377)

Proof. Using the property of Ny and N; outlined above, we have the norm of Z,(t) at most 0.5X1 (¢)1 + ¥pormn?. Then,
we can directly use the result from Lemma D.2 to show that the angle has to drop, albeit an error of O (7). O

Lemma E.7. For any step t in Ny and N,
[(1(t +1), 2y (t + 1) — P(2(t +1)))]

> (14 O(¥normn)) [(01(1), 25 (1) = (2, (1)))] + 0(:*5772)'

Proof. Using the property of Ny and N; outlined above, we have the norm of Z,(t) at most 0.5X1 (¢)1 + ¥pormn?. Then,
we can directly use the result from Lemma D.2 to show that the magnitude along the top eignvector has to increase, albeit an
error of O(n?). O

E.3. Main Helping Lemmas for Phase I1

Here, we will state the important three lemmas that we used for the proof of Lemma E.1. We have implicitly assumed in all
the lemmas, that Equation (28) holds true for the time under consideration, which we showed in Lemma C.1, and also the
fact that we start Phase II from a point where the alignment along the top eigenvector is non negligible.

The following lemma shows the behavior of the iterate along the top eigenvector.

3 3

Lemma E.8 (Behavior along the top eigenvector). Suppose n < O(min( A_)). Con-

w? ©
¢362¢vV/ D’ v€sCP D’ VE€GCA D’ Wnorm
sider any time t, such that x,,(t) € Y, where |Z,(t)|| < 2nA1(t) + Wnormn? holds true. If Gy denotes the quantity
[{v1(t), zy(t) — (x,(¢)))| and Giyo denotes the quantity |(v1(t + 2), z,(t + 2) — ®(x,(t + 2)))|, then the following
holds true:

Aj(B)(Aat) = Ai (1))

1 . .
> -
G > (1+ 7,00, Y0 sin® 6,)G,
YPEvx v¢Pn®
—_ (/=X 1 in 6
O( A n°+(1+ n/Gt)NQ/\l(t)Gt sin 6;),

2: M)~
Pt<1‘ )”rl(t)H

provided Gy > Q(n*®) and x,,(t)x,(t + 1), 2, (t + 1)z, (t + 2) C Y. Here 0, is given by arctan(m), with

Pt(?M) denoting the projection matrix onto the subspace spanned by va(t), ..., vp(t).
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The proof of the above lemma is given in Appendix E.3.1.

A corollary of the above lemma is that when the magnitude along the top eigenvalue is 2(7), the magnitude drops, only
when the angle of the iterate with the top eigenvector is O(n).

Corollary E.9. Consider any time t, such that x,(t) € Y¢, where |2, (t)|| < inA1(t) + Wnormn?® holds true. If G,
denotes the quantity |(v1(t), x,(t) — ®(x,(t)))| and Gi42 denotes the quantity |(v1(t + 2), x, (t +2) — ®(x,(t + 2)))],

then Gyyo > Gy for all
[ YEvx n® v
> R —
|9t| = Q (IIlaX < 3 G (1+n/Gt)l,l,2)\1(t)Gt2 s

provided Gy > Q(n'®), and x,,(t)x, (t + 1), 2, (t + 1)z, (t +2) C Y. Moreover, if Gy > Bn for some (3 > 0, then the
above bound can be simplified as

2
o120 (TEma)

The next corollary shows that if the magnitude along the top eigenvector drops, when it is 2(n), it can only drop by a
magnitude of O(n?).

Corollary E.10. Consider any time t, such that x,(t) € Y and ||Z,(t)|| < inAi(t) + Cuormn?® Let Gy denotes the
quantity | (v (£), 0 (t) — ®(z, (1)), then
Pévx 4

ve*n® [ X¢evx n?
> _ A
Gt+2 sl Gt @ ( SA n + (1 + n/Gt)IJ/2>\1(t)Gt HSA Gt ’

provided Gy > Q(n*®) and x,)(t)z,) (t + 1), z,,(t + 1)z, (t + 2) C Y. Therefore, there is some (3 > 0, such that whenever

Gy > Bn, we have Gy o > Gy — O(Wgn?), where ¥ = Tlffgg’zx.

E.3.1. BEHAVIOR ALONG TOP EIGENVALUE

cac;gm/ﬁ ) VESCTD " TESETD Ty )): COM-
sider any time t, such that x,,(t) € Y, where |Z,(t)|| < 2n\1(t) + Woormn? holds true. If Gy denotes the quantity
[(v1(t), 2y (t) — ®(xy(t)))| and Gi1o denotes the quantity |(vy(t + 2), x,(t + 2) — ®(x,(t + 2)))|, then the following
holds true:

Lemma E.8 (Behavior along the top eigenvector). Suppose n < O(min(

G2 > (14 i min A E) = () sin? 6,)G,

2<j<M A2 (¢)
Y 2¢vy v
O(giA '3 (1+7]/Gt)m Slnet),

P(2 IW):En
provided Gy > Q(n*®) and x,,(t)x,(t + 1), 2 (t + 1)x,,(t + 2) C Y. Here 6, is given by arctan( |‘< (t)’

T,y ) with

Pt(’ZF:M) denoting the projection matrix onto the subspace spanned by vo(t), ..., vpr(t).

Proof. Using the Normalized GD update, we have

(01(2), 2 (t +1) = (2 (1)) = (01(L), 24 (1) = D2y (1))

(v1(2), VL(2y (1))
IIVL(ﬂfn(t))II

(1), VEL(®(y (1)) (1) — P2y (t))] + 50° (VL) (P (2 (1)) [ (t) — P2 (1)), 7 (t) — P(2y(t))])
[V2L(® (@ () [ (8) = (g (1)) + 302 (VL) (D(ay (1) [(t) = By (1)), 24 (t) — D(wy (D)]]|

Y 2
Ti 773) 29)

+ O(
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_ T TR0y (1) = Bl (1)) + §0a(8) OV L)1)y 1) — D)) 7 (8) — D (1))
[Por V2 L(® (g (1)) (£) — Dy (£))] + By r 02 (VL) (@ (g (1)) [ (1) — B (i (1)), (1) — B ()]
2
%nf*) (30)
01 () V2 L@y () g (8) = Blag(0)] | o XC
TP e VL (0 (0) e () — D] T T O Gb

+ O(

The steps followed above are as follows:

1. In Equation (29), we use taylor expansion to expand VL(x,(t)) around &(z,(¢)), with an error of
O(Y ||y (t) — P(zp(t NII?). Since by alignment condition Equation (28),we have |z, ()] < O(Ai(t)n), we have
lzn (t) — @(z,(2))]| < O( 10] ) This adds an error of magnitude O(

2
NI 1;% 7n3) to the entire term.

2. In Equation (30), we divide the vector VZL(®(z,(t)))[z,(t) — ®(2,(t))] + 302(VL)(P(zy(1)))[zy(t) —
O (2, (t)), 2, (t) — ®(x,(t))] using its projection onto the subspace S; spanned by v (), ..., vps(t) and the sub-
space Sy spanned by the rest of the eigenvectors vpry1 (%), .. ., vp(t). Since V2L(®(x,(t))) only projects onto
the subspace Sy, S> can only get its component from 8%(VL)(®(z,,(t)))[zy(t) — ®(2y(t)), 2y (t) — @(z4(¢))],
which is of norm O(v ||z, (t) — @(xn(t))Hz). Thus, we can only consider the vector in S;, with an error vector
O ||zy(t) — <I>(33n(t))H2) orthogonal to S;. Taking the norm of this vector, we get an additional error term of
magnitude O(n?).

3. In the final step (Equation (31)), we only consider VZL(®(z,(t)))[xy(t) — ®(x,(t))], which gives out an error term
err.

Now, we show that |err| < O(n26;).

First of all, [[02(VL)(@(xy (1)) [en(t) = (2y(2)), 2y (t) = D(ay(@)]]| < OW |y (t) = D(my)IF) = O(%rn?).

Suppose P, t(F ) denotes the projection matrix onto the subspace spanned by wvs(t),..., vp(t), then denoting

by res®M) the vector Pt(’?M)éa(VL)((I)(:cn(t)))[mn(t) — O(zy(t)), 2y (t) — P(x,(t))] and by res the element
01 (8) O LY(D( (1)) () — By (1), (£) — Dy (1)), we have
v o)

|res|, lees(2 M)H <O v

Thus,

L T VRL(@(, () (1) — Dy (1))
1 TP VL@ (1) [y () — By (0)]

_ ()T L@y () [y (1) = By ()] + () P (VI(@ay (D) ag(t) = Play(®).2(t) = DasO)] 5
[Pr V2@ (g (8) 2 (£) — @(y (6)] + Per O (VLY@ (g (0) g (6) — B2y (1)), (1) — @y ()]

_ 01 (6) T VAL(®(ay (1)) g (£) — D (g ()] + res an
[Par V2 L@ (g (D) [ (t) — @y ()] + xes - v (F) + res M|

t
01 () TVRL(® (a (0)) g (1) — By (1))] + ves

00 )T E () ) — D (1) + 265)? + [PEEMIT2 Ly () 1) — By ()] + x|

_ o) VL@, (1) [ (1) = Bey(0)] [ ey
= TP L (e, 0))fes() — (e o] LV
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where

| P29 L ) en -0 || PRV L(8 ()0 (- ()] +res0]| 17
O VL@@, O O8] | | 010 VL@@ ) () =8y (O)]Fres

(2:M) 2
Lo [ w2 L@ Oy -2 @)
| RO TV, O (=B (D)

We followed the following steps in the above set of equations:

1. In Equation (33), we just copied the term from Equation (30), which was divided into terms err and
01() TV L(® (2 (1) [ () =P (2y (1))]
1Pe,0 V2 L(2(zy (1)) [z () —2(zn ()]

2. In Equation (34), we introduced the terms res and res(>™) to represent 9% (VL) (®(z,,(t))) [ (t) — (2, (1)), 2 (t) —

D(zy(1))]-

3. In Equation (35), we expanded the norm in the denominator using the projection along the vector v; () and the subspace
spanned by va(t), ..., vpr(t).

The magnitude of err’ can now be bounded as follows:

[PGM T2 L(@ @y () [y () =@y )] 2 [ PG 92 L(@ (@ () [ (8) = @ (£)] +res 2D | 2
01(1) T V2L(® (2 (1)) [2n (8) — (2 (1))] B vi(8) T VEL(® (2 (1)) [y (8) =D (2y ()] +res

err’| = 2
Lo [ w2 L@ )l -2 @)
| SOV ) (OB, ()]
| PG L@ g (1) (1) — By (1)
sec 0y | | 0n(8)TV2L(®(a, (6)) [ (8) — Dl ()]

HP(QM V2L(®(ay (1)) (t) — (2 (t))] +fes(2:M)H

L O S T | | (0

N PEMIN2L(® (1 (1)) [y (1) —
<0 gmera (e + el an) | ol VZL(@(e, () [ (1) <I><xn H‘ 7
<0 (Gt/\ll(t) (Hres(QIM)H + |res| tan 6;) - |sin 29t|> . (38)

We followed the following steps in the above set of equations:

[P V2L (@0 () ()= By )]
v V2L(® (2, (1)) [mn (t) —@ (24 (t))]

1. In Equation (36), we used the definition of 6, to represent
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| PG VL@ (@ () ()= 8(@y ()]||+res
1O TV L@@y () [ ()~ B (o (D) [ Fres) Y

2. In Equation (37), we bound the magnitude of —
| PEMIT2 L@ 0 (1)) g () — B (1)) + wes 20
vi(8) TV2L(® (2 (1)) [ (t) — P (2 (£))] + res

_ P v L@ @)l ) - #0) H
01 () V2L (8 (1) 7 (1) — B, (1))
1

+ RO =S e T

POV L@y (1)) oy (1) — @y (1)

[or () TVZL(® (i
PR v @ @)l — G
[or()) T VIL(® < 2O (6) — Bz, ()]

In the final step, we have used the following steps:

. (Hres@:M)H + |res| ‘

|01(8) T VEL(® (g (1)) [ (1) — @ (24 ())]] = [M(B)r(t) " [y (t) = @2 (1))]] = M (1) G-

The pre-final step is true iff G; > Q(||res®)|| 4 |res|). Since we have a bound of O(¥%-n?) on |res| , [|res(*M) |

C
f
from Equation (32), having a lower bound of (n'-?) on G} suffices, provided n < O(-% 1)

Hence, combining everything, we have

. (07 V2L(,(0) (1)~ 2]
o] < n [T e 2L @ (1)) [ (1) — By t»]n’
< nO(lerr’))
¢
< O(MQGt)\l(f) sin 6;),

01 () " V2 L(® (@ (1)) [y () =P (2 (1))]
[1Pe,r V2 L(®(ay (8))) [5 (£) — 2 (2 (0))]]

where in the second step, we have used the fact that ’ = |cosb;| < 1.

Thus, continuing from Equation (31), we have

_nvl(t)Tsz@( n(0))[2(t) — ®(24(1))]
12,0 V2 L(D (2 (1)) [ (1) — (g ()]
Tc2 . ch 3

FOCET e,

(Vi (), 2y (t +1) = (2, (1))) = (01(1), 25 (1) — (2 (1)) =

sin ;). (39)

Similarily, we can show

(01 (2), 2 (t +2) = (2 (1)) = (01(2), 2y (E + 1) = D(y(1)))
_nvl(t)TWL( (2 (D)) [y (¢ + 1) — (2 (1))]
1P, 0 V2L(® (2 (1)) [y ( + 1) — @ (2 (1))]]]

e, b2y -
o < 2 T T L@y 0+ D) = S )] Smgf) ’

~ 1) TV2L(®(x, (¢ t4+1)—®(z, (¢
where cos 0; = |ﬁ P(t,)rW L(é(ij?t())); [)1{:’(’; +1)) é(;fzt()))])lﬂ Hence, we can combine the two equations to have

(01 (8), 2t +2) — B2y (1)) = arsrar(v1 (1), 2, (8 +2) — By (1)) + BT, (40)
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where

dar =1 — nA1(t)
= B V2L (@ (0)) g (1 1) — B ()]
nA1(t)
1B V2L (@ (e (1)) () — B ()]
Y e
n2Gi (1)
e, v .
“9( 2 T T TR L @ O 1)~ )] Sm(”f) |

Using Lemma D.2 that predicts an increase (albeit an error of O(n?)) on the projection along the top eigenvector, we have

L TCQ Vc2,'73 ) TC2 Vc2773 )
ert| < la O(——n+ sinf;) + O 3+ sinf; | .
forr] < Jare| OC W T T RGN (D) 2 PRI R

at:1—

[erT| < |a41] O( sin 6;)

Since,

[P V2 L(®(ay (1)) g (t + 1) — @y (1))]]]

| \%

510 V(0o 1)1+ 1) = Bl (0)]
> 2 [0r(0) V2L (0) g (1) — By ()] = S ()G,

using Lemma D.2, that predicts an increase (albeit an error of O(n?)) on the projection along the top eigenvector, in the
pre-final step, we have |a;11| < é—’z Thus, overall,

2,4 2,4 2 2..3
e VETIT g, + XSS, ”Cn)sinet)

err| <
forr} < O ( WG RGN0 pd T G

Using the steps used for finding the noisy quadratic update rule of Normalized GD in Lemma B.10 ( Equation (19) ), we can
show that

(03 (8), 2t + 1) — Bz (6)) — (03(8), 24(8) — (1))
03 () TV2L(® (g (1)) g 1) — B(ay(®)] | 1€
L )~ Sl T O @1

for all 2 < 57 < M. Hence, with Equation (39) and Equation (41), we can further show that

| P V2L(®(wy (8) [y (4 1) — (2, (1))]]] < nA1L(t) = || Per VEL(® (2 (1)) () — (2 (2))]]
—2n i A (D ()t) A () sin? 6, (42)
49 2 Y¢? VC27)3 .
+0(—= H sin 6, + 5 3+ W (G sin 6). (43)

Further, from alignment condition(Equation (28)), we have
([ Peo V2 L(® (2 () [arg (¢ + 1) — @y ()], || P VEL(D (0 (1)) [ () — @ (1))]

2 VCQC 2
< M(t)n+ Owén®) + O( L )

+O(VDé¢svn?) + O(n* D)
< 2M((t)n,

ifn < (’)(V&CQD)
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Continuing from Equation (40), we have

[(v1(8), 2y (8 +2) = B2y (1)))] = Iat+1at<v1(t)7fﬂn(t) — ®(zy(1)))] +erT

(1 + 5 ,Jin )\J(t)()\l(t() )\J(t)> Sin2 et)Gt =+ éYi-v (44)

t)
where we use Equation (43) and the bounds on [P rVZL(®(xy(t)))[xy(t + 1) — Dz, (t))]
| Pe,o VZL(® (2 (1)) [y (t) — ®((t))]]| in the final step, with

)

S Gy ¢ o LS vt
err <err+70 —n“sinf; + + sin 6
ferr| < 20\ (1) (“n T IR NOT A
CQ 2,'73
<O (1 Gi)—————sinb,).
<O( 3 P4+ (1+1n/Gy) e sin 6;)

The proof now follows from Equation (44), after taking into account |jv1(t) —v1(t+2)| and
|| Pz (¢ + 2)) — ®(x,(t)||. From Lemma B.12, we have || ®(z,(t)) — ®(x,(t + 1))|| < O(&n?), which further implies,
|V2L(®(zy (t + 1)) — VEL(® (2, (1)))|| < O(wén?). Thus, we can use Theorem F.4 to have [y (t) — vy (t + 1) <
O(x O(¥4L). From LemmaB.13, we have |(v1 (t), @ (a, (£ + 1)) — ®(z,(t)))] < O(5LXL). Thus,

(@(
(V) /\2(t))

Giro = [(v1(t +2), 2y (t +2) — @2 ( + 2)))]

Vﬁn &Cvxn®
(AL S
A1) e 6)Gy

= [(v1(t), 2y (t + 2) — ©(zy(1)))| + O
1 in )‘J(t)()‘l( ) + O( normn) -

z(1+3,0, 2 (0)
+0( fn +(1+ n/Gt)MVACf(Z;Gt sin ;) + O(Vi73 “’;;‘"3)
> (147 in Aj () (A (t) + (i%‘(lz;ormn) —A®) 2 0)Gy
+O( :;277 T+ U/Gt)u;f(?)gc;t sin ) + (9("?73 + £C1;>2073).

The error term in the pre-final step can be further upper bounded as as O(%n?’ + (1 +n/Gy) % sin 6;). The
final step follows if n < O(F=—).

W¥horm

O

E.3.2. MOVEMENT ALONG TOP EIGENVECTOR WHEN ITERATE DROPS BELOW THRESHOLD

In this section, we will show that the projection along the top eigenvector cannot drop below a certain threshold. Formally,
we will show the following lemma that predicts the increase in the projection along the top eigenvector in O(log 1/7) steps,
whenever the projection drops below a certain threshold cthres(t)

Lemma E.11. Denote r = 1'%, For any constant 0 < 3 < 842’ consider any time step t, with z,)(t) € Y€ and x,(t)
satisfying the following:

1. Bn < [(vi(t), 2y(t) = ®(2(0))] < (1 = 15577) Cenwes (-

2. [{vi(t), () — ©(2y(1)))| < an?, forall 2 < i < M.

Here Cynyes(t) is equal to maxpein 9¢( Ak (t)) and o = @(:,ﬁ;)
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Then, with probability at least 1 — 1'2, the following holds true, after one step of noise perturbation with noise generated
from By(r) followed by tescape + 2 = O(log 1/n) steps of normalized gradient descent (t =t + tescape + 2):

2
H‘A Cescape
G-> |1 G
' ( - 256C2 thres(t)> '

) provided n < (’)(w) and x,(t")x,(t' +1) C Y€ for all time t < t' < t. Here

¢10,6

With Cescape = @(C

Gi = [{01(t), 2y (t) — @(2y(1)))] -

Proof. We argue as follows: With a small perturbation to ,(t), the magnitude along the eigenvector vy (¢) is destined to
grow to at least %cescapen after tescape steps of Normalized GD with high probability (see Lemma E.12). Here, vy (¢) is the
eigenvector corresponding to the eigenvalue i (t) = argmax,, o)1 <i<ar g¢(Ni(t))-

After we have shown that HP(2 M) (@n(t) — D(z4(1))) H is at least Q(n) after at most O(log 1/n) number of steps, we use
the behavior of GG; derived in Lemma E.8 to show that

2
IJ‘A Cescape
G 1 G
t+tescapet2 = ( + 553 128¢2 thres(t>> t+tescape

~ _ AR ecape (WA 8
provided n = O (mln < e () ( C4€vxcthres) .
We will further require the behavior of the projection along the top eigenvector from Corollary E.10 to show that the
projection along the top eigenvector can drop only when the angle is O(n), and hence, the drop in the magnitude along the

top eigenvector is at-most tescape times O(‘I’Gn3), where ¥ = max ('rg Si’x, : ¢ ) That is

G"it+ttegmpP Z Gt + O(‘I’Gtcscapcng)~

. 2 1/2
The final bound will then follow using n < O <(‘I’G<2 fhm(t)) ) .

O

Lemma E.12. Consider any time t, with z,)(t) € Y €. Suppose x,,(t) satisfies the conditions in Lemma E.11. The constants
Cescapes Cthres (1), T, ¢, and B have been taken from Lemma E.11. Define Xsuex, as the region in By, (y)(r) such that starting

from any point u € Xspuck, the points {u(%v)

denotes the subspace spanned by vs(t), ..., var(t).

}ie [tescape]’ with u(0) := u, obtained using tescape Steps of normalized gd satisfy:

(u(®) = Dy (1)|| < @, for all T€ tescape]: 45)

where Pt(iiM)

Consider two points w and w in B, (y)(r), with the property w = u + n'?ruy(t), where vy(t) denotes the eigenvector
corresponding to the eigenvalue \i,(t) = argmaxy, ;yj1<;<n 9¢(Ai(t)). Then, at least one of u and w is not present in the
region Xsguck. Moreover,

M) ~
HP(2 H Cescapen

Proof. W.lo.g. we assume w lies in the region Xy ,cc. Then, consider the two sequences obtained with Zescape Steps of
normalized gd, {u(t), w(t) b,

VL(u(®)
||VL(u(t))||’

VL(w({))

u(0) = u, w(0) =w, u@=uf-1) -y VL@@

w(d) = wd 1) 7
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We will show the following:

(2:M
HP ) ebcape) - w(tescape))H Z Q(n)

An important claim to note is the following:

Lemma E.13. Both the trajectories {u(t), w(t) }i<tosenpe SLiSfy a modified version of the alignment condition (Equa-
tion (28)), i.e. forall1 < j < M: B

M

Z(w(t), V2L(®(ay (1) [u(t) — D(ay(0)])? < Aj (1)1 + O(uormrr”),
M _
Z@z‘(t)a V2L(® (1)) [w(t) — @2y (£))])? < X;(£)1 + O(Zrormn®?)-

Note that the condition has been slightly changed to use {v;(t)} as reference coordinate system and ®(x,,(t)) as reference
point. The above lemma follows from the fact that both «(0) and w(0) are r-close to x,(t), which itself satisfies the
alignment condition (Equation (28)). Thus, both u(0) and w(0) initially follow the desired condition. Since, both the
trajectories follow Normalized GD updates, the proof will follow from applying the same technique used in the proof of
Lemma C.1. Another result to keep in mind is the following modified version of Lemma D.2.

Lemma E.14. If | V2L(®(x, (£)))[u(f) — (2, ()]|| < 7242 + @\prmn?,

|o1.() T V2L(D (¢ )))(u(t+ 1) = ®(x,(1)))]

> (14 O ) [o1(8) VL@, () (D) — Doy ()] + O3
Similarly, if || V2L(D (2, (£))[w(®) — @ (2, (1))]]] < 0> + Crormn?,

|01() T V2L(® (2 (1)) (w(F + 1) = B(ay (1))

> (14 O(@norm)) [v1(t) " V2L(D(y (1) (w(E) — D, (1)))] + O(Zén?).

If | V2 L@y (1)) 1w (D) = @(an(E)]]| < 1252 + Crormrr®, (@ (g () [u(E) = (2 ())]]| < 252 + Cromn®,

and u(~y) denotes yu(0) + (1 — v)w(0) for any v € [0, 1],
|v1(8) " VEL(® (4 (1)) (F (u(3)) = D(xy(1)))]
> (14 O(Zyernt) 1 (0 VL8002, (1) (1(3) - Bl (1)] + OS5,

VL(x
where F(z) = 2 — nHVLiEng'
The above lemma uses {v;(t)} as reference coordinate system and ®(z,(t)) as reference point. The above lemma follows
from showcasing Normalized GD updates of (¢ ) and w(t ) as equivalent to the update in a quadratic model, with an
additional noise of O(=> S 2), similar to Equation (27).

Continuing with the proof of Lemma E.12, we first consider the behavior of u. Since u stays in the region X,k for tescape
steps of normalized gd, we have for any time-step t:

u® -0y e
‘M@—@@wmr O] = n
u® - o) e
Sl o e R e o
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Further, applying the same technique from Lemma E.§, we can show that
[(01(8), ul + 2) = D(ay(1)) = (vi(t), u(t) — @(y(t)))]

2 2
<0 <<T23€A”X + 2 w) n3> = o(¥n’), )

where we replace (Tif;x + "C; 5;) by ¥ for simplicity of presentation.

Initially, because u was initialized close to x, (t), we must have |(v1(t), u(0) — ®(z,(t))) — (v1(t), 7, (t) — @(2,(1)))] < 7.
t €

, {01 (), u(t) = @(2, (1)) — (01(2),u(0) — @(,(1)))| < O(F n3tescape) for all © € [tescape]- With fegeape ~
O(log 1/77) and with < O((3/M®)*/2), we must have
(1 — 2031\4) Cttres(t) = <1 + 203]\4) [(v1(t), 2 (1) — B(a,(1)))] 48)
(

> [(v1 (1), ulf) — @ (a,(1)))|
> 0.999 | (v3(£),1(0) — (e ()))] = 0.999(| (w0 (1), (1) — (e, ()))] — ) > 09983, (49)

for any ¢t < t<t+ Lescape-

Now, we consider the behavior of w(-) and u(-). Consider an even time step 0 < t < tescape- From the update rule of w and
u, we have

w(t +2) —u(t +2) = F(F(w(f)) - F(F(u(f))),
where the function F' : RP — RP, F(v) = v — n% is the one-step update rule of Normalized GD.
Now, we use taylor expansion of F' around u(%v) to get
w(t +2) —u(t +2) = F(F(w(?))) - F(F(u(?))) = V¢ F (F(u®))(w() - u(f)) + e,

where |lerr|| can be bounded as follows:

max

~ ~ 12
5 F @] @ - ud)]
[0, 1]:u(v)=yu(®)+(1-v)w(?)

76[o,u:u(wfﬁf%(lﬂ)w@2H [V (o P @y ) Vi F w0 @ = (D)

1
< max

1 ~ ~ 12
A o TR <||VL< (v >>||2 ' IIVL(F(u(v)))II2> @ =0
max (VL )| [V L@ [T LEE] [T LE@E)])

5 mae o rer* om0
v, uM=yu@®+1-mw® \ [VLu)["  [IVLEF )]

where the constant ¢ = O(¢? + v). Thus we conclude

o+ 2) =l +2) — H@®) (@) - u@)|| < enu@ w@ - @, (50)
where H (u(t)) is given by

H(u(®)) = OF o F(u(i)) = OF (u(i + ))OF(u(@)) = Apy, Ay,

VLB VL))" | V2L(u()
IV L(u(®)| |V L(u(®))]|’

A= 0F (u(t)) =1 —
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and (%) is given by

~ 1 1
u(t) = max 5 + 5 | (51)
veoJaum)=yu@®+-w® \ [VLu( )" [VLE ()]
Now we claim A can be approximated as below with || Bl| < O(z5 ﬁQ 77) Furthermore, || Az < (9(%)
V2L(®(x,(t
A?: I -n [I — ’Ul(t)’l)l(t)-r] 3 ( (xn( Z,)) + B{,
[(vi(t), V2L(® (2 (1)) [u(t) — @ (2y(t))])]
The following strategies have been used to obtain the above approximation:
1. ||V2L( (t) — V2L(® H <O Hu(ﬂ H O(Ctnres(t)vn). Here, we use Hu@ - @(xn(t))H <

2¢thres (t)7, since ||u( ) ( () < cehres(t) + r, and the conditions from Equation (47) and Equation (45) imply
that the norm stays below 2cipyes(t), if n < (’)(”“TE(")) We can further bound the error by using cinres(t) < A1(t)7.

2. Using taylor expansion and the bound on ||u(t) — ®(z,(t))||, VL(u(t)) = VZL(®(2, (1)) (u(t) — ®(z,(t))) +
O(vepnres(t)?n?). Also, this further implies ||VL(u(;5v))|| > A(t) |<v1(t),u(t~) — ®(x,(1)))] + O(einres(t)*n?).
Using the update from Equation (47) and the bound on tescape, we must have |(vy(t), u(t) — ®(x, )] = Bn—
O(‘I’ngtescape) et gﬂn forn < O(( )1/2) H > i ) Bn + O(Vcthres(t)%z) > Q(uBn), if
n<O(

Vcthm(t)z )-

N NT
3. We use the condition from Equation (46) to show that ||§§EZ%§H ( ||§§EZE%;|| ) = (v (t) " + O(3n)-

Similarly, we can show that:

VAL(®(ay(t)
IA(0) = [(01(8), V2L(2(ay () [u(D) — Dy (D)])]

’ < (’)(%) and HB?HH <O( 2,,32 n)

Ay =T =n[I =01ty ()]

+ Bﬂlv

with || Az, |

Consider the following error term,

err(f) ;== w(t+2) —ut+2)— []  Hu@)(w(0)—u(0)), (52)

0<i<t:i%2=0
By Equation (50), the following property holds with function p defined in Equation (51):

Herr(?) — H(u(t))err(t — 2)|| < onu(t) Hw(tN) - u(f)H2 for all £ > 0,
err(—2) =0,

Finally, we use Lemma E.15 and Lemma E.16 to handle the main and error terms in Equation (52),

|(ve (1), w(tescape) - u(tescape)>| = |V (t)T H H(u(?))(w(()) — u(0)) + vy (t)Terr(tescape)
0<t<toscape:t%2=0

v

we(t) " 11 H(u(8))(w(0) — u(0)] — [lerr(fescape )l

0<t<tescape:t%2=0

1
> zcescapen-

which completes the proof of Lemma E.12. O
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Lemma E.15.
w@ T HE®)wO) - u(0) 2 S

0<t<tescape:t%2=0

Lemma E.16.
1
||err(tescape)|| < Cescapen
Proof of Lemma E.15. Recall that from Lemma E.12 where we left off,

1. 2, (t) satisfies (a) By < [(v1(t), () — P(xy(t))| < (1 — 1o57) Conres(£)7, and (b) [(v; (), 2, (£) — B (2, (1)))] <
anz, forall2 < < M.

2. vi,(t) denotes the eigenvector corresponding to the eigenvalue Ay (t) = argmaxy, ;)1 <i<ar 9t (Ai(t))-

3. Initial condition between w and u is given by w(0) — u(0) = n3rvg(t).

4. From Equation (47), |(v1 (), u(t + 2) — u(t))| < O(¥n®) forallt € [tescapel-

5. The function H is defined by:

H(u(t)) = Az, A
[ L@®)VL@@®)T] V@)
t VL)’ HVL u()|
6. Aj; was further simplified as,
PP R V2L(®(,(1)) .
o= o) S L@ a0 0(E) — S @]
A =T —n[I—vi()v (t)T VQL (P(zy(t)) Bz, 4,
e = L O ) 0, V2B o (0) )~ S| T 7
BZ+1H <O( 2[1277) Af+1H = O(%)'
Thus, the term under consideration can be simplified as follows,
1T H (u())(w(0) — u(0))
0<T< oncapeit?2=0
=n’r 11 H (u(t))vx(t)
0<t<tescape:t%2=0
= ’1737“ H A{_HAZ/Uk(t)
0<t<tescape:t%2=0
Tl — (o) VAL(®(xy(1)) B
H/J IO o (0, V2 L@ (0)) D~ )] T

V2L(®(x
[(v1(t), VZL(® (@ (1)) [u(t) — (a4 (t))])]

3
—~
o~
~—
~
~
-
os}

. l[ —n[I- vl(t)vl(t)T]

= 7]37’ H M{Uk: (t) + rem,

0<t<tescape:t%2=0
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where using the bounds on {Az, A7, |, By, By H}ngtempe, we have
[[rem]|
< max (1B + Byl max (14l + g )-|| 3 |
= eseape eseape OSZ_tescapeZ;%QZO Ogjgtescape:j%2=oaj7ét~
ve?
< Ol g™ H 3 I1 ;. (53)

OSNS escape t/z>2 0 OSjStescapezj%QZOJ#;
For simplicity of presentation, we have used Mj to define

V2L(®(q (1))
nAL(t) — [(v1(8), V2L(® (2 (8))) [u(E) — (2 (1)])]

V2L(®(zq (1))
[{v1(8), V2L(®(zq () [u(t) — @(zny(t)])] ]

{I*n LEENORION ] [I—n [1—v1(Tyor(®) 7]

Initially,

(v1(t),u(0) — ®(zy(2))) — (v1(t), 2y (t) — ®(xy(t)))| < 7. Also, we have
[(01(8), u(t +2) — u(®))| < O(¥n*)  forall £ € [tescape]-
From the behavior of (t) from Equation (49), we have ‘(vl (t), u(t) — P (xy(1)))| < (1 — 35057) Cenres(t)n. Recall that

Cehres(t) Was chosen as maxi << gt()\k( )). We will showcase below that for the chosen upper bound of ctpyes (t), v (%)
acts as the top eigenvector of M for any ¢ < tegcape. Forall j € [2, M] and t € [tescape]» We have:

%5(0)/01(0) (B a(0)
M,(t) = |1 - [ 7 t il
70;(t) [1 nn|<U1(t)vu(t)‘b(l’n(t))>|] [1 n|<v1(t),u(t)<1)(zn(t))>|] (1)

with Mzvy(t) = vi(t). When ‘(vl (t), u(t) — (2 (1)))| < crnres(t), Mzv;(t) > Mzvy(t), for all j > 2. Furthermore,
M;v;(t) maximizes when j = k. Thus, the value of cnres(t) has been strategically chosen to make vy (t) the maximum
eigenvector for the matrices { M7}o<7,

>lescape

Furthermore, with vy, (t) the top eigenvector of M, we can show

1M =

P 2ul8) 24 () ]l (/A () H
n -n =
n = [(01(0), u(@) — By ( [(02(6), u(®) — @ (1)

t)))
_ ()/Al //\1() ra ~
[1 1 - (1 200M Cthres ] [ QOOM) Cthres(t)] ' ’ fi It e [tescape]v
g

since we showed before that ’(vl(t), u(t) — ®(z (t))

>

2OOM) Cthres(8)), -

Now, we explain our choice of {escape. We select tegcape S.L.
3
<vk (t)ﬂ nr H vak(t)> = Cescapel]-
0<T<t cscape:t%2=0

That is, we select the time step ¢, where the magnitude of the useful term I, F<tosenpeii%2=0 M;vy(t) along the eigenvector

N WO Y20 P WOY2N0)
{1 T H1 —— ”21.001

v (t) reaches Cescape?)- With cires(t) = g¢(Ak(t)), we have

*W)C:hres(t) 7m)cthres(t)

and so, we just need tescape < O(log(Cescape/N))-

With this choice of tescape, We must have from Equation (53),

v(? c v¢?
||I'€II1H < O(H2,63 774rtescape) : C:](;:japc s ( 2ﬂ3 escapecescapen )
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with

where the last step follows if n < (9(
of Hog?gtempe;?%ho H(u(t))(w(0)

<vk(t), II H (u(t)) (w(0) — U(O))>

<tescape:t%2=0

v(¢?

> Cescapel] + O( 2[@3 escapecescapen ) = ZCescapena

u(0)) can reach at least 1 5 Cescape’) along the eigenvector vy ().

Proof of Lemma E.16. Recall that from Lemma E.12 where we left off,

1.

) Thus, we have shown that with the appropriate choice of tcscape, the magnitude

O

(1) satisfies (a) Bn < |(v1(t), (1) — (@ (1))] < (1 — 1g557) Conres (t)n, and (b) [(i(1), 2 (t) — (2 (1)))] <

an27fora112 <i< M.

vk(t) denotes the eigenvector corresponding to the eigenvalue Ay, (t) = argmaxy, ;yj1<;<nr 9t (Ai(t))-

Initial condition between w and u is given by w(0) — u(0) = 13rvy(¢), where r denotes the magnitude of the noise.

The difference between w(t~) and u(t~) changes as follows (Equation (50)):

[w(Z +2) = u(F +2) — Hu®)(w@) - u@)| < enu® |Jw@) - u@)||”.

. The difference between err(t) and H (u(t))err(t — 2) is given by :

llerr(®) — H(u(@®)err( — 2)|| < onp(@ ||w(®) — u@)||* forall £ > 0,
err(—2) =0,

with function y defined in Equation (51):

— 1 1
p(t) = max 7t 2 |
velo. 1 su)=yu®+1-yw® \ VL))" (VL ()]

where the function F' was defined as F'(z) =2 — 7 Hgég;”

From Equation (47), the update of u(Z) along the top eigenvector v, (t) is given by:
|<U1( ) (t + 2) - u( )>| < @(‘1’77 ) for allfe [tescape]y
for %V < tescape-

The function H is defined by:

H(u(®) = A7, A7
| V@VL@)T] VL)
t ~ 2 " :
IV L(u(@)|| [V L(u(®))]|
. A? was further simplified as,
T e V2 L@y (1)) ~
r= == On®) ] e S T @ @)@ — s T
A~ =71 — I—U1 (% T V2L( ( (t))) B 5
r = T =m0 e 2L (@ () [0 — S]] |

with || B,

t+1H < O( 252’7) A?+1H < O(%)'

(54)
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To proceed ahead, we will need few results from the proof of Lemma E.15.

1. The function H can be further simplified for all u(t) as H(u(t)) = Mz + Cy, where ||C]| = (’)(:2—%3317) and

_ Ak (t)/A1(2) Ak (8)/ A1 (2)
[1 nnf\m(t), (t)—®(z t)))|][ 77|v1(t ),u(t)—®(z (t))>|H'

O( g log 1/1) for all £ < tescape.

M| =

7l = max;<

1M +

escape

2. vy(t) is the top eigenvector of M.
3. tescape 18 set such that

<Uk (t)7 n?,r H vak (t) > = Cescapel]-

0<t<tescape:t%2=0

Also, we only need tescape = O(log 1/7).

We will use an induction procedure to bound err(fescape). Denote by ¢ = maxz, ||Mg]||. Then, from the results listed
above, we can show that

II M= I 1M

0<i<t:i%2=0 0<i<t:i%2=0
v
- H max || M| + O(itcscapcn2 log1/n) = t/2 + 0( n°log?1/n).
pu J<lescape ﬂ3 163
0<i<Ei%2=0
With tegcape et such that HHO i<t amenperi%2=0 fesepe we must have
tescape/2 < Cescape @) log© 1 55
o e+ (B3n og?1/n). (53)
Hence,
~ - o v
|H(u®)|| = "> + 0(@772 log?1/n) + 0(7[3377) (56)

The induction hypothesis is as follows for all t< tescape:

1. M(Ftv) < 5232772

B < (52) L (o) — ()]

2. ||err

3. |w(t+2) —u(t+2)| < ﬁ%iz 5;/2% [w(0) — u(0)|| , where € is given by ¢ + O( g7 log® 1/n) + O(%& pres 7).

Before proving the above hypothesis, we will first look at the behavior of the term |(vy(t), u(t) — ®(x,(t)))|. From
Equation (49), we have

(1 - 2031\4) Cenres(H) 2 [ (v1(8), u(E) — @ (2, ()))] > 0.99880.

Since, u is in Xgiuck, We have

Pt(2FM)( (t) (I)(wn(t)))H < an?. Carefully choosing n < (’)(g), we can bound
||u(t) — @(x,](t))H < 1.005¢¢hres ()7

We can verify that the claims hold true for ¢ = —2. Now, we prove the induction hypothesis as follows:
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Dl < (52:)" 2 lw©) — u(0)] .

1. Suppose the conditions hold true for all ¢ < t, where £ < tescape-

with the following set of computation, we can show that Hw(%v) — u(t) | < i8n.

@ — w@]| < 2,672 (o) — u(0)]
< [;i Qsof/z (1+10 (o8 1w+ Zen) ) (o) — ()] &7
< gt (S oo 1)
(1+10 (o8 1w+ Zen) ) u0) — ()] (58)
< Blzi:’zcescapen (59)
< lio,@n. (60)

Here, in Equation (57), we have used the relation derived before: € = ¢ + O ( %172 log®1 /n+ %n) . In Equa-
tion (58), we have used t < tescape, and the bound on ¢ from Equation (55). In Equation (59), we simplify using

n < (5(min((%3)0'5, ’ff: )). The final step (Equation (60)) justifies the bound on cescape = O (Lf> )

This further implies,

| (u() — w(t), v (£))] < [lul®) —w(t)|| < 0.18n.

From the update rule for u(f) mentioned in Equation (49), we have [(v1(t), u(t) — @(x,(t)))| > 0.9988n. Thus, we
can deduce that
[(v1(t), w(t) = By (1)))| > 0.58, (61)
sign((v1 (1), u(t) — @(xy(t)))) = sign({va(t), w(t) — (ay(1))))- (62)
If u(+) denotes Au(t) + (1 — A)w(t) for any A € [0, 1], then we must have | (v; (£), u(\) — ®(z,,(£)))| > 0.53n. Using
|

,1 )
taylor expansion: VL(u()) = V2L(®(x, (1)) (u(y) — ® (2, (t))) + O ||lu(v) — ®(z,(t))||*) and hence, we must
have [[VL(u(y))[| = A (t) [{01 (), uly) = 2y () )] + O [luly) — (2 (1))

With [[u(®) — ®(y(£))]| < 1.05cumen(t)n and () = By ()] < [[ul) — Bz, )] + [ud — w @] <
1.15¢¢nres(t)n, we can apply Lemma E.14 to show |< 1(1), V2L(® (2 (1)) [F(u(v)) — @(z, ()] >
[(01(8), VL(D (24 (1)) [u(y) — ®(y |+(9 (%&n*). Thatimplies, ||V L(E (u(y)))I| = 5A1(6)8n.
N 1
Hence, (1) = may o1y + [wI@ammE < MoaE < wame
2. The error term err(t) is recursively defined as

Herr(?) — H(u(t))err(t — H < onu(t ||w (;fv)H2 for all £ > 0,

err(—2) = 0.
The norm on err (t~) can be recursively bounded as :

[Jerr(®)[| < Z I[I  1H@@) enp) lw() — u(i)|? (63)

J=0 j<i<t:i%2=0
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t
. 40 . )
<3 V(i) =22 (i) — u(i)] 64)
J=0 j<i<t:i%2=0 Bun
f ‘ 4 4 ‘ 2
< H ||H<u<z>>||52%-(ﬁfzeﬂ/2) () — u(0)| 65)
J=0 j<i<t:i%2=0 i ®
S e e ( lo eﬂ‘”)znw(m—u(e)n? (66)
et BPuin \B2p?
< ; gl/2+il (49 )31”w(0)_u<0)”2 (67)
= B*u?) n
~( 4p 31
< (M) 2 (o) — u()f (68)

The following steps have been followed in the previous set of computations:

(a) In Equation (64) and Equation (65), we use the values of 4(j) and |lw(j) — u(j)|| derived using induction
hypothesis for j < ¢.

(b) In Equation (66), we replace || H (u(i))|| by €, which is equal to ¢ + (’)( 202 log? 1/n) + O( X e 77)

3. We have from Equation (54),

I’

A
\
=

% @ +2) - uf+2)| < )| (@) - u<f>|| + 0@ ||w(@ — u(@)

A
|
™
g
e

—uO)|[+ Z5 5= 52 2 o [w(@) —u(@)]] -
Since, the above inequality holds true for all time-steps i < ¢, we can use gronwall’s inequality (Bihari, 1956) and
show that

40 (=)L w(0) - u(0)]
B2 (142 — e¥/2+1) + /241 1w (0) — w(0)]

% @+ 2) —uF+2)] <
de t/2+11 w w
S B ; [[w(0) — u(0)]].

Here, ¢ is given by ¢ + O(ﬁg n?log” 1/n) + O(&5s 253 77)

The proof will follow by bounding ||err(fescape)|| - The steps are similar to the ones used in Equation (57)-Equation (60).
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toscape |20 1 2
[erT (tescape) || < €7escre p [[w(0) — u(0)]|

322
10 \*1
< terce (W)  1(0) —u(o)
v v¢? le \*1
S tescape 1 +tesca eO < 210 2]. + )) < ) n 37ﬂ i
(p ( b 16377 g /77 u2ﬁ377 ﬁQl"’Q 77(77 )

\II 2
@02 log? 1/?7))

1 ve3 40 \° 1
1 + tescape O (/837]2 10g2 1/n+ 233 77)) <ﬂ2ﬂ2> 7(7737‘)2

Cescape
<|—=—/—"=4+0
_< wr (

7 N

40 3
2
< 8Ccs.ca,pc <W> n.
1
S Zcescapena
. B85S
where in the final step, we use the bound on cescape = (’)(T‘s‘).

O

Lemma E.17. Consider any coordinate 2 < k < M. For any constants 0 < 3 < %,

Y€, and the following :

suppose at time step t, T, (t) is in

1. B < [(vr(t), 2y (t) — D2y (O] < (1 = 10537) 9e (e (1))
2. [{on(t), 2y (t) — @(2y(1)))] > am?®.

2

Here a0 = @(:?B)

Then, we must have some timet < t + O (%tcscapc) such that either of the above two conditions breaks, i.e. we have

either of the following two conditions hold true:

1. The magnitude along the top eigenvector grows beyond (1 — 15a+7) 9:(Ai(t)), i.e.

(000, (200 - 2 @] > (1= 1057 ) D), (69)

when the norm of T,,(t) is at most 0.5\ (t)n + O(¥gn?).

2. The magnitude along the eigenvector v(-) drops below an?, i.e.

|0k (8), 2y () — (2 (1)))] < an®. (70)

Moreover, in this case, we must have

WwM%@@@ﬁmwzﬁ+mﬂu>)@mu%mw%mm«

The result holds true provided n < (’3(“;?}2) and for all time t < t' <, x,(t)x,(t' +1) C Y.

Proof. We divide the interval (¢, ) into sub-intervals using Algorithm 2 into three subsets Ny, Ny, and No. We refer the
reader to Appendix E.2 for a brief on the properties of the three sets.
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Suppose, we denote the time-steps that belong to Ny or Ny by t = t; < tp < t3--- < t, = t. Then, we present our
induction argument as follows: suppose we have shown that any of the final conditions (Equation (70) and Equation (69))
aren’t true till ¢;. Then, if t; € Ny, we can directly use the property from Lemma E.5 that ¢,y =t; + 1 € Nj. Moreover,
from Lemma E.6, we must have | (11 (t111), (2 (ti41) — @ (g (1))} > (01 (), (2 (82) — B (1)) + O(?).

However, if t; € N1, we will consider the following two cases, depending on how large 6;, is:

1. If6,, <O (, / C) then from Lemma E.18 we must have some time ¢; < t; < t; +tcscape Where either Equation (69)

holds true or the angle 0, becomes greater than €2 (w / MLC)’ along with the increase in the magnitude along the top
eigenvector as

3
oa(t), o 5) = Do) = (14 L2 ) a0, o (8) — @t

2. If 6y, >Q(,/ C) we can use Lemma E.8 to have

(s + 2) ot +2) = @yt + 2] = (14 2CHED) ) Hor (8 (o (t) — )]

Thus, the magnitude along the top eigenvector will keep on increasing monotonically, unless one the two conditions

(Equation (69) and Equation (70)) hold true. O]

Lemma E.18. Consider any coordinate 2 < k < M. For any constant ) < 3 < &
Y€, satisfies the alignment condition ( Equation (28)) and the following :

8§2 , suppose at time step t, ., (t) is in

1. B < [(v1(t), 2y (t) = (2 ()] < (1 = 15577) 96 (A (1))
2. [(vk(t), 2y (t) — D(ay(1)))] > an?.

3.0,<0 (\/MEC)

Here o = G)( ﬁ> Then, we must have some time t < t + tescape SUch that either of the two above conditions breaks, i.e.
we must have one of the two conditions hold true:

1 [{o1(®), (2 (®) = @2y ()))| = (1 — 15037) 9e (A (D))-

2. 0; > Q(\/ +7¢ ) Moreover, in this case, we must have

010 ® ~ BGa @] > (142G ) Her (0, a0 (0) - Bl (0.

The result requires 1 < (’)(“ A@ ) and for all time t < t' < t, x,(t')z,(t' +1) C V<.

Proof. Here, « has been selected such that if z,(t) satisfies [(vg(t),z,(t) — ®(x,(t))) > an? then
ot + 1), 2yt +1) — &(z,(t+1)))| > |{ve(?), 2, (t) — ®(z,(¢)))|. The proof strategy will be very similar to the
strategy used in the previous lemmas, and we outline the sketch here: Consider the eigenvector vy (),

1. First of all, Lemma E.8 can be slightly modified to show that at any step ¢’ € [t, t + fescape)»

21/
[01(8), 2 (' + 2) = @2y (1)) = [v1(2), 2 () — P2y (1)) + 0(#?72),
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provided |v1 (t), z, (") — ®(x,(t))| > O(B). Note the difference from Lemma E.8 is that the reference point has been
changed to ®(x,(t)) and the reference top eigenvetor is vy (t).

Thus, with tescape = O(log 1/n), we can apply mathematical induction to have
[1(2), 2y (t + tescape) — R(@y (1)) = 5B,
2
7)-

. Now, we can use Equation (19) (Lemma B.10) to show that the Normalized GD update is equivalent to update in
quadratic model, with an additional O(n?) error.

forn < 6(’232

VL (g (O)leg(t) = )] | ¥ g
TIIVPE@ (g () 1) — @@ T 10— PO

ay(t+1) —ay(t) =

We can then consider the updates of (v;(t), z,(t + 2) — ®(z,(¢))) — (vi(t), z,(t) — ®(x,(t))) using the update in a
quadratic model outlined in Lemma A.9. That is,

[ (0 (8), V2L(® (2 (1))) (a0 (t + 2) — Dy (1))))]

[{01 (), VEL(® (25 (1)) (25 (t + 2) = B2y (1))))]

(1 . A (t) = Me(t)
M (B = [V2L(2(wy (1)) (i (¢ + 1) — (2, (1))

,(1_77 M) = A1) )! )
M (8 = [IV2L(2 (2 (1)) (2 () — @ (2 (D)) ) [(01(2), VEL(R (0 (1)) (w (1) — @ (0 (£))))]

+(9("C; ) 71)
1\ [0k(0), V2L(@® (g (1)) () — B(ara ()] w2

= (1 - 200M> [on (), VEL(® (g (1)) n (8) — B )] T 28"
1\ [(0k(0), V2L(® (g (1)) (g (1) — By (1))))]

= (1 - 400M> (02 (2), VEL(® (g (1)) (@ () — B(an(0)))]

where we bound ||z, (t) — ®(x,(t))|| by (9( ) and lower-bound |vy(t), V2L(® (2, (1)) (2, () — ®(zy(t)))| by
to get the second step. The third step follows from using the same argument as the one used for the quadratic update in

. Conres(MVCEN o [0k (), V2 L(®(aq (1)) (@4 () =2 (2 (1)) .
Lemma A.9. The final step holds true if o > Q(huT) since |<U1(tLWL(q)(%(t)))(mrj(t)_@(x;(t))»‘ > C“‘i:(t).

Thus, we can continue the above argument for all ¢’ € [t, ¢ + tescape] tO get

) (@ (t' +2) — @y (1))
(

[ {0k (£), V2L(® (¢
[(ve(8), V2L(D (2, (¢

)
)

)
)(@y (1" +2) = (2 (2))))]
1 [(0r(t), V2L(® (g (1)) (2 (') — @ (2 (1)) ]
- <1+400M> [{01(2), V2L(®(2y (1)) (2 (#') = @y (1)))]

up until we satisfy one of the two conditions:

P07 () | > o (/0T IEEMETSEON) » o,/ £)

@ Teormm ey M (0) 2 Mc)-

(b) [{v1(t), n(t)—<1>( AN > (1= 1o137) 9:(An(1)).

3. We then bound ||vy, (£ + tescape) — vk (t)|| and || @ (2, (t + tescape) — P(z5(2))]| by O(€n*tescape) using Lemma B.12.

Combining everything, we have the final bound, provided n < O(

uAﬁ)
¢2¢ /-

. . [(vk (£), V2 L(® () (£)) (my (' +2) = D(2,(1))))] .
. Moreover, we can show from observing Equation (71) that the value of (or (@), sz(@(I:(t)))(:ﬂ;(t,H) @(I:(t))m is
[(vk (£), V2 L(® (2 () (5 () =P (2 (£))))]

1 /
at most 5 times o1 (0. V2L (@ (2 (D)) (o () =By ON)] Thus, we can argue that there exists some step t’, where




GD on Edge of Stability

Oy = @(, | 5= ) if the initial angle is strictly less than 0(1 [ = ) We can then use the result from Lemma E.8 to

show that the magnitude along the top eigenvector has to increase by a factor (1 + “ﬁ? ) , when 0y = O( %)
Moreover, since the angle 6y is () in all the steps, the magnitude along the top eigenvector never drops in any other

step. Overall, we must have a increase in the magnitude along the top eigenvector by a factor (1 + “Aﬂ ) .

O

Lemma E.19. Consider any coordinate 1 < k < M. Suppose at time step t, x,(t) is in Y€, satisfies the alignment
condition ( Equation (28)) and the following :

1 (1 + o0m7) 9e e (8)n < [(vi(t), 4 () — D(ay()))] < 0.5,
2. [(on(t), 2y (t) — @(2y(1)))] > on®.

Here o = @(Zg;)

Then, we have have some time t < t + tegcape Such that the magnitude along vy (t) drops below an? ie

| (0 (£), 2 (F) — @ (2 (B)))] < 0?,

when ||V2L(®(,(1))) (25 (F) — ®(2)(2)))]| < 0.5A1(t)n + Wonormn?®. The results hold true when 1 < (9(
all time t <t' <t, x,(t')z,(t' +1) C V<.

) and for

The proof is going to be very similar to the proof of Lemma E.18, where the only difference will be that we need to use
Lemma A.10 in place of Lemma A.9, when we use the result for the quadratic model.

E.4. Ommited Proof for operating on Edge of Stability

Proof of Theorem 4.7. According to the proof of Theorem 4.4, we know for all ¢, it holds that R;(z,(t)) < O(n?).
Thus Sr(z,(t),m:) = M - SUPg<s<y, M (V2L(zy(t) — sVL(zy(1)) = m(M\(t) + O(n)), which implies that

[Sp (@ (t),m)] "t = %}’t)” +0(n) = lifglft))u + O(n). The proof for the first claim is completed by noting

that %(an(t)ﬂ + ||z, (t + 1)||) = A1 (t) + O(n + 6,) as an analog of the quadratic case.

For the second claim, it’s easy to check that \/L(z,(t)) = % + O(n6y). Thus have \/L(z,(t)) + \/L(z,(t + 1)) =
1

Z, @)l 17, D)l _ _ 2 —
/) + oA ) + O(0: + 0:41)). Note that Ay () — A\ (t+ 1) = O(n?) and 011 = O(6,), we conclude that

V@, 0) + /Lyt + ) = ny/ 2L | og,). 0

F. Some Useful Lemmas About Eigenvalues and Eigenvectors

Theorem F.1 (Derivative of eigenvalues and eigenvectors of a matrix, Theorem 1 in (Magnus, 1985)). Let xq be a real
symmetric n X n matrix. Let ug be a normalized eigenvector associated with a simple eigenvalue \g of Xy. Then a real
valued function \ and a vector valued function u are defined for all X in some neighborhood N () C R™*™ of X, such
that

A(Xo) = Xo,  u(Xo) = uo,
and

Xu=Xu, uwu=1 X e&N(Xp).

Moreover, the functions A and u are 0o times differentiable on N (Xy) and the differentials at X are

d\ = ug (dX)ug, du= (Mol — Xo)T(dX)uo.
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In the above theorem, a simple eigenvalue is defined as an eigenvalue with multiplicity 1.

Theorem F.2. [Eigenvalue perturbation for symmetric matrices, Cor. 4.3.15 in (Horn & Johnson, 2012)] Let %, S e RPXP
be symmetric, with eigenvalues \y > ... > X, and \y > ... > X, respectively. Then, for any © < p, we have

J= =5,
2

The next theorem is the Davis-Kahan sin(6) theorem, that bounds the change in the eigenvectors of a matrix on perturbation.
Before presenting the theorem, we need to define the notion of unitary invariant norms. Examples of such norms include the
frobenius norm and the spectral norm.

Definition F.3 (Unitary invariant norms). A matrix norm || - ||.. on the space of matrices in RP*? is unitary invariant if for
any matrix K € RP*< |[UKW ||, = || K|, for any unitary matrices U € RP*P W € R¥*4,

Theorem F.4. [Davis-Kahan sin(0) theorem (Davis & Kahan, 1970)] Let 3, S € RPXP be symmetric, with eigenvalues
A > .. 2> Mpand M\ > ... > Ny respectively. Fix1 <r <s<p,letd:=s—r+1landletV = (’UT,’UT+1,.. ,Ug) €
RP*? and V' = (Op,Vpi1,...,0s) € RP*? have orthonormal columns satisfying Yv; = A\jv; and Zvj =\ ;05 for
j=mrr+1,...,s. Define A := min {maX{O, As — s+1},max{0, /\,._1 - )\,.}}, where Ao := oo and /\p+1 ‘= —00, we

have for any unitary invariant norm || -

A-[[sinO(V, V)|, < [IT - 2.
Here @(‘7, V) € R4 with @(IA/7 V);.; = arccoso;j for any j € [d] and @(‘7, V)ij=0foralli#jeld. o1 > o2 >
- > 04 denotes the singular values of V"' V. [sin ©;; is defined as sin(0;;).

Lemma F.5 (Parameter bounds). The upper bound ~,y, and lipschitz-constant By, for the function P, ¢»( 2), rViog Ay (x) for
any point x € Y€ can be given as

v vé€2e Y +12A"1 402
ﬂlip = 75 + S + B}
n 12

Yub =

t.\Tt

Proof. First, we focus on the bound of the function P;;(m),FVIOg Ar(x). P<IJ>_(I),I‘ is just a projection matrix, while

ViogAi(z) = VBL(‘b(xz\)l[g’;)(x)’vl(w)], using Theorem F4. Each term can then be bounded using the definition from
Definition B.5.

Now, we look at the lipschitz constant of the function qu(m) rViogAi(z). Using the derivative of the function
qu(m)’rv log A1 () at any point x, we have
Hv e | 19108 M @)+ || P o | 172 1og A (2]

H HV2)\1 VAL ()] )||

HV P<I>(a: H [V log A1 (z ||+HP‘~I>I)F ‘ Hpé(x)l“ M@

We can bound HV (I,(gc H by H82 )H |[0®(z)|| using the equivalence between qu(w) r and 0®(®(x)) from

Lemma B.17. Moreover, using taylor expansion, we can bound ||0®(x)|| < [|0P(®(x))|| + &, for any = € Y€. More-
over, since Py, B(a) T = = 0P(P(z)), we must have ||0P(P(x))|| = 1. Using the bound on the second derivative of ® from

Definition B.5, we have HVIP(IJ;@) FH <&+ &%
We can further use Theorem F.4 to get the desired derivatives:

V21 (@)]| < [[VPL(@(@))]| + [l ]| [ Vo ()]
1

3 B
< V@@ + 1" =
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Algorithm 3 Perturbed Gradient Descent on v/L

Input: loss function L : RP — R, initial point zj,i, maximum number of iteration 7', LR 7, Frequency parameter
Theq = O(n~%1), noise parameter r = O(n'"?).
fort =1to T do
Generate n(t) ~ Bo(r) if ¢ mod Tieq = 0, else set n(t) = 0.
z(t) + x(t — 1) — nVVL(z(t)) + n(t).
end for

We can finally bound each of the terms using Definition B.5.

G. Analysis of V'L

The analysis will follow the same line of proof used for the analysis of Normalized GD. Hence, we write down the main
lemmas that are different from the analysis of Normalized GD. Rest of the lemmas are nearly the same and hence, we have
omitted them.

The major difference between the results of Normalized GD and GD with /L is in the behavior along the manifold T’
(for comparison, see Lemma B.13 for Normalized GD and Lemma G.11 for GD with \/Z). Another difference between
the results of Normalized GD and GD with \E is in the error rates mentioned in Theorem 4.4 and Theorem 4.6. The
difference comes from the stronger behavior of the projection along the top eigenvector that we showed for Normalized
GD in Lemma E.8, but doesn’t hold for GD with v/L (see Lemma G.6). This difference shows up in the sum of angles
across the trajectory (for comparison, see Lemma E.1 for Normalized GD and Lemma G.4 for GD with /L), and is finally
reflected in the error rates.

G.1. Notations

The notations will be the same as Appendix B . However, here we will use Z,,(t) to denote (V2L(®(z,(1)))) 1z

®(x,(t))). We will now denote Y as the limiting flow given by Equation (6).

(2 (t) =

1 T
X(7) = ©(Tinie) — 3 /70 P§(S)7FVA1(X(S))ds. (6)

G.2. Phase 1, convergence

Here, we will show a very similar stability condition for the GD update on v/L as the one (Lemma C.1) derived for
Normalized GD. Recall our notation Z,,(t) = \/V2L(®(z,(t)))(xy(t) — P(2,(1))).

Lemma G.1. Suppose {x,(t)}+>0 are iterates of GD with V'L (5) with a learning rate n and 2,(0) = Tinir. There are

)=
p =6

constants C' > 0, such that for any constant ¢ > 0, if at some time t', x,,(t') € Y€ and satisfies
forallt >t + C% log % the following must hold true forall 1 < j < M:

M
CIGIEAGILERIVEPHT

=]

2 CVCWQ 2 2 2
+ O(v&ln )+0(7N ) + O(&¢*svV D) + O(n* D), (72)

provided n < O( and that for all steps t € {t,... .t — 1}, z,(t)x,(t+1) C Ye.

u73)
¢3¢26vVD

Proof. The proof exactly follows the strategy used in Lemma C.1. We will outline the major milestones in the proof to help
the interested readers.
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1. We can use the noisy update formulation from Lemma G.9 and the bound on the movement in ® from Lemma G.11 to
get for any time ¢ with ¢ > t > ¢, (similar to Equation (27)):

f VEL(®(@,(1))) ¢ g (t) = Dlay(0)]

Ty(t+1) = Tt 2 U 1 :

2. Secondly, Z,(t)]] < 1.01n/¢s using an induction argument. We require
n < O(C2V§€)

3. Finally, we show the desired bound by coupling the trajectory with the quadratlc model, where the quadratic update is

governed by \/7V2L (z,(t))) at each step ¢. Here, we need ) < O(Cnggu\F>
O
A simple version of the above condition can be given as:
M
> _{uil®), Ty (1) < 0y /2X3(D), (73)
i=j

provided n < O(;; 42 &< D) For simplicity of presentation, we have used

U, = OWEC + C'/Zn2 £¢%vVD + D).

Hence, we can derive the following property that continues to hold true throughout the trajectory, once the condition Equa-
tion (72) is satisfied:

Lemma G.2. Ifn < O(ﬁ;”) and condition Equation (72) holds true, then if ||z, (t)| > 777”0'2% + Woorm??, the

following must hold true:

nv/0.503(t)
2

2

||§’j77(t+1)H S +\I’n0rm77 .

The proof follows from applying Lemma A.8 for a quadratic update with \/V2L(®(x,(t))), using the stability condi-
tion Equation (72).

< 7]'\/0 5)\1(t

Thus, we will consider the trajectory in cycles of length 2, with the norm of z,(t) at the start of the cycle.

. . . . ~ 1/0.5)2
Another useful lemma is to show that the magnitude along the top eigenvector increases when [|Z,,(¢)|| < nfl()

Lemma G.3. Ifat time t, ||z, ()| < nivo»gh(t) +W,ormn? and stability condition (Equation (72)) holds true, the following
must hold true:

T~ T~ C3/2V 2 2
[or(t -+ 1)TE (¢ D] 2 [oa (1) "8 (0)] = OC57577) = Lo’

The proof follows from using the noisy update of GD on /L from Lemma G.9 and using the quadratic update result from
Lemma A.S5.
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G.3. Phase II, limiting flow

To recall, the limiting flow given by
X(r) = D) — / Py r VA (X (3))ds. ©)

Let 75 be the time up until which solution to the limiting flow exists.

Lemma G.11 shows the movement in ®, which can be informally given as follows: in each step ,

D(zy(t + 1)) = @(xq(t) = — %P P VALVEL(@ (24 (1)) + O (0r + ||z (t) — @ (@ns)]])), (74)

provided ®(z,(t))®(x,(t + 1)) € Ye.

Motivated by this update rule, we show that the trajectory of ®(z,,(-)) is close to the limiting flow in Equation (6), for a
small enough learning rate 7. The major difference from Theorem 4.4 comes from the fact that the total error introduced in
Equation (74) over an interval [0, to] is Z?:o O(n?6; + n*), which is of the order O(n'/?) using the result of Lemma G.4.

G.3.1. AVERAGE OF THE ANGLES

The first lemma shows that the sum of the angles in an interval [0, £5] of length Q(1/7?) is atmost O(tyn'/?).

Lemma G.4. For any To > 0 for which solution of Equation (6) exists, consider an interval [0,ts], with ty <
|Ty/n?]. Suppose Algorithm 3 is run with learning rate 0 for to steps, starting from a point m,,( ) that satisfies (1)
max;e(p) R;j(2,(0)) < O(n?), and (2) [v1(0), 2, (0) — ®(z,(0))| > Bn for some constant 0 < 3 < & sz S independent of n,

with [, (0)]| < Y2550 + @

the following holds true with probability at least 1 — n'0

¢
2 [ ¢*g
;92 <0 ( WU) )

provided 1 is sufficiently small and for all time 0 <t <ty — 1, z,(t)x,(t +1) C Y

noran. For any T > 0 for which solution to Equation (6) exists, and any integer to < %

Proof. The proof is very similar to the proof of Lemma E.1. The only difference shows up from the result of Lemma G.5,
and hence we show that the sum of the angles when the iterate is stuck in any of the regions satisfying conditions B(k)/C(k)

4
for the interval (tz, tl+1) is O ( sz + ﬁs tempe + ( il — t; )y/ %n). O
Lemma G.5. Consider any time t, where x, (t) € Y€, where ||x77 H < 0.59A1(f) + ¥ rormn?. Suppose we are also given

p disjoint subsets of [M], S1,--- , S, (with 1 < p < M) and a step tsop > t, such that for any i, j € [p] with i # j, and
foranyt <t < tstop, We can guarantee

1
> 5 % 103N (1),

1o /\k(t)‘ _ ‘1 _ )\g(t)'

min
keS; Les; || 2 2

?ens?gt(/\ﬂ(t)) > gé%i;gt(Ae(t)), ifi>j.

Consider any subset Sy, for 1 < k < p. If (1 — t5o57) minges, gr(Me(?)) < Gg < (1 + 15057) Maxees, gz(Ae(t)) and
suppose there exists some time t < t' < Lstop Such that the iterate is stuck inside this region in the interval (t,t). Le.
forall t € (I,t'), whenever ||T,(t)|| < 0.5nA1(t) + Wnormn?®, we must have (1 — 15o57) minges, gi(Ae(t)) < Gy <
(1 + 1g537) maxees, ge(Ae(t)). Then,

t/

¢ M, ;| CtE
Zee§0<,ﬂA2+ g8 Lescape + (¢ —MTMJ
(=t

where Gy denotes the quantity |(v1(t), ,(t) — ®(z,(t)))], provided for allt < { < t', z,({)x,({ + 1) C V<.
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Proof. The proof will follow exactly as Lemma E.3. The only difference is that G is bound to increase when 6; >
Q (, / %n) from Corollary G.7. Thus, at step 3, when we take the sum of the angle over the steps where G is bound

to decrease, we must have ZteNéz) 0, <O ( %ﬁ(ﬂ _ E)) O

G.3.2. BEHAVIOR ALONG THE TOP EIGENVECTOR

Lemma G.6. Suppose n < O(#zﬁu)' Consider any time t, such that x,(t) € Y€, where ||Z7,(t)] <

20V 0.5A3(t) + Crormn? holds true. If Gy denotes the quantity |(vy (t), z,,(t) — ® (2, (t)))| and G4 denotes the quantity
[(v1(t +2), xy(t +2) — ®(xy(t + 2)))|, then the following holds true:

L A0 E) —N0)
Gip2 > (14 5 ,0m, X (1)

lCQV 2

Sin2 et)Gt — O(Gt M3/277 ) - O(SCT]2)a

provided Gy > Q(n'%) and x,,(t)x,(t + 1), 2, (t + 1)z, (t +2) C Y. Here 0, is given by COS_I(M>, with

[EMO]

P, denoting the projection matrix onto the subspace spanned by vy (t), ..., v (t), and T, (t) = V2L(®(x, (1)) (z,(t) —

D((1)))-
Proof. Here, we will follow a much simpler approach than Lemma E.8 to have a weaker error bound. The stronger error
bounds in Lemma E.8 were due to the very specific update rule of Normalized GD.
From Lemma G.9, we have
VL(zy(t) _ V2L(®(y (1)) (4 (t) — D(ay(1)))
VL@ ) JET2L@ () g (1) — @y (1)), 2 (£) — (g (2))]

C3/2V
o)

+0O(

where we have used the fact that z,(t) — ®(x,(t)) satisfies the stability condition from Equation (72) and hence,
42

g (t) — By ()] < O(YE).

Thus, we have

y(t +1) = @(xy(1))

) B V2L(B(g (6) (1) — By (1)) ol
IV L@y () [0(0) — B (1), 20(0) — B(ao(0)] P
Similarly,
zy(t +2) — O(zy (1))
) B VLB (g (1)) (gt + 1) — (1) Lol
EVRL(@ 0y (Ot + 1) — DO ylt + 1) — B(ay(0)]
Thus,
VRL(B(0g (1)) g+ 2) — B (1))
. 2 1/2V2L (B, 1))
EVEL(@ (g (0) it + 1) — Dy (0), (¢ + 1) — By (1))
1y 2 PV L@ (0)) VRL(@( (1)) (2 (1) — By (1))
EVRL(® () iy (0) — Dy (0), 2 6) — Bl (1))
Lo ST )

G, N3/277
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I—y 212V L((x,y (1))
VEVEL(®(@ () (1)~ (w0, (D) (1) (2 ()] )

which has been bounded by gt—‘/g < O(%), using the value of G, 1 from Lemma G.3.

The final error appears due to the possible blow-up from <

Hence, the update is similar to the update in a quadratic model, with VZL(®(z,,(t))) guiding the updates. The final bound
comes from using Lemma A.7, and then reconciling the errors introduced by the changes in the top eigenvector and the
function ® from Lemma G.11. O

A corollary of the above lemma is that when the magnitude along the top eigenvalue is €2(n), the magnitude drops, only
when the angle of the iterate with the top eigenvector is O(n'/?).

Corollary G.7. Consider any time t, such that z,(t) € Y€, where || Z,,(t)|| < $11/0.5A3(t) + Wyormn? holds true. If G,
denotes the quantity |(vi(t), z,(t) — ®(x,(t)))| and Gy, 2 denotes the quantity |(v1(t + 2), x,(t + 2) — ®(x,(t + 2)))

then Gyyo > Gy for all
¢ n ¢v U
> > 2 A
= (\/HA i’ TG )

provided Gy > Q(n*®), and x,,(t)z, (t + 1), z,)(t + 1)z, (t + 2) C Y. Moreover, if Gy > (1 for some (3 > 0, then the

above bound can be simplified as
¢
6:] = € <\/ wrag" |

The next corollary shows that if the magnitude along the top eigenvector drops, when it is 2(n), it can only drop by a
magnitude of O(n?) at any step.

Corollary G.8. Consider any time t, such that z,(t) € Y€, where ||Z,,(t)|| < $11/0.5A3(t) + Wyormn? holds true. If G,
denotes the quantity |(vi(t), z,(t) — ®(x,(t)))| and Gy, 2 denotes the quantity |(v1(t + 2), x,(t + 2) — ®(x,(t + 2)))
then

>

>

2
v
Giyo > Gy — O(%#UQ) — O(&¢n?),

provided Gy > Q(n*®) and z,)(t)x,(t + 1), x, (¢t + 1)z, (t +2) C Y. Moreover, if Gy > [Bn for some 3 > 0, then the
above bound can be simplified as

Gt+2 > Gy — O(‘I’GW2)»

¢Pue
Bud/2"

where ¥ =

G.4. Ommited Proof for operating on Edge of Stability

This proof is similar to that of Theorem 4.7.

Proof of Theorem 4.8. If M = 1, that is, the dimension of manifold I is D — 1, we know x,(t)x,(t + 1) will cross
I', making the V2v/L diverges at the intersection and the first claim becomes trivial. If M > 2, we have V2V L =

2LV2L-VLVL" ;: 1 : : :
i diverges at the rate of TSI It turns out that using basic geometry, one can show that the distance from

(zy(t)) to 2y (), (t + 1) is O(1(0; + Oi41)), thus supg< s, M(V2VL(z,(t) — sVVL(x,(1)))) = Q(m) The
proof of the first claim is completed by noting that 6,1 = O(6;).

For the second claim, it’s easy to check that /L (z,(t)) = ||z, (t)|| + O(n). The proof for the first claim is completed by
noting that ||z, (t)|| + ||z, (t + 1)|| = nA1(t) + O(n + 6;) as an analog of the quadratic case. O
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G.5. Geometric Lemmas for v/

Lemma G.9. Arany point x € Y€, we have

VL(z) V2L(®(2))(z — ®())

Cl/ZV

_ + 02 o~ a(a))).
VL(z) \/%VQL@)(x))[x — &(2), 2 — B()]
Also,
| < mE o &P o a(w))),

Proof. Using taylor expansion around ®(z), we have
VL(z) = VL(®(z)) + V2L(®(z))(x — ®(x)) + err,
where [lerr|| = O(v ||z — ®(z)||*) Similarly
L(z) = L(®(z)) + (VL(®(z)), (x — @(x))) + %VQL@(x))[I = ®(x),z — (z)] + err’,

where |lerr’|| = O(v ||z — ®(z)||*). Since ®(x) is a local minimizer, we have L(®(x)) = 0 and VL(®(x)) = 0.

VL(x) _ V2L(®(z))(z — ®(z)) N O(cl/% - ®()]).
VL@ AL (@) — ®(2), — @()]
In the above result, we have bounded the following terms:
1. We can bound v’ L(q)(w))(x ()
\/IVQL (®(x))[z—(x),z—®(z)] ||’
V2L(®(x))(z — ®()) H ,72V2L<I> (@),
\/ V2L(0(2))[z — D(x), x —

where T = /V2L(®(z))(x — ®(x)).

2. Also, using the assumptions on the eignvalues of V2L, p1 ||z — ®(2)|| < ||VZL(®(2))(z — ®(x))|| < ¢ [lo — D(2)]|.

O

Lemma G.10. Consider any point x € Y €. Then,

| < VL(z) >
vy (),

L(z
‘ (2 M)

where § = arctan W’)x“ with? = V2L(®(z))(z — ®(z)).

l 2
Cg/g o= e@)l).

> cosf — O(

~—

Proof. From Lemma G.9, we have

[ = ®(2)])-
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Also, with T = /V2L®(x) O(x)).

V2L(® () (x — B(x)) ||/v%
H¢v% o(2))z — ®(x),«

Since, Py, r is the projection matrix onto the non-zero eigenvector subspace of V2L(®(x)), we have

V2 ().

(o1 (), VE@)] _ (1(2), VL(B(2))( — @(x))) 0" 1 (o)
Lz) VEV2L(@@) [P (2 — @(2)), Par( — @())] #
1/2,,
2)\1(<I>(o:))cos07(9(c |z — @(z)]])-
i
Hence, combining the above two equations, we must have
Cl /2

<O+ 0(455 72 - Nl — @(@)])-

vy () — Lsin vy (), Vi(z) VL(z)
! 22 (B(x) '8 ST ) VI |

Lemma G.11. For any Ty € Y€ where y = x — nV+/ L(x) is the one step update on V'L loss from x, we have

2 3/21/ T — T
B(1) - 0(a) = - Pi T L) + O0P80) + 02 2202y 1 oy o - w7
v V3 3/2
ore 2+ Y2 o - 2w + Y0 o - 2w

| e

Here § = arctan %, with T = V2L(®(x))(z — ®(x)). That implies, we have

32p€ ||z — D(x
#() - 2(@)] < O(@w + &) + O S22 2y 1 0 o - a1 )

for sufficiently small 7.

Proof. We outline the major difference from the proof of Lemma B.13. Using taylor expansion for the function ®, we have

O(y) — @(x)

=00(x) (y —z) + %82‘1)(37)[1/ —x,y —x] +err

B _ VL(z) f 25z VL(z) VL(x)
VL(z) VL(z) -

2v/L(x) 2y/L(x)

where in the final step, we used the property of ® from Lemma B.15. We can bound the error term, using the bound on
YL@ from Lemma G.9:

Vi@

+ err

2
=1L 92¢ ()

v
lerr|] < O(X¢Y2(1 + —— ||z — (x)[| +
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First of all, the function ® € C3, hence:
Po(x) = P0(D(2)) + O(x ||z — ®(z)|)) = 8*®(D(x)) + O(x |z — (x)]]).

Also, at ®(z), since vy (x) is the top eigenvector of the hessian V2L, we have from Corollary B.22,

1

m@‘b(‘b(l’))GQ(VL)(q)(m))[Ul (2), v1(2)].

0*®(®(x)) [v1(z)vr(2) "] = -

From Lemma G.10, we have

vy (z) — ! si vy (), VL( VL(z)
' 2\ (z) st VL VL()

p(2:M)

|7 <l—<1><w>>||
P (x),I
where recall our notation of 8 = arctan o1 ()2 =8 @) -

With further simplification, it turns out that

Cl/QV
9+O( 3/2 H —(I)($>||)7

2
B(y) - (@) = — L OB(@())? (VL)(®(w)[v1 (), va(w)] + et + exr,

with

3/2
llerr’[| < O(n*¢E0) + O(C ve lz = @(2)] ) + O(Cx |z — ®(2)l| 7).

The rest of the proof will follow the same strategy as Lemma B.13.

H. Additional Experimental Details
H.1. Experimental details

For Figure 1: For running GD on /L, we start from (z,%y) = (14.7,3.), and use a learning rate = 0.5. For running
Normalized GD on L, we start from (x,y) = (14.7, —3), and use a learning rate n = 5.

For Figure 2: We start Normalized GD from (v1,Z(0)) = 1074, (v2,7Z(0)) = 0.45. We use a learning rate of 1 for the
optimization updates.

H.2. Code for the riemannian flow corresponding to Normalized GD

We provide the code for running a single step of the riemannian flow (Equation (4)) corresponding to Normalized GD. Each
update comprises of three major steps: a) computing V2 L(x)[v1 (), v1(z)], b) a projection onto the tangent space of the
manifold, and c) few steps of gradient descent with small learning rate to drop back to manifold (if error induced by the first
2 operations).

As we are running deterministic updates, all of the steps are pretty expensive, as they scale with the number of data points
in the training set. Moreover, computing VL(x)[v1 (), v1 ()] requires 3 backpropagations through the entire network.
Finally, we need to run few steps of full batch GD with small learning rate, to make sure we fall back to the manifold, if we
go out of the manifold with the discrete riemannian updates. Thus, running each step is several times more expensive than
running a full batch gradient descent.

The pseudocodeAlgorithm 4. The loss L is equal to the average of n loss functions ¢; : R” — R. We can alternatively think
as having n training data and each ¢; computes the loss of the parameters = with respect to a sample from the training set.



GD on Edge of Stability

Algorithm 4 Riemannian Update for Normalized GD

Input: n loss functions ¢; : R — R, initial point Zipi, maximum number of iteration 7', LR 7, Projection LR 7y,
maximum number of projection iterations Tp,o;-
J)(O) < Tinit-
fort =1to T do
L(z(t—1)) « % S li(x(t—1)).
Compute vy, the top eigenvector of V2L(z(t — 1)).
Compute VA1 (z(t — 1)) = V3L(x(t — 1))[v1, v1].
Compute P, ;1) VA1 (z(t — 1)) as the projection of VA;(x(t — 1)) on the space spanned by V/(x),--- , V().
Compute Pj(tfl)rv}\l(x(t —1)) = VAi(z(t — 1)) = Pyp—1),r VAr(z(t — 1)).
y(0) « @(t — 1) = syiat=yy Pae—y,r VA (2t = 1)).
for t = 1to T}, do
{The next few steps involve GD to move back to the manifold. }
L{y(f— 1)) & £ S, fi(y(i - 1)).
y(t) = y(t = 1) = Mpeoj V(L(y(t = 1))).
end for
2(t)  Y(Tprop)-
end for




