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Abstract

We study the entropic Gromov-Wasserstein and
its unbalanced version between (unbalanced)
Gaussian distributions with different dimensions.
When the metric is the inner product, which we
refer to as inner product Gromov-Wasserstein
(IGW), we demonstrate that the optimal trans-
portation plans of entropic IGW and its unbal-
anced variant are (unbalanced) Gaussian distribu-
tions. Via an application of von Neumann’s trace
inequality, we obtain closed-form expressions for
the entropic IGW between these Gaussian distri-
butions. Finally, we consider an entropic inner
product Gromov-Wasserstein barycenter of mul-
tiple Gaussian distributions. We prove that the
barycenter is a Gaussian distribution when the
entropic regularization parameter is small. We
further derive a closed-form expression for the
covariance matrix of the barycenter.

1. Introduction

The recent advance in computation of optimal transport (Cu-
turi, 2013; Bonneel et al., 2015; Kolouri et al., 2016;
Altschuler et al., 2017; Dvurechensky et al., 2018; Lin
et al., 2019; Deshpande et al., 2019; Nguyen et al., 2021a)
has led to a surge of interest in using optimal transport
for applications in machine learning and statistics. These
applications include generative modeling (Arjovsky et al.,
2017; Tolstikhin et al., 2018; Salimans et al., 2018; Genevay
et al., 2018; Liutkus et al., 2019), unsupervised learning (Ho
etal., 2017; 2019), domain adaptation (Courty et al., 2016;
Damodaran et al., 2018; Le et al., 2021), mini-batch compu-
tation (Fatras et al., 2020; Nguyen et al., 2021b), and other
applications (Solomon et al., 2016; Nguyen et al., 2021c¢). In
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these above applications, optimal transport has been used to
quantify the discrepancy of the locations and mass between
two probability measures which must be in the same space.

When probability measures lie in different spaces, their lo-
cations are not comparable, their inner structures become
the main concern. In this case, the Gromov-Wasserstein dis-
tance is adopted to measure the discrepancy between their
inner structures. The main idea of Gromov-Wasserstein
distance is to consider the transportation of similarity ma-
trices of points which are in the same spaces. However,
such formulation of Gromov-Wasserstein distance is com-
putationally expensive as we need to solve a quadratic pro-
gramming problem. To reduce the computational cost of
Gromov-Wasserstein distance, (Peyré et al., 2016) propose
to regularize the objective function of Gromov-Wasserstein
based on the entropy of the transportation plan, which we re-
fer to as entropic Gromov-Wasserstein. The entropic regular-
ization idea had also been used earlier in optimal transport
and had been shown to improve greatly the computation
of optimal transport (Cuturi, 2013; Altschuler et al., 2017;
Dvurechensky et al., 2018; Lin et al., 2019). The improve-
ment in approximation of Gromov-Wasserstein distance via
the entropic regularization has led to an increasing interest of
using that divergence to several applications, including deep
generative models (Bunne et al., 2019), computer graph-
ics (Solomon et al., 2016; Xu et al., 2019; Chen et al., 2020),
and natural language processing (Alvarez-Melis & Jaakkola,
2018; Grave et al., 2019). When measures are not probabil-
ity measures and unbalanced, i.e., they may have different
total masses, unbalanced version of Gromov-Wasserstein,
named unbalanced Gromov-Wasserstein, via the idea of un-
balanced optimal transport (Chizat et al., 2018) had been
introduced in the recent work of (Séjourné et al., 2020). The
entropic unbalanced Gromov-Wasserstein has been used in
robust machine learning applications (Séjourné et al., 2020).
Despite their practicalities, theoretical understandings of
entropic (unbalanced) Gromov-Wasserstein are still nascent.
The recent work of (Salmona et al., 2021) studied the closed-
form expression of Gromov-Wasserstein between Gaussian
distributions in different dimensions. However, to the best
of our knowledge, the full theoretical analysis of entropic
Gromov-Wasserstein and its unbalanced version between
(unbalanced) Gaussian distributions in different dimensions
has remained poorly understood.
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Our contribution. In this paper, we present a compre-
hensive study of the entropic Gromov-Wasserstein and its
unbalanced version between (unbalanced) Gaussian distri-
butions when inner product is considered as a cost function,
which we refer to as entropic (unbalanced) inner product
Gromov-Wasserstein IGW). We also study its correspond-
ing barycenter problem among multiple Gaussian distribu-
tions. Our work complements the works of (Gelbrich, 1990),
(Janati et al., 2020) and (Salmona et al., 2021) when we
give an explicit explanation of the effect of the entropic
regularization on the OT and the geometric structure of an
optimal transport plan between Gaussians. More particu-
lar, our contribution is four-fold and can be summarized as
follows:

1. Balanced Gaussian measures: We first provide a closed-
form expression of the entropic inner product Gromov-
Wasserstein between Gaussian probability measures with
zero means. We demonstrate that the expression depends
mainly on eigenvalues of the covariance matrices of the two
measures. Furthermore, an associate optimal transportation
plan is shown to be also a zero-mean Gaussian measure.
Our analysis hinges upon an application of von Neuman’s
trace inequality (Kristof, 1969; Horn & Johnson, 1991) for
singular values of matrices.

2. Unbalanced Gaussian measures: Second, by relaxing
marginal constraints via Kullback-Leibler (KL) divergence,
we further study the entropic unbalanced IGW between two
unbalanced Gaussian measures with zero means. The main
challenge comes from the two KL terms that add another
level of constraint in the objective function. To overcome
that challenge, we show that the objective function can be
broken down into several sub-problems that can be solved
explicitly through some cubic and quadratic equations. That
leads to an almost closed-form formulation of an optimal
Gaussian transport plan of the entropic unbalanced IGW
between the unbalanced Gaussian measures.

3. Barycenter problem: Finally, we investigate the (en-
tropic) Gromov-Wasserstein barycenter problems with inner
product cost, which we refer to as (entropic) IGW barycen-
ter, among zero-mean balanced Gaussian measures. We
prove that the barycenter of zero-mean Gaussian distribu-
tions is also a zero-mean Gaussian distribution with a diago-
nal covariance matrix. Reposing on that Gaussian barycen-
ter, we can directly obtain a closed-form expression for the
barycenter problem when the regularized parameter is suffi-
ciently small, which is also the setting people widely use in
practice.

4. Revisiting entropic optimal transport between Gaus-
sian distributions. We note in passing that based on the
new proof technique introduced for computing the entropic
Gromov-Wasserstein between Gaussian distributions, we
revisit the entropic Wasserstein between (unbalanced) Gaus-

sian distributions in Appendix F and provide a simpler proof
than that in (Janati et al., 2020) to derive the closed-form
expression for that problem.

Paper organization. The paper is organized as follows. In
Section 2, we provide backgrounds for the (unbalanced)
inner product Gromov-Wasserstein and its corresponding
entropic version. Next, we establish a closed-form expres-
sion of the entropic IGW between two balanced Gaussian
distributions in Section 3 while proving that the entropic un-
balanced IGW between unbalanced Gaussian measures also
has a closed form in Section 4. Subsequently, we present
our study of the (entropic) IGW barycenter problem among
multiple Gaussian distributions in Section 5. In Section 6,
we carry out empirical studies to investigate the behavior of
algorithms solving the entropic Gromov-Wasserstein before
concluding with a few discussions in Section 7. Additional
proofs and auxiliary results are presented in the supplemen-
tary material.

Notation. We use the following notations throughout the
paper. For a non-negative definite matrix A, if we do not
specify the spectral decomposition of A, then generally, A, ;
or \;(A) denotes the i-th largest eigenvalues of A. For ran-
dom vectors X = (Xq,...,Xn)and Y = (Y7,...,Y,),
let K, be the covariance matrix between X and Y, which
means that (Kmy)i‘j = Cov(X;,Y;). For square matrices
A and B, we write A = Bor B < Aif A — B is non-
negative definite. For a positive integer n, we denote by
Id,, the identity matrix of size n x n while [n] stands for
the set {1,2, ..., n}. For any real number a, [a]T indicates
max{a,0}. Lastly, we denote by M ™ (X') the set of all pos-
itive measures in a space X’ and by N (v, ¥) the Gaussian
distribution in R? with mean ~ and covariance matrix 3
where d will be specified in each case.

2. Preliminaries

In this section, we first provide background for the Gromov-
Wasserstein distance between two probability distributions
and discuss its properties when using ¢>-norm as a cost func-
tion. Then, we present the formulation of an inner product
Gromov-Wasserstein problem between two (unbalanced)
Gaussian measures with a discussion about its geometric
properties.

2.1. Gromov-Wasserstein distance

Let 1 and v be two probability measures on two Polish
spaces (X,dx) and (), dy),and letcy : X x X — R and
cy : Y x Y — R be two measurable functions. Then, with
p > 1, the p-Gromov-Wasserstein distance between p and
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v, denoted by GW,,(p, v), is defined as follows:

< inf  Eppr|cr(X, X') — ey(Y,Y) y”) B
mell(p,v)

where (X,Y") and (X', Y”) are independent and identically
distributed with probability distribution 7 that belongs to the
set of joint probability distributions I1(, ), in which their
marginal distributions are the corresponding distributions p
and v.

Although the above problem always admits an optimal so-
lution (Vayer, 2020), it is computationally expensive as we
need to solve a quadratic optimization problem. For exam-
ple, when the dimensions of X’ and ) are m and n, respec-
tively, the complexity of solving the Gromov-Wasserstein
minimization problem is O(m2n+n2m) (Peyré et al., 2016;
Vincent-Cuaz et al., 2022).

2.2. Gromov-Wasserstein distance using /5-norm

Similar to the Wasserstein distance, there is no closed-form
expression for the Gromov-Wasserstein distance between
general distributions. Even in the important and specific
cases when the input distributions are Gaussian, we still do
not know if an optimal transport plan needs to be Gaussian
or not (Salmona et al., 2021). However, there are some
certain understandings of the Gromov-Wasserstein distance
when the cost functions are Euclidean norms (Salmona et al.,
2021; Vayer, 2020; Gelbrich, 1990),

1

2
( inf Em\X—X’II%—IIY—Y’II%!Q) )
m€ll(p,v)

where || - ||, and || - ||, are Euclidean norms on R and R™,
respectively.

Theorem 2.1. (Salmona et al., 2021) Let 1 ~ N (mq, Xo)
and v ~ N (my,%1) where mg € R™,m; € R™ are two
vector means and g € R™*™ and X1 € R™*™ are the
corresponding non-degenerated covariance matrices. Let
Py, Dy and Py, D1 be respective diagonalizations of ¥
and Y1. Let us define Ty : * € R™ — Py (v — mq) and
Ty :y € R® - P (y — my). The Gromov-Wasserstein
problem in equation (2) is equivalent to

> Cov(X2,Y2) +2||Cov(X, Y)|}
XNT();;:,LIL),Tl#y%: V( J ) || V( )HF

where X = (X1,..., X)), Y = (Y1,...
|-l is the Frobenius norm.

YT and

This theorem shows that the /5-norm Gromov-Wasserstein
problem is equivalent to first shifting two input distribu-
tions to have mean zeros and then comparing covariance
structures of the shifted distributions. After the shifting
step, the translation invariant property is no longer needed
and the problem is reduced to finding a match between the
covariance structures.

2.3. Inner product Gromov-Wasserstein

In this section, we will provide background on the inner
product Gromov-Wasserstein between two (unbalanced)
Gaussian measures with a discussion about its geometric
properties and the effect of an entropic regularization term
on an optimal transport plan.

Although the Gromov-Wasserstein distance with £5-norm
cost function has been used in several practical applications,
finding its closed-form expression has remained an open
problem due to its dependence on co-moments of order 2
and 4 of feasible transport plans (see Theorem 2.1) (Salmona
et al., 2021). In particular, they can only derive the upper
and lower bounds for GW5 (1, ) and they are even not able
to show that an optimal transport plan is a Gaussian distri-
bution. By considering the inner product cost function, our
work can be seen as the first step towards better understand-
ing and new insights on the ¢5-norm Gromov-Wasserstein
distance between Gaussian distributions. Note that proof
techniques ((Salmona et al., 2021), (Janati et al., 2020))
prior to our work to study the Gromov-Wasserstein distance
between Gaussian measures were quite complicated.

Now, we reintroduce the Gromov-Wasserstein using the
inner product as a cost function and its unbalanced variant.

Definition 2.2 (Inner product Gromov-Wasserstein).
(Salmona et al., 2021) Let X, X’ ~ p be i.i.d random multi-
variates in R™ while Y, Y’ ~ v are i.i.d random multivari-
ates in R™. Next, we assume that both (X,Y) and (X', Y”)
are jointly distributed as 7. Then, the inner product Gromov-
Wasserstein (IGW) problem is defined as

IGW(i,v) == min E,@,,{ [(X,X") — (v, Y’>]2}.

€I (p,v)

In this paper, we utilize an entropy-regularized approach by
adding the relative entropy term to the above objective func-
tion As a result, we have the following definition, named
entropic IGW, which is given by

IGW. (1, v) := min Eﬂw{ (X, X") — (¥, Y")] 2}

weIl(p,v)
+eKL(r|n®@v), ()

where € > 0 is a regularized parameter and KL(«||5) :=
[ log (g—g)da + [(dB — da) for any positive measures o
and 3. Given that the entropic IGW between Gaussian distri-
butions has a closed-form expression (see Theorem 3.1), it
might be useful for some applications such as graph match-
ing and word embedding alignment, which we leave for
future development.

Entropic unbalanced IGW problem: When p and v are
unbalanced Gaussian measures which are not probability
distributions, the entropic IGW formulation in equation (3)
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is no longer valid. One solution to deal with this issue
is by regularizing the marginal constraints via KL diver-
gence (Chizat et al., 2018). The entropic IGW problem be-
tween unbalanced measures, which we refer to as entropic
unbalanced IGW, admits the following form:

UIGW., ., (11, 1) := rnﬂin]ET@W{ [(X,X7) — (v, Y’>]2}

+ 7KL® (3 ||1) + TKL® (my ||v) 4+ eKL® (7||p @ v),
4)

where 7 > 0, 7 € MT(R™ x R") in the minimum, 7, and
my are the projections of 7 on R and R"™, respectively, and
KL®(a||8) := KL(a ® a||3 ® B). Using the quadratic-
KL divergence KL® (Séjourné et al., 2021) in place of the
standard KL will result in UIGW, - being 2-homogeneous,
i.e., if 4 and v are multiplied by 6 > 0, then the value of
UIGW. . (u, ) is multiplied by 62.

Invariant property: Unlike the />-norm Gromov Wasser-
stein in equation (2), which is invariant to both translation
and rotation (Salmona et al., 2021), our IGW, and UIGW_ .
only keeps unchanged under the latter transformation, which
is shown in the following lemma with a note that the KL
divergence is both rotation and translation invariant.

Lemma 2.3 (Invariant to rotation). Let 1 and v be two
probability measures on R™ and R™. Let T,, : ¢ — Op,x
and Ty, : y — Opy be two functions in which O,,, and
O,, are orthogonal matrices of size m x m and n X n,
respectively. Then, we have

IGW, (Tm#ﬂy Tn#”) = IGW, (,u> V),
where # denotes the push-forward operator.

The proof of Lemma 2.3 can be found in Appendix A.1.

Mean-zero assumption: As being discussed above, the
IGW, and UIGW, . are not invariant to translation, because
the IGW depends on the means of distributions, which is
apparently undesirable. To get around this cumbersome,
we assume that the means of two distributions are equal to
zero, which is equivalent to the shifting step as shown in Sec-
tion 2.2. Then, the translation invariant property is no longer
a concern, and the problem is reduced to working with the
covariance structures. By putting the mean-zero assumption,
we still follow the main idea of the Gromov-Wasserstein
distance, which is comparing the inner structures of two
input distributions.

3. Entropic Gromov-Wasserstein between
Balanced Gaussians

We present in this section a closed-form expression of the
entropic inner product Gromov-Wasserstein between two
Gaussian measures and a formula of a corresponding opti-
mal transport plan in Theorem 3.1.

Let 4 = N(0,%,) and v = N(0,%,) be two Gaussian
measures in R and R"™, respectively. To ease the ensuing
presentation, in the entropic IGW problem, we denote the
covariance matrix of the joint distribution 7 of 14 and v by

D) K,
Y= " . ®)

K, X
In addition, the rotation invariant property of entropic IGW
in Lemma 2.3 allows us to assume without loss of generality
that 3, and 33, are diagonal matrices with positive diagonal

entries sorted in descending order. In particular,

»)\u,m)v
Avn)- (6)

¥, = diag(Au1,- -
Y, = diag()\yyl, e

This step simplifies significantly the unnecessarily com-
plicated form of the general covariance matrix, since the
Gromov-Wasserstein depends on the eigenvalues of the co-
variance matrix. The following result gives the closed-form
expression for the entropic IGW between two balanced
Gaussian distributions.

Theorem 3.1 (Entropic IGW has a closed form). Sup-
pose without loss of generality that m > n. Let u =
N(0,%,) and v = N(0,%,) be two zero-mean Gaussian
measures in R™ and R", respectively, where 33, and %,
are diagonal matrices given in equation (6). The entropic
inner product Gromov-Wasserstein between i, and v then
equals to

n

IGW, (11, v) = tr(5]) + tr(22) =2 {M%,k B Z] +
k=1
53 [k (5)]

k=1

Furthermore, an optimal transportation plan of the en-
tropic IGW problem is a zero-mean Gaussian measure

7 = N(0,X,+), where

¥, K,
Ype = ! s (7)
(K: )T %,

isan

1
. " . +72\"
with K,U.l/ :dlag<|:>\#’kAV’k- I:l_m] :| )k;l
m X n matrix.

Remark 3.2. Tt can be seen that the quantity IGW_(u, v)
depends only on the eigenvalues of the covariance matrices
of u and v. In addition, as € — 0, IGW,(u, V) converges to
Dot Mk = Av) + D /\i,k’ which is the squared
Euclidean distance between covariance matrices >, and ¥,
In other words, IGW_(u, v) reflects the difference in the
inner structures of the two input measures. Regarding the
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optimal transport plan, when J,, and J,, are not diagonal,
the covariance matrix K, in equation (7) turns into

P,K;,P/.

1 +y3\"
where A7, = diag({[l i v W k} } )k , Py, D,
and P,, D, are the orthogonal diagonalizatlohs of ¥,(=
P,D,P[) and X, (= P,D,P,), respectively (see Ap—
pendix A.2 for the derivation).

K* ,new

nv

=P, DiAZLDEP] =

Proof Sketch of Theorem 3.1. The full proof of this theo-
rem is in Appendix A.2. First of all, we note that the objec-
tive function depends only on the covariance matrix of the
joint distribution and the KL term. Given a fixed covariance
matrix, the entropic term in equation (3) forces an optimal
transport plan for the entropic IGW problem to be a Gaus-
sian distribution (see Lemma 3.3 below). Subsequently,
Lemma 3.4 (cf. the end of this proof) is used to attack
the the determinant and the trace involving the covariance
matrix K, between X and Y. Then, the entropic IGW is
reduced to a minimization problem of single variables in a
particular interval, which has a closed-form solution. [

Lemma 3.3 (KL divergence minimum). Let Q, be the
Gaussian distribution in R% with mean v and covariance
matrix Y,. Denote by 11, ., the family of all probability
distributions in R% which have mean u and covariance
matrix X, and are dominated by Q).,. Then,

N(u,2,) = Fz}régnmin KL(P,||Q.).
w €Iy, 5,

The proof of this lemma is deferred to Appendix A.3

Lemma 3.4 (Eigenvalues, determlnant and trace) Let
UWAWVT be the SVD of ¥, KM,E
diag(x 2 Y, IS K is the k-th largest singular value

of S, 3 K,,%, . Here, AW is an m X n matrix, while U,,,,
and V,,,, are unitary matrices of sizes m X m and n X n,
respectively. Then,

, where Aﬁl, =

-1 with 12

nu,

(a) The values of Kuu.15- - ., Kuwn lie between 0 and 1.

(b) The determinant of matrix X, could be computed as
det(Xr) = det(2,)det(,) [T7Z; (1= Ky j)-

(c) We have tr (K}, K,) < 3% 4 My jA k. The
equality occurs when Uy, and V,,,, are identity matri-
ces of sizes m and n, respectively.

The proof of Lemma 3.4 can be found in Appendix A.4.

This lemma allows us to optimize the entropic IGW problem
between Gaussian measures y and v over the singular values

(Kuw.k)j—, of the matrix K, rather than the transport plan
« which is quite challenging to directly deal with. Part
(a) of Lemma 3.4 shows a representation of the covariance
matrix K, through its singular values, which is useful for
calculating its determinant in part (b). Our key technique
to derive the closed-form expression for the entropic IGW
lies in part (c) of Lemma 3.4. In that part, we utilize the
von Neumann’s trace inequality which says that the sum of
singular values of the product of two matrices is maximized
when their SVDs share the same orthogonal bases and their
corresponding singular values match that of each other by
their magnitudes. Specifically,

Lemma 3.5 (von Neumann’s inequality). (Kristof, 1969)
Let Ay, ..., A, be fixed complex matrices and Z+, . . ., Zy,
run independently over all unitary matrices, all matrices
are of size m X m. Let g1, ...,y be the singular val-
ues of Ay for all k € [n], all in the same sense mono-
tonically ordered. Then, the maximum of the real part of
tr([Z1A1] ... [Z,Ay)) is given by 3% g . . . ane

In comparison with previous works such as (Janati et al.,
2020) and (Salmona et al., 2021), we have a direct attack
to the problem by figuring out a detailed formula for the co-
variance matrix and utilising the von Neumann’s inequality
to avoid solving a complicated system of equations of the
first derivatives of the objective function.

Remark 3.6. In the step of applying part (c) of Lemma 3.4,
the equality of the von Neumann’s inequality for
tr(KJl,K L) Can occur in many cases (see Appendix A.4).
Therefore, the optimal transport plan mentioned in Theo-
rem 3.1 is not unique. For instance, 7’ = N(0, X, ) where

*
) _ EN K;w
T = )

-K;, X

is also an optimal transport plan.

4. Entropic Unbalanced Gromov-Wasserstein
between Unbalanced Gaussians

In this section, we consider a more general setting when the
two distributions p and v are unbalanced Gaussian measures
in R™ and R", respectively. Specifically,

n= mHN(Om7 2#)?
v= muN(Ona Eu)v )]

where m > n; m,, m, > 0 are their masses and X,,, ¥,
are given in equation (6). Here, i and v do not necessarily
have the same mass, i.e., m,, could be different from m,,.
For any positive measure «, we denote by & the normalized
measure of «. Thus, 7 = N (0,,,%,) and 7 = N (0,,%,).

Under the setting of entropic unbalanced IGW, we denote
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the covariance matrix of a transportation plan 7 by

Ex Ka:y
Se=| 7 : ©)
Kry Ey
where Y, and X, are covariance matrices of distributions
m, and 7, respectively.

Note that the objective function of entropic unbalanced
IGW in equation (4) involves two new KL divergence terms
compare to that of the entropic IGW problem. Thus, before
presenting the main theorem of this section, we introduce
a tight lower bound for the KL divergence between two
Gaussian distributions in the following lemma.

Lemma 4.1 (Lower bound for KL divergence). Let 7 be
given in equation (9), Ay = (Ag ;) be the eigenvalues of
Yy, and Ny = (N, ;)= be the eigenvalues of %,,. Similarly,
we define A, for ¥, and \,, for ¥,,. Then, we find that

(a) KL(T,|[70) > 5 3570 @ (Aaihy i)
(b) KL(Ty|7) > 3 X7t W (A0 5)s
(¢) KL © 7) = KL(z.|[7) + KL(7, )
+ % Zk:l IOg(l - sz,k)’
where ¥(x) = . —log(x) — 1, and( % )iy are singular

—1
values of matrix ¥z * KgcyEy

The proof of Lemma 4.1 is in Appendix A.5. Next, we
define some functions and quantities that will be used in our
analysis. Given 7,¢ > 0, let

e1t
Gerrot (@,30,8) = 2+ + ¢ [log(ay) — log -

4-s ()2 23]
her(@ia) i= 2% + (r +€) |- —log (Z) —1];

0k, ¢x) == argmin ge r 4 (z,y; Ay xAvk), k € [n];
z,y>0

+r+o) [

p = argmin he (x, A\, ), k=n+1,...,m;

x>0
for any z,y, a,b > 0. The detailed calculation of (¢x)7"
and (¢)7_, can be found in Appendix B.

Now, we are ready to state our main result regarding the en-
tropic unbalanced IGW between two unbalanced Gaussian
distributions.
Theorem 4.2 (Entropic unbalanced IGW has a closed
form). Let p and v be two unbalanced Gaussian distribu-
tions given in equation (8). Then, the entropic unbalanced
IGW between 1 and v can be computed as follows:

2 2)

UIGW. ; (1, v) = mZ.T* + eKL(m2. |m,
+ r{KL(mZ.|m?) + KL(m2. ||my>}, (10)

where

( )TiE { _T* }
Myx = (MM, )27+ exp —— ¢,
" P1o@r 1o

T = Z gs;r,-l—((pka (bk; )\u,kn )\l/,k)

k=1

+ Z ha,‘r(@k;Au,k)'

k=n+1
Furthermore, an optimal transportation plan is an unbal-
anced Gaussian measure ™™ = m«N (0, X+ ), where
S > K3,
T —
T
(Kz,) X

in which o= diag(gﬁk)m ¥y = diag(cék)zzr and

k=1
= diag (wk) | IS an.m X n matrix with
£ 14 3
=41 - , } ,
Y {[ 2%@6] Ok P
forallk € [n)].

Remark 4.3. Similar to IGW,(u, v), equation (10) shows
that UIGW, (i, v) still depends on the eigenvalues of the
covariance matrices of p and v via the quantity Y*, the
detailed calculation of which is deferred to Appendix B. In
addition, as p and v are assumed to be unbalanced in this
case, the masses of these two measures are also included in
the closed-form of UIGW,_(u, v).

Proof Sketch of Theorem 4.2. The full proof of this theo-
rem can be found in Appendix A.6. Recall that feasible
transport plans 7 in the problem (4) are not necessarily
probability measures. Therefore, we aim to optimize over
the shape 7 and the masses m, of 7. To do so, we separate
those two factors in the objective function (4) as follows:

m2 Y + eKL(m?||m;m3)
{KL(m2[m2) + KL(m2m2)}, (1)

where
Y = Ergr [(X, X') —
(e + T){KL(mm) + KL(ﬁyHD)}.

(v, Y"))? 4 2¢KL(7 | p @ »)

(12)
Shape optimization. In a similar fashion to the proof of
Theorem 3.1, we show that the sum of the expectation and

entropic terms in equation (12) depend only the covariance
matrix >, of 7 as below:

n
e\t
Il + IlE=2 3 (Aodor = 5)

+ Ekz_:l [1og()\$7k)\y)k) —log grr,
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where Az, Ay, A, and ), are defined as in Lemma 4.1.
Putting this result together with parts (a) and (b) of
Lemma 4.1, the problem (12) is reduced to

n
)\TI’I}\IUI;O { ]; gs,T,+(>\m,k, )‘yyk; Amk, Au,k)

m

+ Z hs,‘r()\a;,k;Au,k)}-

k=n-+1

Finally, Lemma C.4 (in Appendix C) allows us to optimize
each summation term in the above problem independently
but still preserving the decreasing order of eigenvalue se-
quences (A, x)7_,. Eventually, we obtain the optimal value
T*, which will be calculated in detail in Appendix B.

Mass optimization. Based on the equation (11), the op-
timal mass m« is the square root of the minimizer of the
function

f(x) = xT*—&—EKL(mHmZmE)
+ r{KL(z|m2) + KL(allm) },

which is obtained by solving the equation f'(z) =0. O

5. (Entropic) Gromov-Wasserstein
Barycenter of Gaussian Distributions

In this section, we consider the problem of computing the
(entropic) Gromov-Wasserstein barycenter of 7' Gaussian
measures (i1, ..., 7 defined in spaces of various dimen-
sions. To tackle this problem, we need to fix the desired
dimension of a barycenter, e.g, d, and choose beforehand
the positive weighting coefficients «;,...,ar such that
Zle ay = 1 associated with the measures pq, ..., ur.
Here we allow the dimension of the barycenter to be flexi-
ble, since the given Gaussian measures could be in different
dimensional spaces. Then, the barycenter of 7" positive mea-
sures under the inner-product Gromov-Wasserstein distance
is defined as follows:

Definition 5.1 (Inner product Gromov-Wasserstein
barycenter). Let i, be a positive measure in R™* for any
¢ € [T]. Let ay,...,ar be positive constants such that
Z;szl o¢ = 1. The inner product Gromov-Wasserstein
(IGW) barycenter of {us, ap}?_, is defined as the proba-
bility distribution of the random vector Y in R? which is a
solution of the following problem

arg min
Xervpes dim(Y)=d;
(X,Y), (X3, Y )~y

13)

where in the above minimum, (X,,Y") and (X, Y”) areii.d
random vectors foreach / =1,....T.

T
> air, e, { (X0 X0) = (v, V)]

Based on this definition, the following theorem provides a
closed-form expression for the IGW barycenter of T" Gaus-
sian measures.

Theorem 5.2 (Inner product Gromov-Wasserstein
barycenter has a closed form). Ler uy = N(0,%) be
Gaussian distribution in R™ for all £ € [T, where ¥; =
diag (/\gﬁi);:zl is an my X my positive definite matrix. Let d
be a positive integer and assume that d < max,c|r) my, the
IGW barycenter of the formulation (13) admits a Gaussian
solution: p* = N(0,X,+), where
%, = diag(Ae ;)7

J=1
inwhich A« j = S_, e jlj<m, forall j € [d].

The proof of Theorem 5.2 can be found in Appendix A.7.
Subsequently, we define the formulation of the barycenter
of positive measures using the entropic IGW.

Definition 5.3 (Entropic inner product Gromov-Wasser-
stein barycenter). Let u, be a positive measure in R™*
forany £ € [T]. Let oy, . .., ar be positive constants such
that ZeT:1 oy = 1. The entropic inner-product Gromov-
Wasserstein barycenter of {4, g }7_; is defined as the prob-
ability distribution of the random vector Y in R? which is a
solution of the following problem

T

. 2
arg min Z ozg{Emyy@)My [(Xg, X)) =Y, y’>]
XoropuesY ERGY mopts o=

(Xe,Y), (X3, Y )~mg y

+ eKL (7,

e}, (14)
where in the above minimum, {X;} and {X,} are ii.d.
random vectors and Y and Y are i.i.d. random vectors.

From that definition, we have the following result for the
entropic IGW barycenter of 7' Gaussian distributions.

Theorem 5.4 (Entropic inner product Gromov-Wasser-
stein barycenter has a closed form). Let iy = N(0,%)
be Gaussian distribution in R™ for all £ € [T], where
Yo = diag()\gﬂ»);izl is an my X my positive definite ma-
trix. Let d be a positive integer such that d < maxc(r) my.
Define dy = min{d, my}. Let € be a positive constant satis-

fying

e <2 {A; + (A2 —eB))F}, (15)

and A% > eBj for any { € [T] and j € [d], where
Aj = Yioy aedeglica, and By = 33, aglj<a,. Then,

, the barycenter of the formulation (14) admits a Gaussian
solution which has the form: p* = N(0,X,,+), in which
Sy = diag(Ay )=, with

T
g
Apsj = E OégAngde {1— T }
5 ‘ Aej[Aj + (A3 —eBj)?]
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The proof of Theorem 5.4 is in Appendix A.8.

Remark 5.5. In the above theorem, we need a set of con-
ditions for ¢ that could be satisfied when ¢ is small, which
is often chosen in practice. When ¢ is not small, then the
readers could follow the guideline in Lemma C.5 in Ap-
pendix C to find the covariance matrix X,,-. The proof of
Theorem 5.4 needs the below lemma to show the existence
of a Gaussian minimizer.

Lemma 5.6. Let Qx = N (v, X.) be a Gaussian distribu-
tion in R™ and Py be a probability distribution with mean
vy € R™ and covariance matrix ¥,. Denote by II(Q x , Py)
the family of all probability distributions in R™™ which
have marginal distributions QQ x and Py, and covariance
DD Y
i Iy

xy

matrix Yxy ( ) Here, %, and ., are non-

degenerate covariance matrices of size m X m and n x n,
respectively. Then,

N(e, )", Sx,y) €  argmin

Px,y €l(Qx,Py)

The proof of Lemma 5.6 is in Appendix A.9.

6. Empirical Studies

In this section, we will use the derived closed-forms to
inspect the behavior of algorithms solving entropic Gromov-
Wasserstein problem, in particular those studied in (Peyré
et al., 2016). We use the implementation of these al-
gorithms in Python Optimal Transport library (Flamary
& Courty, 2017). The implementation is available at
https://github.com/Intk/egw_gaussians.
Projected mirror descent for IGW, (Figure 1). The al-
gorithm in (Peyré et al., 2016) reads

Y = —D,PY Dy,

P — min (P,C") —cH(P),
PcIl(a,b)

in which D,, Dy, correspond to inner product cost matrices
on supports of uy and vy, II(a, b) is the set of discrete
couplings {P € RV*N . P1y = a,PT1y = b}, and
(P,CY) =37, iciny Pijci(;). Here, we setm = 2,n = 3
and sample N (between 10 and 2000) data points from
N(05,%,,) and N(03, %, ), in which 3, and ¥, are diago-
nal matrices whose diagonal values are uniformly sampled
from the interval [0, 2]. The regularization parameter ¢ is
chosen from {0.5, 1, 5}. We plot means and one standard-
deviation areas over 20 independent runs for each N. As ex-
pected, with more samples we can approximate |GW_ more
accurately. However, since this algorithm only converges
to a stationary point, there might still be a gap between the
converged value and the optimal value.

KL(Px,y||Qx @ Py).

—— empirical
-== true

i

500 1000 1500 2000

—— empirical
--= true

—— empirical
-== true

2
0 500 1000 1500 2000 0 500 1000 1500 2000 0

# of samples

Figure 1. Empirical convergence for (Peyré et al., 2016) in com-
puting IGW,.. From left to right: ¢ = 0.5, e = 1 and e = 5.
The red dashed lines correspond to the theoretical optimal values
from Theorem 3.1, while the blue lines and shaded regions are the
means and standard variations of the objective values computed
according to (Peyré et al., 2016), respectively.

1.80 P 2.25 o
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=== true

1.72

1.52 1.85 32

1.48

SIS R N — - [0
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Figure 2. Empirical convergence for (Séjourné et al., 2021) in com-
puting UIGW, . From left to right: ¢ = 0.5,e = lande = 5
while 7 is fixed to 1. The red dashed lines correspond to the the-
oretical optimal values from Theorem 4.2, while the blue lines
and shaded regions are the means and standard variations of the
objective values computed according to (Séjourné et al., 2021),
respectively.

Alternating minimization for UIGW, . (Figure 2).
Next, we use the closed-form for the unbalanced formu-
lation (see Theorem 4.2) to demonstrate the convergence
of a recently proposed algorithm (Séjourné et al., 2021, Al-
gorithm 1), solving a bi-convex relaxation of the problem
(4), which is tight for negative semi-definite kernels and the
mass balance between two measures (Séjourné et al., 2021,
Theorem 4). Thus, we will only consider two measures of
the same mass in this section, and the setting is essentially
the same as the previous section as follows: m = 2,n =3
and we sample N (between 10 and 2000) data points from
N(02,%,) and N'(03,%, ), in which £, and X, are diago-
nal matrices whose diagonal values are uniformly samples
from the interval [0, 2]. The regularization parameter ¢ is
chosen from {0.5,1,5} and 7 is set to 1. We plot means
and one standard-deviation areas over 20 independent runs
for each N. The observed behavior is also similar to what
we saw previously: the approximation quality for UIGW, .
increases with more samples.

Visualizing optimal transportation plans of for n =
m = 1 (Figure 3). Now we take a look at the trans-
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o
=
iy
=
]

GW-Theory

eps=0.1 eps=1.0 eps=20.0 eps=40.0 eps=80.0 eps=100.0

Figure 3. Empirical transportation plans between 1-dimensional
Gaussians (0, 2) and AV (0, 10). From left to right: ¢ = 0.1,e =
1,6 =20,e = 40, = 80,¢ = 100. The first rows present plans
returned by (Peyré et al., 2016) and the second row corresponds to
theoretical plans in Theorem 3.1.

portation plans computed by the above algorithm for dif-
ferent values of €. Specifically, we create 1000-bin his-
tograms of N(0, ) and N (0, 5) (which will be p and
vy with N = 1000) in which a = 2,8 = 10, and set
e € {0.1,1,20,40,80,100} (values in this set are chosen
based on ). The algorithm is run till convergence (with
tolerance 10~?) and the plans are plotted in Figure 3. It
is apparent that the plans returned by the projected mirror
descent algorithm are Gaussians and resemble our theoret-
ical ones (except for the case € = 1, but noting that when
n =m = 1,if N(0,(7 3)) is an optimal plan for IGW,,
s0is N'(0, (%, 75/ ).

Alternating minimization for the barycenter problem
(Figure 4). Given T discrete measures {,ug\z,) iT:p a set
of weights {a;}_, cost matrices C® corresponding to
measure ,ug\l,) and a probability vector p, (Peyré et al., 2016)
proposes an alternating minimization scheme to find a d-
dimensional barycenter u of {,ug\l,)}iT:1 with probability
mass p, i.e., finding the cost matrix C' on the support of
this barycenter. In our case of inner product metric, C'is a
Gram matrix, and we can recover the supports of j via the
Cholesky decomposition C = LLT where L € RN*Y and

choosing the first d columns of L. In our setting, for ¢ € [T,
we choose ) = S % 0x, where X; ~ N(0,5),

CY = (X}, X)) for k,l € [N] and p = 15/N. Specif-
ically, we consider N = 1000,7 = 3,21 = 5 23 =
diag(10,1), 24 = diag(2,1,1), a = (0.3,0.6,0.1) and
d = 2. The regularization parameter ¢ is set to 0.1, which
satisfies all the constraints in Theorem 5.4. After finding N
support points for . by the discussed method, we compute
the sample covariance matrix s, perform orthogonal diago-
nalization, and apply the corresponding transformation to
the support. We then compute its sample mean and sample
covariance matrix, and compare the Gaussian with these
statistics with our theoretical optimal plan (see Figure 4). It
is worth noting that any orthogonally-transformed version

of the found barycenter is also a barycenter of { ug\i,) .,

Figure 4. Visualizing the barycenter. The blue points correspond to
one possible set of support for the computed barycenter by (Peyré
et al., 2016) (see discussion). The blue contours are the rotated
version of the Gaussian fitted to this support set (for comparison).
The red contours represent the theoretical barycenter whose form
is presented in Theorem 5.4.

under the Gromov-Wasserstein setting.

7. Conclusion

In this paper, we provide a comprehensive study of the
entropic (unbalanced) inner product Gromov-Wasserstein
(IGW) between (unbalanced) Gaussian distributions. We
demonstrate that the optimal transportation plan is (unbal-
anced) Gaussian distribution. Based on that result and a
novel application of von Neumann’s trace inequality, we
derive the closed-form expression for the entropic (un-
balanced) IGW between these distributions. Finally, we
also consider the (entropic) Gromov-Wasserstein barycenter
problem of multiple Gaussian measures. We prove that the
barycenter problem admits a Gaussian minimizer and obtain
the closed-form expression for the covariance matrix of the
barycenter when the entropic regularization parameter is
small.
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Supplementary Materials for ‘“Entropic Gromov-Wasserstein between
Gaussian Distributions”

In this supplement, we first provide proofs of remaining lemmas and theorems in Appendix A. Then, we present how to
derive a closed-form formulation for Y* in Theorem 4.2 in Appendix B. Auxiliary results are presented in Appendix C while
another proof of Lemma C.4 is in Appendix D. We highlight the issue of obtaining closed-form expression for entropic
inner product Gromov-Wasserstein between non-zero means Gaussian distributions in Appendix E. Finally, we revisit the
entropic optimal transport between (unbalanced) Gaussian distributions in Appendix F and provide a simpler proof than that
in (Janati et al., 2020) to derive the closed-form expression for that problem.

A. Proofs of remaining results

This appendix is devoted to provide the proofs of lemmas and theorems presented in the paper.

A.1. Proof of Lemma 2.3
Firstly, note that when 7’ € II(T,, #u, T,,#v), there exists w € II(u, v) such that (T,,, T, )#m = ©’. Therefore, we have
Even (X, X') = (YY) = Bz, 1) x0T o) tin (T X, T X') = (Y, T,Y))?
= ETF®7T[<X7 X/> - <Y7 Y/>]2' (16)

Next, we will show that 7 is absolutely continuous w.r.t ¢ ®v if and only if 7’ is absolutely continuous w.r.t (T, #uQ T, #v).
Assume that 7 is absolutely continuous w.r.t i ® v. Consider two arbitrary Borel set U, V' such that

(Tm#ﬂ)(U) X (Tn#y)(v) =0,

which is equivalent to p(7,,*(U)) x v(T,;1(V)) = 0. Since 7 is dominated by p ® v, we have 7(T,,*(U), T, 1(V)) = 0,
or equivalently,

7' (U, V) = [(Tyn, T)#7|(U, V) = 0.

Thus, the first part of the above statement is proved, and the second part is obtained similarly. It follows that the KL terms
used below are well defined.

Notice that dr’(z,y) = dn (T, (z), T;; *(y)), d(Tm#p)(z) = du(T,, (x)) and d(T,,#v)(y) = dv(T, 1 (y)). Therefore,

’ n n

by changing of variables z — T,,,(u) and y — T),(v), we get

KL(7' (T #p) @ (Tn#v)) (17)

- / tos (d(Tm#udﬁ;c(fd’(yT)n#u)<y)> dr'(@.3)

_ d' (T (u), T (v))) et (T (o e (T () T
—/bqﬁmﬁmmwwm#mﬂ@ﬁwmm<wmnuw(mxmm»

= [lo _dm(w.v) 7 (u,v
= [ (Gt ) e
=KL(n||p @ v), (18)

with a note that |det(7), (u)| = |det(O,,)| = 1 and |det(T),(v))| = |det(O,)| = 1 since O, and O,, are orthogonal
matrices. Putting the results in equations (16) and (18) together, we obtain the conclusion.

A.2. Proof of Theorem 3.1

Firstly, we will show that

IEW@W{ [(X, X"y — (v, Y’>]2} — tr(32) + tr(52) — 2tr (K, Ky ). (19)
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Indeed, we have
Eror{ [(X, X') = (V,Y)]*} = Engn (X, X)? + Exgn(Y,Y")? = 2Engn(X, X')(Y,Y").

As  is a coupling of two zero-mean distributions p and v, 7 also has mean zero. Combining this result with the independence
between X and X’ and Y and Y leads to

Eror(X,X")? =tr(X2) and Eqg.(Y,Y')? = tr(3).

Meanwhile, we have

n

Erge[(X, X')Y,Y")] = Engn [ZZX XyYj| = > 2 Erer XV, B[ X[Y)] = 10 (K1, Ki)
i=1 j=1 i=1 j=1

Putting the above results together, we obtain the desired equality (19). It indicates that we can rewrite the formulation of
IGW,(u, v) as follows:

IGW.(j0:0) = t(52) + (%) +_in {KL(rlp o v) =2t (K], Ku) 20)

To solve the minimization problem (20), we firstly fix the matrix K, , therefore, the covariance matrix of 7 is also fixed
due to equation (5). By Lemma 3.3, the optimal transport plan of this problem needs to be a Gaussian distribution. Thus,
according to Lemma C.3 in Appendix C and part (b) of Lemma 3.4, the entropic term in the objective function reads

det(ZwX,,j))}

eKL(r||u ® v) = %e{tr (Zx Zué)u)_(m+n)+10g( det ()

:—fZlog n,“”

where ([, 3 )™, are singular values (in descending order) of matrix X, H K5, By applymg part (c) of Lemma 3.4,

1
the optimal value of the term tr (KHT,,K v ) is achieved at K, = S diag([k,1] 2 2) k:123 . Therefore, the optimization
problem (20) reduces to

IGW. (1, v) = tr(2) + tr(S2) —  max {ZAMAVWUH Zlog n,wk}

K,k €[0,1)

The function f(z) = az + §log(1 — x) for a > 0 determined in the interval [0, 1) attains its maximum at x = [1 — =] "

Thus, 7, = [1-— m}+ for all k € [n], and

IGW, (1, v) = tr(32) + tr(32) — 2i (’\ka/\l’a’f B E>+ + g [log(/\”’k)‘”’k) ~log (Z)} K
k=1 k=1

Additionally, we have

K;, = diag({)\;t,k%,k [1 - W}Jr}é):_l'

As a consequence, the proof is completed.

When X, and ¥, are not diagonal: The value of IGW,(y, v) still remains according to Lemma 2.3 but the optimal
transport plan does not. More specifically, the equality conditions mentioned in part (c) of Lemma 3.4 will be no longer
valid. Instead, let P, D, and P,, D, are the orthogonal diagonalizations of ¥, (= P,D,P/) and ¥,(= P,D,P,),
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1 _1 1
respectively. By using the same approach as in Lemma 3.4, let UWAEWVMTU be the SVD of matrix X, * K, %, * where

1 1 1 1
Az, = diag([nuu,k}%)zzl, we have K, = X3 UWA[‘;VVJI,EE. Therefore,

n

< Z )\u,i)\u,i"iuu,i .

i=1

The equality occurs when U, = P,, and V,,, = P,. Hence, the covariance matrix K ;V in this case turns into

*,NEwW % % T % % % % * T
K = 2 P,A3, P S = P,Di AR DEP, = PK:, P, .

A.3. Proof of Lemma 3.3

Let g, and p,, be the probability density functions of distributions @), and P,, respectively, whereas q,, be the probability
density function of the Gaussian distribution Q,, in R4 which has mean u and covariance matrix ¥,,. Then, we have

KL(PuIIQU)=/ pulog&dw=/ pulog&dwr/ pulog 2z
R Qo Rd qu R Qv

= KL(P,||Qu) —|—/ Py log q—udm
Rd Qv

> / py log q—udx.
Rd

The equality happens when P, = @,,. Now we prove the lower bound is constant.

Note that

/pu log ¢, = E,, [log(qy)] = E,, [ — %log [(ZW)ddet(Ev)] - %(:r —0) 2 e — v))}

1 -
= *iEpu (z—v)' 2 Yz - v)] + const
1 -
= fiEp“ (z—u+u—v)"8 (z—u+u— v)] + const
1 -
= _iEp“ (z—u)" 2Nz —u) + 2@ —u) 2 u—v) + (u—0) 2 (u— v)} + const
1 -
= _iEp“ (z—u) "2z — u)] + const
1 . Ta—23o—1
= —§Epu (x—u) 3,28, 2 (z — u)} + const

1
2

1 1
—5Es. {tr (o2 (z—u)(z —u) X, 2)} + const

1 _1 _1
=—3 tr (3, 28,5, ?) + const. (1)

Similarly, we have E,, [log(qu)} is a constant. Hence, the proof is completed.
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A.4. Proof of Lemma 3.4

1 1 1
(a) We start with decomposing the matrix K, as K, = ¥ UWAﬁ,,VII,ES . It follows from the fact ¥, is non-negative
definite that

S, = K5 Ky,
& = BV (M) UL U ARV 3
&%, = IV ALV T2
& 1d, = VA, V)

pvo

where AW = diag(/ﬁﬂwk)zzl is an n X n matrix. Since V,,,, is an unitary matrix, all eigenvalues of matrix Auw which are
(Kuw.k)7—,, belong to the interval [0, 1].

(b) By the definition of matrix 3, we have

det(S,) = det(E,)det (S, — K5, K,.)

prp

- det(E#)det(Ey)det( Id, —VWAWVJ,,)
= det(S,)det(S,) [ [ (1 = Kpi)-
k=1

The third equality results from the fact that all eigenvalues of matrix Id,, —VWAWVJV are 1 — Ky for k € [n].

(c) Using the decomposition of matrix K, in part (a), tr (K], K, ) can be rewritten as

nv

tr (B2 Vi (AR) TUL S, U ARV SE) = tr ([VW(AEV)T] [U],5,] [V A2 [VMTUEVD.

Applying the generalization of the von Neumann’s inequality (Kristof, 1969; Horn & Johnson, 1991) for singular values
with a note that the equality happens when U,,,, and VMTV are identity matrices, we obtain

n
tr (K;VK/—“/) S Z )\y,,i)\ll,’L'K’[Ll/,i'
i=1

Hence, we obtain the conclusion of this lemma. It is worth noting that the equality for the above inequality can also occur in
other cases, for example, when U, = 1d,,,V,,, = —1d,, or when U, = —1d,,, V,,, = Id,.

A.5. Proof of Lemma 4.1

By the formula for KL divergence between Gaussians in Lemma C.3 in Appendix C and applying the von Neumann’s trace
inequality (Kristof, 1969; Horn & Johnson, 1991), we have

. det(X
KL(T 1) = 5 {tr (322,7) —m + log (dztizp}
1 Ui )\x,i )\z,i
> 5 Z{/\lm — log (/\,M') B 1} .

Similarly, we find that
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For the last equality, KL(7||& ® 7) is equal to

(552 — o) g (20Z) )

2 det(X,e0)
= %{ tr (S.2,") +tr (3,5, ") — (m+n) —log (W) - g:llog(l — sz’k)}
— KL(7 ) + KL(7, |7) - ;élogu — Ry):
The first equality results from the form of the matrix g, = i ngn
nxm v

A.6. Proof of Theorem 4.2

For the sake of computing, we will firstly show that all quadratic KL terms in the objective function (4) can be transformed
to their normal versions as follows:

KL®(my || 1) = 2m3KL(T[|) + KL(m2||m?,), (22)
KL®(m,[lv) = 2mZKL(7, |7) + KL(m7|m}), (23)
KL® (7|l ® v) = 2m2KL(7||t ® 7) + KL (mZ|m2m}). (24)

By applying parts (ii) and (i) of Lemma C.1 in that order, we get the equation (22)
KL? (7, || 1) = KL® (mp |, a)
21T (= |17 2 m?r 2 2
= m‘n'KL (,/Tﬁuu) + mg, IOg W + (my - mﬂ)
I
— 2m2KL(, |[2) + KL(m2 [m2).
The equations (23) and (24) are obtained similarly. As a result, the objective function in equation (4) can be rewritten as
m2Erer{ [(X, X') = (V,Y")]*} + e{2m2KL(77 @ 7) + KL(m2||m2m?) }
+ r{2m2KL(m, ) + KL(m2[[m2) + 2m2KL(7, |7) + KL(m2[m?) }
=m2 T + eKL(mZ [mZm?) + r{ KL(m2 |m2) + KL(mZ |m?) }, (25)
in which Y is defined as
Y= ]Emﬁ{ [(X,X) — (Y, y’>]2} + 2eKL (7| ® 7) + QT{KL@H,;) + KL(ﬁyHE)}. (26)

Now, we will divide the rest of the proof into two parts: shape optimization and mass optimization.

Shape optimization. The problem of interest now is minz Y. We will first prove that the optimal shape 7 is a zero-mean
Gaussian measure. Denote by (u,v) and ¥, the mean vector and covariance matrix of 7 where v € R™ and v € R™. Let
Z=X-u,Z'=X'"—uandT =Y — v, T =Y’ — v. According to Lemma C.7, we have
Esor{ [(X,X) - (v,Y")]*}
2
~Erga{[{Z,2') = (T, 7))} + 207 Syu — 40" Sov + 20" S0 + [[luf? = o]

2
=tr(%2) + tr(Efl) — 2tr(K:;rway) +2u' Spu — du' Spyv 420" By + [||u||2 - ||v||2} .
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The second equality is obtained by using the same arguments for deriving equation (19). Let us fix the covariance matrix
and mean vector of 7, therefore, the value of the expectation term in equation (26) is also fixed. Then, Lemma 3.3 indicates
that 7 needs to be a Gaussian measure. while Lemma C.3 forces its mean to be zero.

Consequently, the problem minz Y is reduced to
T = agin { tr(52) + tr(22) — 2tr(K), Kuy) + 2eKL(7| 5 ® ) + 27KL(7, | 1) + QTKL(ﬁyHD)} 27)

Using the same arguments as in Theorem 3.1, we obtain that the minimum value of
tr(32) + tr(32) — 2tr(K,), Koy) + 26KL(7 || © )

is equal to

”/\75”3 + ||/\y||§ - 2; (/\x,k)\y,k - %)Jr + 5; {log(/\x7k)\y7k) — log %}Jr

Combining this result with parts (a) and (b) of Lemma 4.1 implies that the problem (27) is equivalent to

T" = min {29574» Axk»)\ylm w.ko uk Z h’ET z,k3 ,uk)}

Aoy >0
v k=n-+1

with note that (A, )5, and (\, x)7_; are decreasing sequences. By Lemma C.4, each summation term of the above
problem can be optimized independently but still preserving the order of (A, x)7_, as follows:

n

T = Z N min S 9e,1,+ (/\J;,ka /\y,k; )\u,iv /\ Z min k. 'r()\JL ks /\;L k)

1 m,lm)\y,k 0 +1)\$ k>0

A detailed calculation of T* is deferred to Appendix B.

Mass optimization. Finally, based on equation (25), the optimal mass is obtained by taking the square root of the
minimizer of the following problem:

m2. = argmin f(z) := Yz + cKL(z Hm m )—i—TKL(mHm ) + 7KL (z||m?).
x>0

T+e

= (m,m,)?+< exp {2(5772-5)} Hence, the proof is completed.

Nl

By part (c) of Lemma C.6, we obtain m» = (z*)

A.7. Proof of Theorem 5.2

Firstly, let Ky, be the covariance matrix between X, and Y while v and ¥, be the mean and covariance matrix of Y,
respectively. By Lemma C.7, the objective function in equation (13) is rewritten as

T T
>~ @By m, { (X0 X0 = (VY] =37 a{Eny e, [(Xes X0) = (¥ =0, Y7 = 0)]* + 20750+ o).
_ {=1

As 3, is a positive definite matrix, we have 20" £, v + [[v||* > 0 when v # 0. Therefore, the barycenter y* must have
mean zero. Next, we denote by ¢ ; and ), ; the ith largest eigenvalues of X, and X, respectively. By using the same
arguments for deriving equation (19), we get

T T
> iEn, o, { [(X,, X)) — } - Z ag{ Z A2, —2tr (K[ Key) + Z A2 J}
=1 =1

j=1
According to parts (a) and (c) of Lemma 3.4, we have

min{d,m,}

(K Ke) < Y Ayjress
j=1
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where the equality happens when (Xy); = /A¢;Z; and Y; = /A, ;Z; with (Z;); are i.i.d. standard normal random
variables. Thus, the problem now is reduced to minimize

T min{d,mg} T
Z {Z)\ Z )\%j)\g’j} Z{ y.7 2Ay7j2a5)\g7j1j§m[}.
£=1 j=1 j=1 (=1

This quantity has a quadratic form, so it attains its minimum at

T
Ay = Zaf)‘f,jljgmg; Jj € d.
=1

Hence, we obtain the conclusion of the theorem.

A.8. Proof of Theorem 5.4

Firstly, we will show that the barycenter ;1* has mean zero. Let K, be the covariance matrix between X, and Y while v
and XJ,, be the mean and covariance matrix of Y, respectively. By Lemma C.7, the objective function in equation (14) can be
rewritten as

M=

ae{Eryome,, [(Xe, X0) = (VY] + eKL(mey e @ 1) |
4

Il
—

-

ae{Br, yom, [(Xe, X0) = (¥ =0,V = )" + 20T S0 + ol } + eKI( ).

~
Il
—

Note that 7, and py ® p share the same mean and KL divergence is invariant to translation, which make the quantity
KL (7| e ® 1) become independent of the mean vector of 7, ,,. Additionally, as 3, is a positive definite matrix, we have
20" S, v+ [|v]|* > 0 when v # 0. Therefore, the barycenter y* must have mean zero. Moreover, according to Lemma 5.6,
there exists a Gaussian solution, says p*. Then, the objective function is reduced to

Za {Z)‘yl Qtr(Kgngy —l—Z)\“}—i-EKL(waug@u)

(=1

Denote by 3, , and ¥, the covariance matrices of 7, , and py ® p, respectively. The entropic term in the above equation
is then equal to

% {tr(zf,yze(gly) + log (m> (mg + d)} ‘o og (m)

The problem is thus reduced to minimize

4 a det(Xsgy)
2 T ®y
jEZI Ay,j -2 E ayp tr (Kengy E aye log < det(Se) ) (28)

=1
1 _1 —1
Use the same approach of Lemma 3.4, let U, A/, VEZ be the SVD of matrix ¥, * Ky, X, *, or equivalently,
Koy = E UgyA Vey22

Denote by né - the j-th largest singular value of 3, K gyE . Then, we find that

det Eg@
lo ATy 1 1 _
08 ( dot(Se.,) > Z o8(1 = fey.s)-
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By applying the von Neumann’s trace inequality (Kristof, 1969; Horn & Johnson, 1991), we have

(K, Kay) = tr (Vg () U, Sellny Ay Viy B3 ) = tr (Vay (A3) 7] % [Ug Bl x [V A, % Vi )
de

<> Negyikieys

j=1
with a note that all Ay, ¥, and X, are diagonal matrices. The equality occurs when V4, and Uy, are identity matrices.

Put the above results together, the problem in equation (28) is reduced to minimizing

d T dy c T dy
Z >‘12/7j — Z 20(@ Z )\g7tlﬂgy,t/\y,t — 5 Z Qy Z log(l — /{g%t),
j=1 £=1 t=1 (=1 t=1

or equivalently,

M-

T T de
3
{Afm — 25 ) @W,jwy,jlme} ~3 D oy log(l— k).
/=1 t=1

1 (=1

J
By fixing the values of ¢, ; € [0,1] for all ¢ € [d,], this quantity attains its minimum at

T

Ayj = edejkinyili<a, J € [d].
=1

Therefore, the problem of entropic IGW barycenter is equivalent to finding the maximum of

d T de
P ITERIIEAED 9) SN
j=1 ‘=1 f 15=1
2 L
Z{[ZQMMN@] J<¢i1} + izaﬁ log(1 _"Wy,j)ljéde}'
j=1 =1 =1
We need to maximize each term, which is
T 9 T .
{;_:1 af)\z,jﬁey,jljgde} + ; gaelog(l — ey j)Lj<a,,

under the constraints that 0 < kg, ; < 1, for all j € [d;]. By Lemma C.5 in Appendix C, and when ¢ satisfying the
condition (15) for j < min{d, m,}, we have

9

{45+ /42 - eB;}

T T ,
where A; =3, ; ag)jl<q, and Bj =Y, ; ay1;<4,. Hence, we reach the conclusion of the theorem.

Ky =1—

A.9. Proof of Lemma 5.6

Let Qx,y = N([v2,7%] ", Zx.y) and Qy = N (v,,3,) be Gaussian distributions in R™*" and R", respectively. Denote
by ¢x, qv, qx,v,py and px y the probability density functions of distributions @ x, Qv , @ x,v, Py and Px y, respectively,
we need to show that

KL(Pxy|Qx ® Py) > KL(Qx,y[Qx ® Qy).

Expanding the KL divergence, we need to prove

/ pxy (z,y)[logpx,y (x,y) — log qx () — log py (y) | dwdy > / ax,y (z,y)[log gx,y (z,y) — log gx (x) — log gy (y) | dzdy.
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Similar to the derivation for equation (21) in the proof Lemma 3.3 with a note that ¢x y, gx and gy are Gaussian
distributions, we have

/ px,y(x,y)log qx (x)drdy = / qx,y (z,y) log gx (z)dzdy;
/ px,y(z,y)log gy (y)dxdy = / ax,y (z,y) log qy (y)dxdy;
/ px,y(z,y)loggx y (z,y)dedy = / ax,y (z,y)log gx v (x,y)dxdy,

since both sides are equal to the same function of the covariance matrices of Px y and () x y, which are both equal to X x y.
Hence, the inequality is equivalent to

/ pxy (z,y)[logpx vy (z,y) — log py (y)]dzdy > / px,v(z,y)[log gx,v (z,y) — log qy (y)]dxdy

px.y(z,y)/py(y)

dxdy > 0.
ax,y (z,y)/av (y)

& /px,y(x, y)log
By using the formula for conditional distributions, we get

pxy(z,y) = pY(y)pX|Y($\y)§
ax,y (7, y) = qv (¥)ax |y (z]y).

Then the left hand side is equal to

PX|Y(9€|Z/)
qX|Y(I|y)

/PY(y)pX|Y(33|y) log ]ngw;dmdy = /pr(y){/wPXY(ﬂy) log

dx} dy
ax|y zly

= /pY(y)KL(PXW”QX\Y)dy
y
which is not less than zero, since the KL term is non-negative. The inequality becomes equality when Px|y = Qx|y.

B. On detailed calculation of T*

In this appendix, we discuss how to derive a closed-form formulation for T* in Theorem 4.2. It is equivalent to finding the
minimizers of functions g. -+ and h. - in Lemma B.1 and Lemma B.4, respectively.

Lemma B.1 (Minimizer of g. r ). Let

sty = s 29§ () =2) <= 5] o [t ()]

b ab 2
We define
geri(wyia,) i=a® + 47 + (1 +2) [ + ¥ —log () —2],
T oy Ty € €
gern (@, y50,0) = 2% +° + (T +¢) [5 +3 ~log (E) - 2} —2(zy — 5) +¢| log(ay) — log (5)}

(z,y) = argmin g, _1(z,y;a,b),
z,y>0
(%,y) = argmin g. .1(z,y;a,b),
z,y>0
(z*,y") :=argmin g¢. .4+ (z,9,;a,b).
z,y>0

Then if Ty < £, then (z*,y*) = (T, y) where solutions are in Lemma B.2, and if otherwise, then (x*,y*) = (Z,y), where
solutions are in Lemma B.3.
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Proof of Lemma B.1. By definition of functions ¢ -1, g r,—1 and g, r 1, we have

ge,T,Jr(-ra Y a, b) = 95,7,71(1‘7 ysa, b)l{zy<%} + ge,r,l(xa Y a, b)l{zyzg}

We observe that both functions g, - 1 and g. - 1 are convex functions. Moreover, we have

ger—1(7,y30,b) — ge r1(z,y50,0) = 2(xy - %) - 6[10g(xy) — log (%)}
:5{% —1—log(%)} > 0.

It means that g. » _1(z,y;a,b) > g: - 1(z, y; a,b).

Next, we prove that 5 cannot lie between 27 and Ty. Assume the contradictory, then the segment connecting (7, y) to (Z, )
cuts the hyperpole 2y = 5 at a point with coordinates denoted by (Z,%). Since g. -1 is a convex function, we have

max {gs,‘r,l (f, Z/J\Q a, b), Ge,7,1 (f, g; a, b)} > Ge,r1 (fa Y; a, b) (29)
Moreover, we find that

9577—,1(fa y; a, b) > 9577',1(&:\; /y\; a, b)
gs,‘r,l(fa Y a, b) = ga,‘l’,fl(fa y;a, b) > 96,7',71(%; v a, b) > gs,‘r,l(‘:fa v a, b)'

£

It contradicts inequality (29). Thus, both 3 and 7y have to be greater or smaller than § at the same time. Given that, we

have two separate cases:
Case 1: They are both greater than 5, then

ger—1(2,430,0) > ge v 1(Z,530,b) > ge 71 (T, 750,0) = ge,r1 (T, 75 0, D).
It means that 7 = 2* and §j = y*.

Case 2: Both of them are smaller than §. For any (z, ) such that 2y > £, there exists (f, y) lies in the segment connecting
(x,y) to (Z,y) such that T 7 = 5. Since the function g. ;1 is convex, we find that

tgs,’r,l(ffa :/l/\; a, b) + (1 - t)gs,‘r,l(m7 Yy a, b) 2 96,7,1(57 ?; a, b)7

(@.9) =)=

where t = H(w,y)*(ﬁﬂ)llz' However, g. . 1(Z,7; a,b) < ge,r.1(T,T; a, b), which implies that
ger1(2,y50,0) > ge 7 1(T, 73 0,0) = ge r —1(T, Y5 0,b) > ge v —1(Z, Y5 0, D).
It means that 7 = x* and §y = y*. As a consequence, we obtain the conclusion of the lemma. O

Lemma B.2 (Minimizer of function g. » —1). Witha,b > 0, let

Ge,r,—1(z,y50,b) = 2>+ y* + (1 +e) (% + % — log(zy) — log(ab)>

subjected to x,y > 0. Let (T,y) = argmin, , o ge  —1(7,y;a,b). Then,

~ T+e 1\/ (r4+¢)? _ T+e 1\/ (r+¢)?
S “4/2 Vel G=— “4/2 ey
v o TaVArHe e 0 W VAT T

Proof of Lemma B.2. 1. Taking the derivatives of g. - _1 with respect to z and y, we get

0Ge r— 0Ye r —
M:2x+T+E—T+€, Je,m,—1 :2y+7+5_7+8

ox a T oy b Yy
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It follows that
829577771 —24 T+ E, 8295,7771 — 0, a29577—,71 —924 T+ 5.
0x? x2 0xdy

The Hessian matrix of function g, - 1 is positive definite, so g. - —1 is a convex function.

0Ge . — 0Ge . —
2. Solving the equations o=t _ 0 and % = 0, we have
Y
s THe 1¢ (T+e)? . _ T+e 1¢ (T +2)°
= — —-1/2 - =— —1/2 —,
x 1 +2 (t4+¢e)+ 1z U 0 +2 (t4+¢e)+ WTE
Therefore, we reach the conclusion of the lemma. O

Lemma B.3 (Minimizer of function g. . 1). Fora,b > 0, let

gern(z,y50,b) = 2° +3° +€[log(xy) —log (%)} - Q(xy - %) + (T +e) E + % — log (%) - 2} )

subjected to x,y > 0. Define (Z,y) = argmin, .~ ge r,1(7, y; a,b). Then, the value of (Z,y) is given in the following
equations.

T+e 1\/(7—}—5)2 11 N T+e 1\/(7’—1—5)2 11
e LG Ty g ke L [T Ty
1o "oV a2 Ttz v R R A

)

where Z is the unique positive root of the equation

(1T +¢)?

723 4+ {87 — i

}22+ [16772(T+€)2(%+%)2}274(T+6)2(2+%>2:0.

Proof of Lemma B.3. Taking the first derivatives of g. -1 with respect to z and y , we have

0Ye + 09e +
orl gy gy TEE T ard g, op THE T
ox a x dy b y
It follows that
0%9c v —9y L7 0%ge r 1 Y gern _94 T
Ox? 22 Oxdy oy? Y2

Thus, the Hessian matrix of this function is positive definite, which implies that g. 1 is a convex function.

The equations of the stationary point give us

T+¢€

2% — 2 + T_0  2j-27+
X

Taking the sum of both equations leads to

T+e T4 T T 1 1 1 1 e €
+ ==t zeT|l=t=z———5|=—-+-.
a b r oy x a b a b

(30)
o~ T+¢€ T
25 — S
(y—72)+ 5 5

Taking the difference between two equations in system (30), we get

@94+

)_T+€ T+¢€
ry

b a
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o~ 1/b—1 . .
Let z = ;A, wehave T —y = (7 +¢) %. Take the product of two equations in system (30), we have
z
T+e T+ey T2
R [ A P
26 -9+ -7+ =
Substitute 7 — y = (7 + ¢€) % to the above equation, we obtain
1 1 z 1 1 z
2 2
25 +5) + ol [2(G+5) 5] =t 02,
(T+€)[ a+b Jra aer +b 722 +4)

which is equivalent to the following cubic equation

T4¢)? 1 1,2 1 1,\2
— !]X + [167—2(7—%6)2(7 + 7) ]z —4(T+E)2<* - 7) =0.
a b a b
Since it is a cubic equation, it has either three real roots or one real root. In the first case, we know that it has at least
one positive root, since the highest coefficient of the equation is positive. Assume that it has other two positive roots. By

applying Viete’s theorem, we get

t(z) =723 + [87

(1+¢)?

87 —
T ab

L1 1N
<0; 167 — (7 +¢) (5+3) >0,

which implies that (% + %)2 < %, it is contradiction by Cauchy-Schwarz’s inequality. Thus, the equation ¢(z) = 0 has

unique positive root which is denoted by Z.

o~ T T N .
With z = —, we have 2y = —. Substituting it to the system of equations (30), we have
Yy z

£2+T+€£71+I

20z 2
T G
y° + 2% m—2+2.

This implies that
N T+5+1\/(T+€)2+4 <1+1) _ T+€+1\/(T+€)2+4 (1+1)
= — - _— — —= = — — Ee— T — = .
v 10 2V 42 etz) Y T2V 2" 2

As a consequence, we obtain the conclusion of the lemma. O

Lemma B.4 (Minimizer of function h. ;). Given a constant a > 0, the function

T T
h’E’T ) =12 [*—1 (7)—1}
clzsa)=a+ (r+9) [ ~tog (2
ftains its mini - T+€+\/(T+E)2 T4e
attains its minimum at x* = — .
4a 16a2 2

Proof of Lemma B.4. Taking the first and second derivatives of function %, ., we have

8h7,5_2x+7+5_7+6 82hm_2+7+6
oxr a x o2 x?

Note that the second derivative of h. . is positive, therefore, the positive minimizer of this function is exactly the positive

. . 0h S
solution of equation ——= = 0, which is

ox

I*T+€+\/(T+€)2 TH4e
T da 16a2 2
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C. Auxiliary results

In this appendix, we provide additional lemmas that are used to derive the closed-form expressions of entropic (unbalanced)
IGW between (unbalanced) Gaussian distributions.

Lemma C.1 (KL divergence between Gaussian measures). Let o = maNg(0,%5,) and B = mgNi(0,%X3) be scaled
Gaussian measures while @ = Nj(0,X,) and 8 = Nj(0,X3) be their normalized versions. Then, the generalized KL
divergence between o and (3 is

KL(o/[|8) = maKL(@l|3) + KL(mallms),

where the KL divergence between & and [3 is

{tr (Ba25") =k +log GZEE?;)}

DN | =

Proof of Lemma C.1. Let f(z,X,) and f(z,¥g) be the distribution functions of NV} (0, X,,) and N (0, X3), respectively.

KL(«|8) = /k log (M)da(@ — Mq + Mg
(W)mada(x) + log (%)ma — Mg +mg
= moKL(@||3) + KL(mq||mg).

The expression for KL(a|| 3) results from Lemma C.3. Hence, the proof is completed. O

Lemma C.2 (Double integrals). For the sake of simple computations, we derive some relations between the quadratic-KL
and the standard KL as follows:

(i) KL® (af|8) = 2moKL(a[|B) 4 (ma — mps)?;

2
(i) KL® (ta||rB) = t?KL® (|| ) + t? log (2) m2 + (r* —t*)m3, t,r>0,
T

for any positive measures o and 3.

Proof of Lemma C.2. Let p,, and pg be the Radon-Nikodym derivatives of a and 3 with respect to the Lebesgue measure.
Then, we have
Part (i)

KLO(a)3) = [ [0 (”(x)p(”) Pal@)pa(e!)dada’ — m2 + i

pp(w)ps(x’)

= My /1og pa(x)) Po(T)dr + My, /log (pa(x’)) pa(@)da’ —md + m3

ps() pa(a’)

= 2m,, /log (i‘;g;) Pa(x)dz —m? +m3

= 2mo[KL(a||B) + ma — mp] — mi + m%
=2mKL(||8) + (mq — m5)2.
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Part (ii)
?pa(2)pa(z’)
® _ o o 2 2.2 2 2
KL% (ta||rB) = //log (702]%@)1)5(%,) t°pa(T)pa(a)dzda’ + rims — t*m,
Pa\T)Pa ! t2
=¢2 {// log (pﬁg.%;pﬁ((l‘/§> pa(z)pa(x’)dzdz’ + log (72> mi} + TQm% — 1527n(2l
— 42 //log poz(x)pa(l'/) pa(x)pa(x’)dxdx'er? —m2 +t2 log i m2 +(r27t2)m2
pa(@)ps(r') BT M 2 )M G
42
= t?KL®(a||8) + t* log (2> m?2 + (r* — t*)m3.
As a consequence, we obtain the conclusion of the lemma. O

Lemma C.3 (KL divergence between Gaussians). The Kullback-Leibler divergence between Gaussian measures o =
N (pa, Xa) and B = N (g, X5) on RF is given by

KL(a])9) = 4 [tr(zglm (g = p1a) "X (s — 1) — ki + log (S‘TEW '

As a result, when g, ¥, are fixed, KL(«t||3) achieves its minimum value when (i1, = pg.

Proof of Lemma C.3. Let p,(z) and pg(z) be the probability density functions of v and j3, respectively. By the formula for

KL divergence, we have
. Palx)
Ki(al9) = [ 1o (240 ) o (o), 61)

log(pa(z)) = —%[k log(27) +log(det(Xa)) + (& = pa) ' 251 (@ = pa)],

in which

log(ps(x)) = —%[k log(27) + log(det(X5)) + (z — ug) ' X5 1(3; — s,

where 7 denotes a constant number pi only in this lemma. Plugging this result in equation (31), we get

KL(al)3) = 5 flog (s ) + [ o= 9785 e = )~ (o= )53 o - (o)
— 5 10w (S ) + (s~ o) 75 =)+ [0 = o) (55" = 5200 = ).
Note that
- Tt -2 (e — r)dr = r((x — T — Tt -t r)dr
[ 1@ = )T (25 =22 pala@)de = [ tr((o = o) = o) (55" = 52 Dpala)d
=t ([ 16 o) = ) (55" = 52 o))
=tr (Ea(zgl - 2;1))
= tr(TaX;’) — k.
Putting the above results together, we obtain the conclusion of this lemma. O

Lemma C.4 (Order solutions). Let {a;}{", and {b;}]., be positive decreasing sequences. Let {T;}, and {y;}}_, be
the minimizer of

3

n

L2 DU k(0 )= o+ et + 9 1[5t + 22 12 —ont )]

i=1 j=1

— 22 [Ty — %]Jr + e[ log(zyk) — log %]
k=1
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Then (z;) and (y;) are also decreasing sequences.

Proof of Lemma C.4. We have two proofs for this lemma. While the first proof will be presented here, the second one can
be found in Appendix D.

Let us consider all permutations (Z;) and (y;) of (z;) and (¥;), respectively.  The difference between

D({ZL'\Z}7 {@\j}; {ai}7 {bj}) and D({EZL {:'jj}7 {ai}, {bj}) lies in the term
= €1t et
—2’; {xkyk - 5} + s{log(xkyk) — log 5} :
which is actually the minimum value of

—2tr (K, Kqy) + 2eKL(7| T @ 7)),

where its solution has to match order by magnitude {Z;} to {Z;} and {y;} to {y;} of the largest eigenvalues. The part
Zl 1 ot ZJ 1 b is minimized by the rearrangement inequality (cf. Lemma D.2). Therefore, we obtain the conclusion
of the lemma. O

Lemma C.5. Let {a;};_, and {b;};_, be positive sequences. The problem of finding the maximum value of

{i“i%} Z log(1 — ;) (32)
=1

where xz; € [0, 1), is equivalent fo finding the set S C [s] in the below problem:

BS 1
Ag — bilog(bi) — Bglog (As + (A2 — Bg)?
Eﬂc{ﬁ(}{ ST o[Ag 1 (A2 } +§ o5(bi) — B log (A5 + ( s)%),

where As =3, g i, Bs =) ;¢ b; and A% > Bg and

b; < 2a;{As + (A% — Bg)t}; i€s.

Proof of Lemma C.5. Taking the derivative of function f(z) = (az + b)? + clog(1 — z) in [0, 1], we have

F'(@) = 2a(az +b) - ——.
The equation f’(x) = 0 has either two solutions or no solution. It means that either f(z) is monotone or it has one minimum
and one maximum. When x — 17, f(z) diverges to infinity. Thus, the x,.x where function f attains its maximum is closer

to 1 than the xy,;,, where f attains its minimum. In the second case, f is monotone, then f is monotone decreasing, because
f(0) =0and f(17) = —oo. Overall,

0
Tmax = . .
{the larger solution of equation: 2a(ax + b) =

1—z°
Hence, if {Z;} is a maximizer of the objective function, then either Z; = 0 or Z; is the larger solution of the first derivative
system of equations.

We consider the case that all Z; are not equal to zero. By taking the derivatives of the function in equation (32) with respect
to x;, we obtain

{Zam} 2 1—1% =0,
4{a; — a:id;} x {;aﬁj} — b, 33)

S

4{Z(L]’ —Zaj7fj} X {Zajfj} = ij
j=1 j=1 j=1 j=1
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Denote A = >-7_, ajand B = 3 °_, b;. Then, by solving the quadratic equation 4X? — 4AX + B = 0, we have
S _ 1
> aij = 5{A+ VA2 - B}.
j=1

Substituting it into equation (33), we obtain

2b;
4ai 1—%1 :71
( ) A+vVA2-B
b;
;=1

 20;(A+VAZ—B)
Then, the minimum value of the objective function in this case equals to

S

{Za T \}M) Zz;}z + Zb log(b:) — log (A + /42— B) S b.

=1

‘We have thus proved the stated result. O

Lemma C.6 (Optimizers of some functions).
(a) For positive constants a and ¢, the function f(x) = ax+clog(1—zx) for x € [0, 1) attains its minimum at x* = {1 - E}

a

(b) For positive constants a and ¢, the function f(x) = 2ax® + clog(l — x) for = € [0,1) attains its maximizer at

> 2
x*z[./;ﬁﬂ—ﬂ .

(¢) For positive constants a, b, c and Y, the function f(x) = Yo+ 7KL(z||a) + 7KL(x||b) + eKL(z||c) attains its minimum

at 1'* =q 27-T+a bZﬂLrg cZﬂ-EJra exp { Q:IE .
Proof of Lemma C.6.
For part (a), we have f’(z) = a — 1= which is a decreasing function when x € [0, 1). It means that the function is convex.

Hence its maximum attains at the equation f’(z) = 0 or at the boundary. In fact, we have f'(1 — ¢/a) = 0. Therefore, the
maximizer attains at max(0,1 — c/a).

_1 S . . . .
For part (b), we have f'(z) = ax™2 — %, which is also a decreasing function. Hence, f is concave, it means

that the maximum attains at the solution of f’(z) = 0 or the boundary. Solving the equation f’(z) = 0 we obtain

r* = [\/% +1- ﬁr, which belongs to (0, 1).
For part (c), by taking the derivative of f(x), we have

f'(x) =T + 7{2log(z) — log(ab) } + £{log(x) — log(c)}
Solving the equation f’(z) = 0, we obtain

7log(a) 4+ 7log(b) + elog(c) — T
21 + ¢

x*:exp{ }:aﬁbﬁcﬁexp{ il }
21 4+ ¢

O

Lemma C.7. Ler (X,Y) and (X',Y") be two i.i.d random vectors in R™ x R™ and follow a probability distribution

Y X
7 which have a mean vector (u,v) € R™*™ and a covariance matrix _: ) where $y, and Xy are covariance
matrices of X and Y, respectively. Denote 7 = X —u, 7' = X' —vwand T =Y —v,T' =Y’ — v, then

2 2 2
Err (X, X') = (V,Y")]" = Erer[(Z.2) — (T, T))] + 20" Sy — duT o + 20" Sy + [ull® = |Jol)?] .
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Proof of Lemma C.7. Firstly, we have

(X, X" = (Y, Y ={Z+u,Z' +u) — (T +v,T +v)
=(2,2") —(T.T) + (w,Z + Z") — (v, T+ T") + [[u]* — [Jv]]*.

Note that
m m m
Ergn (u, Z)(Z, Z') WW[Z 7! Zuj ] N wErse[2:2/2)] Z ;B ron [ 2iZ;] Braml 2] = 0
=1 j=1 i=1,7=1 1=1,7=1
EronlZ, Z') ”®”[Z }
Epgn(Z, Z') (v, T) = ,W[ZZZ Zvj } SN 0Eren [2:2/T) ZZEW%ZT E,g.[Z]] = 0.
=1 7j=1 =1 j=1 i=1 j=1

Similarly, we get
Ergr (v, TYT, T") = Ergu (T, T") = Engn (T, T"){u, Z) = 0.
As a consequence, we can deduce that
Ereor (X, X') = (¥, Y’ﬂ2 = Eror|(2,2') — (T, T’)}Q + Eror (0,2 +2') = (0,7 +T")] i [l - ||v||2r.
Next, it is sufficient to show that
Eron {<u, 247"~ (0, T+ T’>} Y TS+ 20T S0 — 4T S0,

Indeed, we have

Eronr {(u, Z+ Z’)}2 =Ergr [uT(Z +Z2'(Z + Z’)Tu} =u'"Var(Z + Z')u = 2u" S,u

Eronr [(v, T+ T'}} - Ergr {UT(T +T')(T + T')Tv} =0 Var(T+T')v=2v"Z0

Eroor [(u, Z+ 2w, T + T/>} = u Ergr {(Z + 2T + T/)T} v=1u"Ergr [ZTT + Z'(T’)T}v = 20T 5, v.

Hence, the proof is completed. O

D. Another proof of Lemma C.4

In this appendix, we introduce another proof of Lemma C.4 using Karamata’s inequality. Firstly, we introduce an inequality
which can be considered to be a generalization of Karamata’s inequality in a special case.

Lemma D.1 (A quasi-Karamata inequality). Leta; > as > ... > a, > 0and by > by > ... > b, > 0 which satisfy

a; > by
ay + az > by + by

a1+a2+...+an_12b1—|—b2+...+bn_1
a1 +as+...+a, >by +by+...+0,

Let f be a concave and non-increasing function in [0, +00). Then, we have

flar) + flaz2) + ...+ flan) < f(b1) + f(b2) + ...+ f(bn).



Entropic Gromov-Wasserstein between Gaussian Distributions

Proof of Lemma D.1. We prove the Lemma by using induction. The Lemma is obvious when n = 1.

Suppose that the problem is true for n — 1. Fori € {1,2,...,n}, let

c=a1+as+...+a; —by —by—...—b;.

Let k (1 < k < n) be the smallest index such that ¢, = min;<;<y ¢;. Let by = by + cx, then, we have b > by > ... > b,.

‘We consider two cases:

e If £k = n, we have
alzbll
ar +as > by + be
aj+ag+...+a, =b +ba+ ...+ b,

Applying Karamata’s inequality, we have

flar) + flag) + ...+ flan) < fO) + f(b2) + ... 4 f(bn) < f(b1) + f(b2) + ...+ f(bn)

e If K < n. We have

alzbll
a1+a22b'1—|—b2

a1+a2+...+ak:b’1—|—b2—|—...+bk.

Applying Karamata’s inequality, we have

flar) + flag) + ... 4 flar) < f(0Y) + f(b2) + ... + f(bn) < f(b1) + f(b2) + ... + f(br)

Moreover, when ¢ > k, we have
ag41+ ... +a; —bgy1 —...—b;=c;—cp > 0.
Applying the inductive assumption for two arrays agy1, ..., a, and bgy1,.. ., b,, we have

flags1) + flagse) +.. .+ flan) < fbrt1) + fbry2) + oo+ f(bn).

which implies

flar) + flaz) + ...+ flan) < f(b1) + fb2) + ... 4 f(bn).

As a consequence, we obtain the conclusion of the Lemma.

Lemma D.2 (Extension of rearrangement inequality). Let a; > as... > an, > 0, by > bs > ... > b, > 0 be two
decreasing array. Consider o and (3 are two injections from the set {1,2,...,k} to {1,2...,n} in the set {1,2,...,n},

where k is a positive integer such that k < n, we have
maXCLa(l)bﬁ(l) + ...+ aa(k)bg(k) = a1by + asbs + ...+ axby,
and the maximum value is achieved when «, 3 are two permutation which satisfy

Ao (i) = Qi bﬁ(i) =b Vi:1<i<k.
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Proof of Lemma D.2. Let I = {iy,is,...,i;} be the indices which are not greater than k such that «(i,.) > k,Vr : 1 <
r <t LetJ = {j1,J2...,j¢} be the indices which are not greater than k such that a(r) ¢ J,Vr : 1 <r < k. Consider the
permutation & : {1,2,...,k} — {1,2,..., k} which is defined by
. al(f), ifj &l
amz{.” RARE
Ir it j =14,
It is obviously that
Aa)bp() + - Gak)bar) < aaybp) - -+ Qack)bpr)-

Similarly, there exist a permutation 3 : {1,2,...,k} = {1,2,...,k} such that
Gambs) + .-+ dawbsm) < aambs) +--- + dambs) < aawbsay + -+ dam sy
Applying the rearrangement inequality, we have
a’&(l)bﬁ(l) + ...+ ad(k)bﬁ(k) < ayby + agby + ...+ agby,

which implies
aa(l)bﬂ(l) + ...+ aa(k)bg(k) < aiby + agby + ...+ agbg.

From this, we can conclude our proof. O
Given the above lemmas, we have another proof of Lemma C.4.
Another Proof of Lemma C.4. Let us consider a permutation (Z;) and (;) of (Z;) and (;), respectively, such that (Z;) and

z;
(y;) are decreasing sequence. The difference between D({Z;}, {¥;}; {a:}, {b;}) and D({Z;}, {y;}, {a:}, {b;}) lies in the
part

€1+ €1t
) { —7} [1 1 7} .
]; TrYk 5 + ¢ | log(zryr) og2

+
Let f(z) = —2 (:U - %) +e (log(x) —log (%)) This function has non-positive and decreasing derivative

, 0, Whenxgg
)= E—2, when z > £
x

Thus, f is concave function in [0.00). Moreover, according to Lemma D.2, we have (Z;¥;) and (Z;3;)) satisfy the condition
of Lemma D.1. Thus, applying this Lemma with the function f, we have the term

+

€1+ €
23 o 3] <[ ntum v
; TrYk 5 + ¢ | log(zryr) og2

is minimized when x; and yj, are decreasing sequence. The part > 3;" | & + >°7_| §* is minimized by the rearrangement
=1 a; =179,

inequality. Therefore, we obtain the conclusion of the lemma. O

E. Entropic IGW between Gaussian distributions with non-zero means

In this appendix, by considering the problem of solving entropic Gromov-Wasserstein between balanced Gaussians in a
special case, we show the difficulty to solve this problem in the general case.

Let m be a positive integer. Let pn = N'(6,,,3,,) and v = N (1, 1) be two Gaussian measures in R™ and R, respectively,
where

Y= diag(a%,... a? ),

r'm

0, = (b1, bm)".



Entropic Gromov-Wasserstein between Gaussian Distributions

To find IGW, (s, ), we must find the joint distribution 7 between p and v which has the covariance matrix

s X, Kuw
g T
Kl, 1

that minimizes the following term
Erar{ [(X, X') = (V,Y')]"} + KL (x| @ v).

Note that, in this case, K, is an m X 1 matrix, thus, we can denote that K, = (21,... ,xm)T. Firstly, we prove the
following equality

E,@,r{ [(X,X") = (v, Y’>]2} =S a2+ 22 (s + b))% (34)
i=1 i=1 i=1
Indeed, we have
Eran{ [(X, X') = (1, Y)]*} = Ergn(X, X')? + Ergn(Y,Y")? = 2Eren (X, X')Y,Y").
Note that the independence between X and X’ and Y and Y’ leads to
Ergn{X, X')? = [Ergr (X, X’)]2 + Var, (X, X')

>+ Z Var, [ X;] Var, [ X]]

Il
VS
-

b?) + Xm: aj.
i=1

1=

Similarly, we have E . (Y,Y’)? = 2. Meanwhile,

m

o (X, X')(Y,Y') = E,@w{ 3 [XiX{YY’]} =Y Eran{ XY EAXY'} = 3 (s + b)™.

=1 1=1 i=1

Putting the above results together, we obtain the desired equality (34). By Lemma 3.3, the optimal transportation plan 7* is
a Gaussian distribution, namely, 7* = N (0, ¥+ ), where 6« = (b1,...,b,, 1) . Thus, according to Lemma C.3, the
entropic term in the objective function reads

det(X,g0) )}

. 1
eKL(m*|p @ v) = b} {tr (Zn Euélau) (m—|—n)+10g< det(Xq+)

€ L 22
— Sl (155,
20g< i—1a12>

From the above calculation, our problem turns out to find the non-negative real numbers z1, . . ., z,, which maximize the
following function

m m 2
i=1 a;

Taking the derivatives of the above function with respect to z;, i € [m], we get

a¢:4(a:i+bi)— £2i/a; ., Vi€ |m]
o ~XL G
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4(z; + b;
To solve the system of equations L = 0 for all ¢ € [m], we denote t = ;2 Then, t = W, which
ox; 1y a‘x;
Zz:l af z
2p.
implies that x; = @i By substituting this representation of x; to the expression t = —— -, we obtain
t — 4a? 1 moz;
7 - Zi:l ;?
m
16a2b?
t{1— — = | ==
( Z (t— 4a?)2>
i=1

After some transformations, we achieve the equation of degree 2m, which is difficult to solve in close-form.

F. Revisiting the entropic optimal transport between Gaussian measures

In this appendix, via the technique that we use to study the entropic Gromov Wasserstein between two Gaussians, we provide
a simpler proof for deriving the close-form expressions of entropic optimal transport (OT) between (unbalanced) Gaussian
measures than the proof that was presented in (Janati et al., 2020).

F.1. Entropic optimal transport between balanced Gaussian measures

Before moving to the main theorem of this section, we review some backgrounds on the entropic optimal transport problem

between balanced Gaussian measures.

Entropic Optimal Transport. Let o and 3 be two probability measures in R?. Then, the entropic OT between them is
defined as follows:

OTe(@f) = min E|X—Y|*+eKL(r]la® ), (35)

where X ~ a and Y ~ f3 are independent random vectors in R such that (X,Y) ~ 7, and € > 0 denotes the entropy-
regularized parameter. Now, we are ready to show the closed-form expression of entropic OT between Gaussians in the
following theorem.

Theorem F.1. Let p = N'(u,%,) and v = N(v,%,) be two Gaussian measures in R%, where 3, and %, are positive
definite matrices. Then, the entropic optimal transport between u and v is given by

OTo(p,v) = [u—v|2 + tr(S,) + tr(S,) — tr(D.) + %(1 —loge) + log det (Da n %m) ,

1
1 1 3
where D, = (423 X220 + % Id) . Moreover, the optimal transportation plan admits the form m* = /\/((u*, v T, Zﬂ*)

where

Y, = El‘ K;u

(K;p)" 2
1/, 1 1Ny 1
with K, = 152 (% Id+4 32 zyz,a) $% - c1d
Remark F.2. Note that if we replace ¢ by 202 in the above result, we obtain Theorem 1 in (Janati et al., 2020).
Proof of Theorem F.1. Note that if i and v are respective centered transformations of ;. and v, then
OT.(u,v) = OTc (i1, 7) + lu — v]3.

Therefore, it is sufficient to solve the case when u = v = 0,4. Under this assumption, we have

Er|X - Y|* = Ex | X[* + Ex[[Y|* — 2B~ (X,Y)
=tr(X,) +tr(E,) — 2tr(Kp).
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Thus, the entropic optimal transport between y and v can be rewritten as

OT.(,v) = tr(%y) + (%) + _min {EKL(WHM ®v) — 2tr(KW)}. (36)
mell(p,v
Eu K;,Ll/ . g . . .
, Lemma 3.3 indicates that the optimal solution must be a Gaussian

By fixing the covariance matrix X, =
K Jl, DIW

1 _1 1 1 1
measure with the form 7 = N/ (024, £ ). Let U, A£L V), be the SVD of matrix ¥, 2 K, %, * with A2, = diag(r 2, ;).

It follows from Lemma C.1 and Lemma 3.4 part (b) that
_ det( Qv
eKL(7||p ® v) = 2 tr(X,2,4,) — 2d + log (det(;ﬂ Zlog — Fui)-

Let UAz VT be the SVD of E Eﬁ , where A2 = dlag()\ v, z) —1. By using von Neumann’s inequality (Kristof, 1969; Horn
& Johnson, 1991), we have

_ 3 7 UTysy _ 3 UTyiysy _ T 2 T I7A S
tr(Kp) = t0(S2 U Aiu V0, 52) = tr(Uuw ALV, L B2 52) = te([V T Uy A [V, L UAZ])

The equality occurs when U, = V and V,,, = U. Collecting the above two results, the problem in equation (36) is reduced

to
d

1 5
OT. (1, v) = tr(,) + tr(,) — [Az 2 4 S og(1 — V}.
(pv) = t(3y) + () n,l,ﬂl?(’é,n; it 5 108(1 = )

Note that the function f(z) = 2az? + 5log(1 — z) attains its maximum at z = (_”7 V42+16“2> . Then, the optimal

(75+ 62+16A‘“,’i)2

solution of the above problem is ”;w = 63,00 , which leads to
d
1 —e+ /2 + 16,
OT:(k,v) = tr(,) + tr(X Z —e+4/e?2+16A,,; +clog (5( < 8; e ))
1:1 pvsi
de 1< £ o N NCES T
— _ - 2 < 1283
=tr(X,) +tr(Z,) + (1 loge) — ) ; €2 4+ 16X, 5 Z s
d
=tr(X,) +tr(X,)) + —(1 —loge) — Z ,,l+ (H g +4/\WZ]>
i=1 =1
de 1 3
= tr(S,) + tx(S,) + (1~ loge) — tr ([42,32 DL —Id )

1
+ log det ([4232@,3 + ZId} Py ;Id> .

1 1
The last equality results from the fact that (),,,;)L ; are eigenvalues of X2 %, 2. Additionally,

d
' _ EET W s
K7, = S} Vdiag [ SV T 0w Uty
AN

KV, i=1

1 1. . g2 1\ ¢ Tolooe Ll d Tl
22@Vd1ag<[4)\uyi +4] >HU T - 2 Sivdiag </\W21) _ UTEE
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1 1 1 _1
Recall that ©2¥2 = UA2 VT, or equivalently UT $2 = A2V 7%, 2. Then, we have

S UARVT)IS;

€
2 pyi 4

Qi

R N A N s Nd
KW_Eﬁleag(LM +4} )}_ldlag(/\z ),»:1‘/ 5,7 -

1 1 2 1 d 1
= - $2Vdiag {i + 4AW] ) vTsr - S,
2 1 . 1

11 d
As a result of SVD property, we get Vdiag(\,,;)¢ V' = XZ%,52. Thus, Vdiag (% +4)‘uv,i) v =
1

1=

1 1
< Id+4%2 %, X2, which follows that

22 N . 22 N 1\ 2
Vdiag ([4 + A ) VT = (4 Id +4 252@5) .
1

i=

Consequently, we obtain

L L O T o e T AL
K“”:§E” (4 Id+4E#EVE#> Y —ild:E# (16 Id+2#2,,2#) I _Zld'
Hence, the proof is completed. O

F.2. Entropic optimal transport between unbalanced Gaussian measures
Prior to presenting the closed-form expression of entropic optimal transport between unbalanced Gaussian measures, let us

review the formulation of entropic unbalanced optimal transport (UOT).

Entropic Unbalanced Optimal Transport. When either a or /3 is not a probability measure, the formulation in equa-
tion (35) is no longer valid. One solution to deal with this issue is using entropic UOT, which is given by

UOT. (o, B) := rendn E||X = Y[* + 7KL(7;||a) + 7KL(m, || 8) + eKL(r|la ® B),

where X, Y are independent random vectors in R? such that (X,Y) ~ 7 while £, 7 > 0 are regularized parameters, and
T, Ty are the marginal distributions of the coupling 7 corresponding to o and (3, respectively.

Consider two unbalanced Gaussian measures in R%:
p=mN(wX,) and v=m,N(v,%), 37

where m,,, m, > 0 are their masses and XJ,,, X, are positive definite matrices. To state our main result, we need to define
some quantities which are necessary for our analysis. Firstly, let us denote

Sug =05, +1d; 8y, =08 +1d,

T+e

where 7 := . Next, we define

1 (re? .17 € 11
A== {Zld—l—r(%)B B} — S1d ¢, where B = 5,35, 5,
T

—1
Ture = (u—v)7 {Id (S, + ) {nld T 2;1} } (u—v),

1
Yoo = 2n{1 — log(n) + log det(A) — log det(B) — logdet(EMZ,,)} - %log det(1d —A%(BTB)™1),
T = Tyr v + Tx- + 2nd.



Entropic Gromov-Wasserstein between Gaussian Distributions

Theorem F.3. Let i1 and v be two unbalanced Gaussian measures given in equation (37), the entropic UOT between (i and
v can be computed as

UOT. - (V) = mg-T* 4+ eKL(

my) + 7 [KL(me[my,) + KL(mz- [m,)].

where My~ = (mumu)% exp { e } Moreover, the optimal transport plan is also an unbalanced Gaussian measure
which admits the form 7 = m-N ((u*,v*)T, ¥%,), where

-1
w'=u - S, 4S, + 8] v,

~1
vi=v+3X, [r]ld —&—Z;l + Z;l} (u—v);

X Ky
=
(g, %

with
3 T T L3
Y= 772” %A(B B)_EZ“ 73 E* = nZVﬁA(B B) EDIOR-E

x

1
K, =nSu.3A(ld—A)~"(B B)—fB—lz,,,f;.

Proof of Theorem F.3. We assume that 7 is a positive measure such that 7 = m,7 with 7 is a probability measure with
mean (u,, v,) and covariance matrix
Yo Kay

Se=| 7
K], ©

Y

Here the two marginals of 7 are denoted by 7, and 7, where 7, has mean u,, and covariance matrix ¥, while 7, has mean
v, and covariance matrix X,. Let 7, and 7, be two marginals of 7, then 7, = m 7, and 7, = m,T,.

By Lemma 3.3, 7 needs to be Gaussian. We also have
EallX = Y12 = ma{ s = vy |2 4 60(S0) + t2(5,) - 2tr(Key) }.
According to Lemma C.1,
KL(7mg||p) = m-KL(7, ||7) + KL(mTeru)a
KL(my|[v) = mzKL(7y||7) + KL(mx||m.),
KL(r|u @ v) = m KL% ® 7) + KL(my [m,m, ).

Combining the above results, the entropic optimal transport between 1 and v reads as

VOTe ()= min  {me ¥+ eKL(mamym,) + 7{KL(mmyo) + KL(me fm, )]}

where T := |[u, — v [|2 + tr(Z;) + tr(Z,) — 2tr(Kyy) + eKL(T|| 2 ® ¥) 4+ 7[KL(T, ||) + KL(T, |7)]. We divide our
proof into two main steps. The first step is to minimize Y, and the second step is to find the optimal scale 772«

Step 1: Minimization of T For the three KL terms, we have
— 1 _ _
KL(7,||7) = 5{ tr(X, 3, ") — d — logdet(3,) + logdet(Eu)} + s, —w) 'S (v, —u),

1
KL(7,||7) = 5{ tr(2, %, 1) — d — logdet(%,) + logdot(Ey)} +=(vy = V) =, (v, — V),

=N =N =

1
KL(7||77 ® 7) = {tr(zngl) — d—logdet(S,) + log det(E,L)} + 5{ (2,351 — d — log det(S,) + log det(Ey)}

2

i wy, Ty, - —leog

N | =
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where

b 0axd
EH@” = g 9
Oaxa 2o

_1
and /<; is the i-th largest singular value of X, szzy 2 for all ¢ € [d]. Here we use the equation tr(X,X #éy) =

'cyz

tr(¥,2, ") + tr(%,%, ') and results from part (b) of Lemma 3.4. Put the results together, we get

T =tr(Z,) +tr(Xy) — 2tr(Kyy) + n{ tr(2x2;1) —logdet(X,) + tr(3, %, ') — log det(Zy)}
1
- = Zlog — Kayi) + e — vy ||? + 5{7’(111 - u)TZ;I(um —u)+71(vy —v) "2 (v, — V)
+e(u, —uvy —v) TS (0 —u, v, — v)} + 2nd.

The means part: We first work with the terms involving u,, and v,. Let u, — u =1, and v, — v = v, then
(ﬁm,Vy)TZ;éy(ﬁw,Vy) = ﬁ:z;lﬁgc + VyElle
g —vyl* = [0 — ¥y +u—v|?
= [0, [® + [V, — 20, v, + 20, (u—v) — 2V, (u—v) + [u—v|>
Hence, sum of all terms which include u, and v, is equal to
Yoy =0 (nz +Id>ux +v] (nz —|—Id)vy — 20V, + 20 (u—v) — 29 (u—v) + [u—v|?
:uIElt7nuI + vy Ew,vy — 2um vy + 2um (u—v)— 2vy (u=v)+|u- VH2. (38)
Taking the derivative with respect to u,, and v,, of T, v, and set the equation to zero we obtain
Yunly —Vy+ (u—v) =0,
YunVy —Uy —(u—v)=0.
Adding two equations we get
(e, +1d)u, — vy + (nE, ' +1d)v, — u, =0,
ulu, = -8
Replace them into the above equation, we obtain
Yunte + Englﬁx =—(u—v)

-1
U, = — {zu,n + Z,,E;l} (u—v)

~1
-X, [nld +2, + EV} (u—v).

-1
Similarly, we obtain v, = X, [77 Id +E;1 + 2;1} (u — v). The value of Y, v at the minimizer is computed as follow

~T ~ ST ~T
u, E#Jlul’ — Uy Vy = —Ug (ll - V)
~T > _ ~Te _ T
VY Vy — U, vy =V, (u—v).
Adding them together
~T ~ ST < ~T> ~ ST
U, e +Vy, XypVy — 20, vy = —(Up — V) (u—v).

Put it back to equation (38)

-1
Turve = (U — V) (u=v)+lu—v[|?=(u-v)T" {Id —(Su+5) [nld 42, + 2;1] } (u—v).
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The covariance matrix part: The second part is to group all factors of X, ¥, and K, ;, which is

T = tr(Sy) + t0(Sy) = 20(Kay) + n{ tr(5,5,") — log (SZEE;;) +tr(8,%, ") — log (jzzgyi)}

— - logH — Kay.i) (39)

Grouping terms which have the same factors, the above quantity is rewritten as

Ty =tr(E:E,,,) +tr(Ey2,,) — 2tr(Kyy) — n[log (SZEE;]Z;) + log (jzt )} - = Zlog — Kzyi). (40)

_1 _1
Let UyyAgy V), be SVD of X 2 K, %, 2 and denote
1 T 1
SilU =X; VDN =Y. (1)
Then we get

XX =%,; Y'Y =%, A,y = diag(k2

Ty, 1)
Note that if we fix X, ¥,, A,,, then we only need to maximize the term tr(K,, ), which is equal to tr(A,, Y X). We could

choose Uy, and V,,, such that Y X = diag(\;,,;) where Ay, ; is the ith singular value of 2 z P : . By von Neumann’s trace
inequality (Kristof, 1969; Horn & Johnson, 1991), it is where the term tr(/,,) attains its maximum. Hence, Y X is a
diagonal matrix when the objective function Yy, attains its minimum.

1 1
We also note that the form 3 U,, and VJLEﬁ are the QR decompositions of X and Y, respectively. Hence there is no
condition on X and Y, except that they are invertible. Then Y5, now is equal to

Ty = tr(XXTS,) + te(YTYE,,) — 26r(XAg,Y) — 2 [log (det(X)det(Y } _— Z 10g(1 — Kay.;) + const.
Taking the derivative with respect to X and Y (since in a small local neighbourhood, they are still invertible), we get the
following system of equations

25, X —2Y AL, —2p(X 1T =0 (42)
Y%, , 20, X" =2y =0. (43)

We multiply the first equation with X T on the left side and the second equation with YT on the right side,
X 8,,X =(YX) Ay +nld (44)

Ye,, YT =AL(YX)" +nld. (45)

zy

The right hand side of (44) and (45) are diagonal matrices, since A, and Y.X are diagonal matrices. It means that
X%, ,X is also a diagonal matrix. Denote

(YX) Ay +11d = Ay, i= diag(Aay.n.i)- (46)
Then
X8y X = XUy MU X = Agy
N X U M [V, X A5 A | = Ay,

where U umA#mUu, and U, ,A,, nU are the spectral decomposition of X, ,, and 3, ,, respectively. The equation has
the form AAAT = A, with A is a d1agona1 matrix. Let AN = A%U, then AZUUTAZ = AAAT = A. It means that



Entropic Gromov-Wasserstein between Gaussian Distributions

1 1
UUT = 1d, then U is unitary matrix. Thus we obtain A = A2 UA~2. Replace A by [Aﬁ,nAzy%nXTUu,n}, there exists

unitary matrix U such that
AE:nA;yE,nXTU/L,n =AinUAu7
_1 _1
Azy%nXTUum =UApuj
XT = A2, UAL UT
X = UW,AW%U Ag%w,. (47)
Similarly, there exists an unitary matrix V' such that
Y = Azy VA2 UT (48)
Combine the results with a note that U, ,, = U, and U, ,, = U,,, we obtain
YX = A2, VA2 U WU, 2UTAZ, .
(YX)Ar, = VALSUT UM U = diag(an)i . (49)

_1 _1
Here, «; is the ith singular values of Ul,/\l,,7"17€U;r UuAu7U,, where U and V' could be chosen such that

1 _1
VA, 2USU, A2 U is a diagonal matrix diag(c;)L ;. By the von Neumann’s trace inequality (Kristof, 1969; Horn
& Johnson, 1991),

d
tr(Kay) = tr(Agy Y X) < Z acy iAwy,n,i-
. . . -1 -1 . .
The equality happens when (f4y,i), (i) and (A ,,.;) are decreasing sequences with VA, 2U, U, A, 2U is diagonal.
Substitute it into the equation (46) with A, ,, := diag(Azy..i)% 4

1
Aaym,i = 1N+ Qikigy i Aayn,i
1 —1
Azy,n,i =1 [1 - ai“;y,z} : (50)

Combine it with equations (44) and (46), we get

det(X TS, X) = det(X)2det(S,.,) = 1° f[ (1—airZ,,) "
i=1
Therefore,
logdet(X) = —= Z log (1 Ky, Z) + const. (51)
Similarly, we also have
logdet(Y) = —= Z log Ky, 1) + const. (52)

Put them (44), (45), (51), (52) together, with X* to be the optimal solution of X, Y, etc, we obtain

d
Tg = 2772 log (1 — Kayi) Z log(1 — Kgy,s) + const.

i=1
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Let us consider the function for v, ¢t € (0,1)
f(t) =2nlog (1 — at%) - %log(l —t).
Taking derivative with respect to ¢ we get

—2na 1 e(l- at2)tz — 2ol —t) _ (2n—e)at + etz — 2o

£ = 5
S 2(1—ata)tr 21—t 2(1 — at2)t3 (1 —t) 2(1 — at3)t3(1 —t)

The nominator is a quadratic function of t=, which is increasing function taking negative value with ¢ = 0 and positive
value when ¢t = 1, since 0 < o < 1. Thus, it has only one solution

VeEZ+8ma? —e  \/e2/4+ 2tna? —¢/2
= = :
a 2T TQ

It also deduces that if « increases, the ¢* also increases. Substituting the result into the equation (50), we obtain

Ui Ui
Apyni = = . 53
i S T T [ e 9

VY.t - p=
Due to equation (49), we get a; Agy i = (Y X); ;. Combine with equation (46), we get
A i —1

Agy = 2t — 1, 54
v ai)\xy,n,i ( )

Covariance matrix: Recall from equations (47) and (48), we have
—3rrT A 3 ~5T
X =UpnApiU " Aiy,n; Y = Ady VAR Uy,
_1 _1
Since equation (41), VA, 2U) U, A, 32U is a diagonal matrix. It means that
_1 _1 _1_ 1 .
(VU UM U U U,y (UU) = (VU ) (805 805) (UuUT) = diag(on)isy,
1 1
which means that the «; are the singular values of X, 7%, 7. Then

2503 = [U,V ] diag(a) [UU]] = U, diag(as) V]

uv,n

which is a SVD of E;%E;’%, where U,UT =V, , and VU, = U,

v,y Put them into the equation (41)

_1 1 1 1 —1 1 1 _1
Koy = X0V = Uy UTszymAmyA%ymVAVﬁ U;r =X [UuUT] [AfymAmyAéym] [VUJ] Y
-1 . )\w i 1 d -1
— %2 [Vw,nd.ag(”i)i_lmm] W
_1 1 1
=12, 2A0d—-A)"(B"B)"2B7'%, 2. (55)
We could obtain it from

B = U;w,ndiag(ai)?:lVJu,n = B'B = V;tv7ndiag(af)§l=1VJz/,7,

1 d
i ; 2 2 _ T
A= - Vwmdlag@/s /4 +7(2n)a; 5/2)1:1 Vi

1 [re? Tl €
T{[4Id+r(2n)B B} 21d}

n(Id _A)_l = Vwmdiag()‘xy7n7i)§l:1VT

2y

)\z [ ¢

Qi
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Multiply both side with B~! = V,,,, ,diag(a;)U ),

Luv,n» We obtain the formula in (55).

For the 3., multiply with X T to the right side of equation (42), we have
SupXXT —YTALXT —p(Xx )X =0
YnSe = (XA Y) " +nld
Sp =X, 0 (K, +n1d). (56)
Another way to derive ¥ is to use equation (47) of X and equation (53) of Ay »,
_1 _1 _1 _1
S, =XXT = Uy, %UTAM/ UUA/%?IUJ = Zu»%UMUTAwy,nUUJZAu%
1 _;
=25 VwmAa’y nVT "

vy S
=Sy ABT B) S, (57)
where the last equation is obtained from the equation (54)
Viwndiag(Nay,i) i1V, = n{(1d —1d}(1d-A)(BTB) % = n{1d—(1d—A)}(B'B)"*
=nAB" >*% .

Similarly for equation (43)
Y'YS,,-YTALX"—nld=0
Sy = (K., +nl1d)S, . (58)

1 _1
or we could derive another way to obtain 3, = 772”,5 ABTB) 2%, 2.

3

Next we calculate the Ty« Since equations (56) and (58), we have
tr(EaX,n) +tr(Ey2, ;) — 2tr(Kyy) = 2.

We also have
d

H(l - '%zy,i) = det(ld _diag(ﬁa:y,i)gzl)
i=1
Vi ndiag(kzy, Z)z 1V—r = A2(BTB)_1

Ry

It means that 37, log(1 — fgy;)%, = logdet(1d —A2(BT B)~'). Put all the results into equation (40), we obtain

Ts =tr(X.2,,) +tr(E,5, ) — 2tr(Kyy) — n[log (jjig;z;) + log (jzz )} - = Zlog — Kay,i)

1 1
YTy =2n— 277{ log(n) + log det(A) — log det(B) — 3 log det(X,) — 3 log det(Z,,)}
— 5 logdet (14 —A%(BTB)™")

1
= 277{1 — log(n) + log det(A) — log det(B) — 3 log det(ZHZy)} - %logdet(ld —AQ(BTB)_l).

Step 2: Calculation of m~ We need to find the minimizer of the following problem:

min m,;Y* + 7KL(mx|m,) + TKL(mx|m,) + eKL(m||m,m,).

my>0

By part (c¢) of Lemma C.6, we obtain

*

5 ) e ()

Hence, we have thus proved our claims. O

My = mff“




