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Abstract

Instrumental variable models allow us to identify
a causal function between covariates X and a re-
sponse Y, even in the presence of unobserved
confounding. Most of the existing estimators as-
sume that the error term in the response Y and
the hidden confounders are uncorrelated with the
instruments Z. This is often motivated by a graph-
ical separation, an argument that also justifies
independence. Positing an independence restric-
tion, however, leads to strictly stronger identifia-
bility results. We connect to the existing literature
in econometrics and provide a practical method
called HSIC-X for exploiting independence that
can be combined with any gradient-based learn-
ing procedure. We see that even in identifiable
settings, taking into account higher moments may
yield better finite sample results. Furthermore, we
exploit the independence for distribution general-
ization. We prove that the proposed estimator is
invariant to distributional shifts on the instruments
and worst-case optimal whenever these shifts are
sufficiently strong. These results hold even in the
under-identified case where the instruments are
not sufficiently rich to identify the causal func-
tion.

1. Introduction

When estimating the causal function between a vector of
covariates X and a response Y in the presence of unob-
served confounding, standard regression procedures such
as ordinary least squares (OLS) are even asymptotically
biased. Instrumental variable approaches (Wright, 1928; Im-
bens & Angrist, 1994; Newey, 2013) exploit the existence
of exogenous heterogeneity in the form of an instrumental
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variable (IV) Z and estimate, under suitable conditions, the
causal function consistently. Importantly, the errors in Y’
and the hidden confounders U should be uncorrelated with
the instruments Z. Usually, this has to be argued for with
background knowledge. Often this is done by assuming
that the data generating process follows a structural causal
model (SCM) (Pearl, 2009; Bongers et al., 2021) (so that the
distribution is Markov with respect to the induced graph),
and that Y and U are d-separated from Z in the graph ob-
tained by removing the edge from X to Y (this is the case
for the DAG at the beginning of Section 2, for example). In
particular, this requires an argument that Z is not causing
Y directly but only via X . But this argument does not only
imply that the errors in Y and U are uncorrelated but also
that they are independent. This independence comes with
several benefits.

For example, even in settings where the causal function
can be identified by classical approaches based on uncor-
relatedness, it has been observed that the independence
can be exploited to construct estimators that achieve the
semiparametric efficiency bound, at least when the error dis-
tribution comes from a known, parametric family (Hansen
et al., 2010). Furthermore, the independence restriction is
stronger than uncorrelatedness and therefore yields stronger
identifiability results, which has been reported in the field
of econometrics (e.g., Imbens & Newey, 2009; Chesher,
2003). For example, even binary instruments may be able to
identify nonlinear effects (Dunker et al., 2014; Torgovitsky,
2015; Loh, 2019).

In this work, we investigate the independence restriction
in more detail: we add to existing identifiability results,
provide methods for exploiting the restriction for finite data
and analyse implications for distribution generalisation.

More precisely, in Section 2 we discuss the identifiability
conditions in a general and simple form, list some of the
existing identifiability results that they imply, add novel
results to this list, and extend the framework to conditional
Iv.

We also provide a practical method that exploits the above
independence for estimating causal effects from data. It re-
lies on the Hilbert-Schmidt independence criterion (HSIC)
(Gretton et al., 2008) which has become a widely used tool



Exploiting Independent Instruments

for testing independence in a joint distribution. Equipped
with a characteristic kernel (such as the Gaussian kernel),
HSIC is positive and equals zero if and only if the considered
distribution factorizes. We propose an easy-to-use method,
called HSIC-X (‘X’ for ‘exogenous’), that minimizes HSIC
directly. The underlying problem is non-convex but can
be tackled using widely used methods from stochastic opti-
mization. While theoretical guarantees are hard to obtain, it
has recently been shown empirically that reliable optimiza-
tion of HSIC seems possible, at least when considering the
different problem of minimizing independence of residuals
and predictors in a regression problem (Greenfeld & Shalit,
2020; Mooij et al., 2009). Furthermore, the optimization
can be initialized at informative starting points, such as the
two-stage least squares (2SLS) solution, or even the OLS
solution. HSIC-X can be combined with any machine learn-
ing method for nonparametric regression that is optimized
by (stochastic) gradient descent. The details of our method
are described in Section 3.

Furthermore, the independence restriction can be exploited
for distribution generalization. In Section 4, we construct
an estimator HSIC-X-pen (‘pen’ for ‘penalization’) that is
worst-case optimal in nonlinear settings under distributional
shifts corresponding to interventions on Z. This is par-
ticularly interesting in underidentified settings, where the
causal function cannot be identified from the data. Our work
thereby adds to an increasing literature connecting distribu-
tional robustness and causal inference (e.g., Scholkopf et al.,
2012; Rojas-Carulla et al., 2018; Magliacane et al., 2018;
Rothenhiusler et al., 2021; Arjovsky et al., 2019; Chris-
tiansen et al., 2021; Pfister et al., 2021; Yuan et al., 2021;
Krueger et al., 2021; Creager et al., 2021). As for HSIC-
X, the estimator HSIC-X-pen is modular in that it can be
used with any machine learning method for nonparametric
regression.

Experiments on both simulated and real world data in
Section 5 confirm that HSIC-X can exploit the improved
identifiability guarantees and can be more efficient in fi-
nite samples if wrong solutions yield both second and
higher order dependencies between the residuals and the
instruments. The code for all the experiments is available
at https://github.com/sorawitj/HSIC-X. All
proofs are provided in Appendix A.

1.1. Further Related Work

Independence between Z and Y — f(X) can also be char-
acterized differently; e.g., it is equivalent to

En(Z2)p(Y = f(X)] = Em(Z) E[p(Y — f(X))]

for all n and ¥ in a sufficiently rich class (such as bounded
continuous functions). This suggests estimating the causal
function by a generalized methods of moments (GMM) ap-

proach. Indeed, Poirier (2017) focuses on the derivation
of optimal weights for such estimating equations and the
asymptotic behaviour of the estimator. Dunker et al. (2014);
Dunker (2021) phrase the problem as an inverse problem
and derive convergence rates for the iteratively regularized
Gauss-Newton method. The above works focus on theo-
retical advancements (e.g., the experiments are restricted
to univariate settings). Considering the independence of
residuals has also been suggested, by Peters et al. (2016,
Section 5) but no practical method was provided. Powerful
regression techniques and machine learning methods to mea-
sure dependence in IV settings exist (Hartford et al., 2017;
Singh et al., 2019; Bennett et al., 2019; Muandet et al., 2020)
but to the best of our knowledge, none of these methods
exploit the independence restriction.

In summary, exploiting independence does not seem to have
played a major role in practice. Arguably, one of the reasons
is that independence restrictions are difficult to work with
in theory and practice. E.g., choosing the class of functions
1) is non-trivial.

2. Identifiability from Higher Order Moments

Unless stated otherwise, we consider the following SCM

7 = €z
U= Z
v \(] U~
X =9(Z,U ex) B 9 p
Y = £(X) + h(U, ey) ¥y 9

where (ez,ey,ex,ey) ~ @ are jointly independent
noise variables, Z € R" are instruments, U € RY
are unobserved variables, X € R< are predictors and
Y € R is a response. For simplicity, we additionally
assume that Elez] = E[X] = E[h(U,ey)] = 0. We
call a collection M = (f,g,h,Q) an IV model, with
feFCA{folfo: R - R} and F a pre-specified
function class. The collection of all IV models of
this form is denoted by M. Any IV model M € M
induces a distribution P,; over the observed variables
(X,Y,Z). We denote the data generating IV model by
MO = (f9,¢° h°, Q) (parts of the data are unobserved).
We refer to the function f° as the causal function. We can
use it to compute the causal effect of any treatment contrast,
such as the average treatment effect f(1) — f(0) in case
of a binary X. We assume that the causal function f(-)
only depends on X, i.e., is homogeneous, and thus we do
not need to distinguish between local and global treatment
effects (e.g Imbens & Angrist, 1994). Unless stated
otherwise, we also assume that f° can be parameterized
such that fO(-) = ¢(-)"6° for some §° € © C RP, with
a (known) function ¢ : R? — RP and, for simplicity,
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we assume that 0 # 6° implies ¢(-)T0 # ¢(-)"0°. In
practice the true basis ¢ does not need to be known and
can be approximated by a sufficiently flexible function
approximator (e.g., neural networks), see Section 3.

Let us assume that we observe n i.i.d. observations from
(X,Y,Z) ~ Pjo. In this paper, we consider two prob-
lems: estimating the causal function f° and predicting the
response Y under distributional shifts on the variables Z
(see Section 4). In order to solve either of these tasks, we
make use of (parts of) the causal function f°. We therefore
require that it is uniquely determined by the observed distri-
bution IP,,0 (we relax this condition in Section 4). This is
often termed identifiability of the causal function.

In a classical IV approach, identification of f° (or, equiva-
lently, §°) is based on the moment restriction

E[n(Z)(Y — ¢(X)T0)] =0, (1)

where ) : R” — R is a known function. Under the IV
model M this condition is satisfied for #°. A sufficient and
necessary condition for identifiability based on (1) is given
by the (moment) identifiability condition

En(Z2)¢(X)"Jr=0 = 7=0. 2)
This condition is sometimes called the rank condition be-
cause it is equivalent to the matrix E[n(Z)¢(X) "] hav-
ing rank p, which, in particular, implies that £ > p (e.g.,
Wooldridge, 2010).

The moment restriction (1) aims to detect mean shifts of
the residuals when varying the value of Z. For example, (1)
can only identify §° if we do not have for all i € {1,...,p}
E[¢:(X)|Z] = 0 almost surely (otherwise the function z —
f%(x) + ¢i(z) solves (1), too). But even if there are no
mean shifts and (1) is not powerful enough to identify f°,
we may still be able to identify f° from a stronger condition.
To this end, we consider the independence restriction

ZLY —¢(X)Th. 3)

In this paper, we consider identifying f° based on (3), rather
than (1). Under the IV model M? described above, this
condition is satisfied for the true parameter °. A necessary
and sufficient condition for identifiability using (3) is

ZUhUe)+oX)' 7 = 7=0. @

This, in particular, implies that for all ¢ € {1,...,p} we
have Z )L h(U, ey )+¢i(X) (since, otherwise T = ¢; would
violate the above condition).

If condition (4) is violated, condition (2) is violated, too, but
the implication does not hold in the other direction. As a
result, the independence restriction yields strictly stronger
identifiability results (see also Table 1).

Proposition 2.1 (Identifiability based on independence).
Consider an IV model M° and assume f°(-) = ¢(-)T6°
for some 0° € RP. Then, the following statements hold.

(i) If0° is identifiable from the moment restriction (1) it is
also identifiable from the independence restriction (3).
(ii) There exist IV models such that 6° is identifiable from

the independence restriction (3) but not from (1).
(iii) In particular, there are examples of the following type
that satisfy the conditions of (ii). (a) ‘Nonadditive Z’:
Z = €z UZZGU X = ZU+€X (5)

Y = X + U + €y,

with F = {f| f(zx) = 0z}, where (ez,eu,ex,€y)
are jointly independent standard Gaussian variables.
(b) ‘Binary Z’: Z € {0,1}, X e R, p > 2 (i.e.,, F
contains nonlinear functions). (c) ‘Independent Z’:

Z 1 X.

Statements (i) and (ii) are known (e.g., Imbens & Newey,
2009; Chesher, 2003) but for completeness we nevertheless
include their proofs in Appendix A. Intuitively, the causal
function from the SCM (5) in (a) is not identifiable from
the moment restriction because the instrument (or any trans-
formation 7(Z)) does not correlate with the mean of X,
ie., E[n(Z2)X] = E[n(Z)E[X|Z]] = 0. Therefore, for any
7 € R, the shifted causal function f(z) == f°(x) + ~z, for
z € R, also satisfies the moment restriction. In the proof
of Proposition 2.1, we argue that identifiability using (2) is
impossible for an example of type (b). It may come as a
surprise that it is indeed possible to identify nonlinear func-
tions even if the instrument Z has a discrete support with
small cardinality. This observation has been reported, e.g.,
by Dunker et al. (2014); Torgovitsky (2015); Loh (2019).

Even in cases where the causal function is identifiable from
both (4) and (2), it may be beneficial to consider the inde-
pendence restriction. This is, for example, the case when the
effect of the instrument can be seen in both the conditional
mean of ¢(X), given Z, and in higher moments. In our
simulation experiments in Section 5, we see that taking into
account dependencies in higher moments may yield better
statistical performance.

Condition (4) depends on the unknown h(U, ey ); at first
glance, one might believe that the hidden term can be
dropped from condition (4) but this is not the case.

Proposition 2.2. Consider the IV model M° and assume

that ¢(-) = ($1(-), ..., ¢p(:)) is a collection of basis func-
tions such that f°(-) = ¢(-)"0° for some §° € RP. Then,
in general, condition (4) does not imply

Z1oX)'r = 7=0. (6)

Furthermore, (6) does not imply (4), either.
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Table 1. Overview of some of the identifiability results, described in Section 2.

Z acts on Z acts on identif. with (1)

identif. with (3)

| supp(Z)] mean of X  higher orders of X possible possible Comments
00 yes yes/no v v gain efficiency with (3), cf Sec. 5.1
00 no yes X v cf Prop 2.1-iii-a
identif. < m par. with (1), gain efficiency
i < €9 yes I s 4 & identif. with (3), cf Prop 2. 1-iii-b, Sec 5.1
m < 00 no yes X v cf example in proof of Prop 2.2

Identifiability condition (2) depends only on the joint distri-
bution of (Z, X') (which can be estimated from data), but we
do not consider this an advantage: in practice, it is usually
desirable to consider empirical relaxations of the identifiabil-
ity conditions and output the set of 8’s that (approximately)
satisfy the empirical version of (1) or (3), respectively. For
example, one can invert statistical tests to construct confi-
dence sets, see Section 3.4.

2.1. Conditional Instrumental Variables

In some applications, such as the one we consider in Sec-
tion 5.3, restrictions (1) and (3) may be violated for the
causal parameter, e.g., because there are confounding vari-
ables I between the instruments Z and the response Y.
Under certain assumptions, however, the framework of con-
ditional IV (CIV) (Frolich, 2007; Newey, 2013) still allows
us to identify the causal function f° from the observed
distribution. Both the identifiability point of view and the
methodology we develop in Section 3 can be extended to
CIV. More details are provided in Appendix B. Consider the
following SCM.

N

[
3

(EWv Vv U) w

W - 4—--._U
Z:=q(W,V,ez) SN
X::g(Z7WaUa6X) Y A/ Y \ Y
Vimey, U=ey 7 —9—> X‘—f—>’Y
Y U

f(X) +h(W, U, ev)

where (ew, €z, €y, €u, €x, €y ) are jointly independent and
W € R are observed covariates. We assume that there is
no edge from V' to W or no edge from U to W, i.e., either
Z and W or W and Y are not confounded.

Due to the unobserved confounding, (3) may not hold but
as we assume that there is either no confounding between
Z and W or between W and Y, we can instead use the
conditional independence restriction

ZIY —o(X)0|W (7)

to identify fY. A corresponding sufficient and necessary

identifiability condition for fO is

Z L h(W,Ujey) +o(X)"7|W = 7=0. (8
We can estimate f° using a loss that is minimized if restric-
tion (7) is satisfied, e.g., using a conditional independence
measure (e.g. Fukumizu et al., 2008; Zhang et al., 2011;
Berrett & Samworth, 2019; Shah & Peters, 2020). In Ap-
pendix B we discuss cases, in which we can avoid using a
conditional independence restriction.

3. Independence-based IV with HSIC

Starting from the independence restriction (3), our goal is to
find a function f such that the residuals R/ ==Y — f(X)
are independent of the instruments Z. In the identifiable
case, that is, if condition (4) is satisfied, only the causal func-
tion f9 achieves independence. Thus, given an i.i.d. sample
(4, Yi, 7)1 of the variables (X, Y, Z), our method aims
to find a function f that minimizes the dependency between
the residuals (7)™, with 7/ := y; — f(;), and the instru-
ments (z;)"_;. In this work, we measure dependency using
HSIC (Gretton et al., 2008). When using characteristic ker-
nels (Fukumizu et al., 2008), this measure equals zero if and
only if the considered joint distribution factorizes. HSIC has
been used for optimization problems before (e.g., Green-
feld & Shalit, 2020; Mooij et al., 2009) and satisfies the
conditions used to prove consistency (see Section 3.3) but
other choices of independence measures are possible, too.
Specifically, we consider the following learning problem:

f = argmin H/SE((r{,zi)?zl;ka,kz),
fer

€))

where HSIC((r!, z)" ; ks, kz) = te(KHLH) is a
consistent estimator of HSIC((R/, Z); kgs,kz) (Gretton
etal., 2008); here, Kj = kps (r] ,v]) and Lij = kz (2, 2))
are the kernel matrices for the residuals R/ and the instru-
ments Z with positive definite kernels ks and kz, respec-
tively, and H;; := 6;; — + is the centering matrix. We call
the estimator in (9) HSIC-X.

The independence restriction (3) allows us to learn the
causal function fO up to a bias term (for any o € R,
HSIC((Y — fO(X),Z);k;Rfo,kZ) and HSIC((Y — a —
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fU(X), Z); kpso, kz) are identical). Nonetheless, we can
correct for the bias by using the zero mean assumption
of the noise €¢y. The final estimate is then obtained as

FO) = F0) = 5 2l = fl@).

3.1. Regularizing towards Predictive Functions

In many practical applications the identifiability condi-
tion (4) (or (2) for classical IV) is satisfied but many param-
eters approximately solve the empirical version of (3). This
is the case, for example, if the influence of the instruments is
weak, which usually yields subpar finite sample properties.
Furthermore, classical estimators like 2SLS are known to
only have moments up to the degree of over-identification
(e.g., Mariano, 2001). To stabilize the estimation it has been
proposed to regularize towards a predictive function, such as
the OLS in linear settings, see, e.g., the K-class estimators
(Theil, 1958; Jakobsen & Peters, 2022), which contain the
OLS, 2SLS, the FULLER (Fuller, 1977) and LIML estima-
tors (Anderson & Rubin, 1949) as special cases.

‘We propose an analogous regularization for our estimator
and call this variant HSIC-X-pen. More specifically, for a
convex loss function ¢ : R — R we modify the optimization
problem (9) as follows,

f* = argmin H/SI\C((rlf, Zi)iz1s kre kz)
fer
+ A i — f(x),

where A € [0,00) is a tuning parameter. Unlike in the
linear settings described above (e.g., Fuller, 1977), deriving
a data-driven choice of the tuning parameter A is non-trivial.
We propose to select A following a procedure analogue to
the one described in Jakobsen & Peters (2022): we select
the largest possible value of A for which an HSIC-based
independence test (e.g., Gretton et al., 2008; Pfister et al.,

2017) between R and Z is not rejected.

(10)

As discussed in Section 4, HSIC-X-pen can be understood
in relation to distribution generalization, too. There, one
starts from the objective of optimizing the predictive loss
and adds the HSIC term as a penalty that regularizes the
predictor to guard against distributional shifts.

3.2. Algorithm and Implementation Details

We now specify the details of HSIC-X. To solve (9), we fix
any parametric function class F := {fy(-) | § € © C RP}
(e.g., a linear combination of some basis functions or a neu-
ral network) and optimize the parameters 6 by a gradient-
based optimization method. We choose the Gaussian kernel
kg (e.g., Scholkopf & Smola, 2002) for the residuals, and
the discrete or Gaussian kernel k7 for the instruments de-
pending on whether Z is discrete or continuous, respectively.
The bandwidth parameter o of the Gaussian kernel is chosen

by the median heuristic (e.g., Sriperumbudur et al., 2009)
and is recomputed during the optimization process (as the
residuals change at each iteration).

Since the optimization problem (9) is generally non-convex,
the resulting parameter estimates may not be the global op-
timal solution. We alleviate this problem by introducing the
following restarting heuristic. Let 6 € © be a solution to
the optimization problem. We conduct an independence test
between the resulting residuals (1 == y; — f;(x;)), and
the instruments (z;)?_; using HSIC with Gamma approxi-
mation (Gretton et al., 2008). We accept the parameters 6 if
the test is not rejected, otherwise we randomly re-initialize
the parameters and restart the optimization. In the spirit
of (10), we initialize the parameters in the first trial at the
OLS solution. Algorithm 1 in Appendix C illustrates the
whole optimization procedure with the standard gradient
descent update. The gradient step can be replaced with
other gradient-based optimization algorithms such as Adam
(Kingma & Ba, 2015) or Adagrad (Duchi et al., 2011); in
all of our experiments, we used Adam. The Algorithm for
HSIC-X-pen is also provided in Appendix C.

3.3. Consistency

We now prove consistency of the proposed approach in that
the minimizer of (9) converges (in probability) against the
causal function, as sample size increases.!

Theorem 3.1. Consider the IV model MP°, assume that
o) = () T6° for some bounded function ¢(-) and some
0° € O, with ® C RP being compact, and assume that the
identifiability condition (4) holds. Consider the function
class F := {f(-) = ¢(-)70]0 € O} and fixed bounded,
continuously differentiable, characteristic kernels k7 and
kg with bounded derivatives. Then, the estimator f defined

f=Pllos 25 0.

The same statement holds if in (9) we replace HSIC and
HSIC by any independence measure H(Py0,0) and its
estimate ]fln(Dn,@) (based on data D,,), such that (i)
H(Pp0,0) = 0 if and only if (Y — ¢(X)T0) 1L Z, (ii)
for all 8 € ©, we have Hn(Dn7 0) — H(Ppy0,0) in prob-
ability and, (iii), both H(Py0,0) and H,(D,,,0) for all n
are Lipschitz continuous in 0 with the same constant L.

in (9) is consistent, i.e.,

3.4. Confidence Regions

Suppose T, : © x R™*™ — {0, 1} tests, for a given pa-
rameter # € O, for independence between the residuals
R? := Y — fp(X) and the instruments Z, based on the
n ii.d. observations (X;,Y;,Z;)",. Denote by ©¢ =

!There is a slight mismatch between Theorem 3.1 and the
described algorithm: in practice, the kernel bandwidth is not fixed
but is chosen according to the median heuristic. This difference
could be accounted for by sample splitting.
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{#|R? 1L Z} the set of 0’s satisfying the null hypothesis
of independence. We say T, has pointwise asymptotic level
a if supyeg, limy oo P(T0 (0, (Zi)i=;) = 1) < « (here,
T, = 1 corresponds to rejecting independence). The test
has uniform asymptotic level if ‘lim’ and ‘sup’ in the defini-
tion can be exchanged and the statement still holds; it has
finite sample level if it holds for all n when removing ‘lim’.
If T), has finite sample level, then, by construction,

én = {9 €0 ‘ Tn(av (Zz)?:l) = O}

is a (1 — a)-confidence region for 0°: P(0° € C,) =
P(T,(0° (Z;)™;) = 0) > 1 — «. Similarly for pointwise
(uniform) asymptotic level.

Because the independence restriction is stronger than the
moment restriction (see Proposition 2.1), we can use any
existing test for (1), such as the Anderson-Rubin test (Ander-
son & Rubin, 1949), to construct such confidence regions,
too. Alternatively, we can use HSIC to construct an inde-
pendence test, which we then invert. For a fixed kernel, tests
can be constructed either by permutation-based procedures
or by approximating the distributon of TISIC under the null
hypothesis, e.g., by a gamma distribution (Gretton et al.,
2008). For many tests, C,, has to be approximated.

4. Distribution Generalization

Here, we follow a line of work, which connects distribution
generalization with causality (see Section 1). In this frame-
work, distributional shifts are modeled as interventions. We
propose using HSIC-X-pen, introduced in Section 3.1, for
this task and prove that it is worst-case optimal under inter-
ventions on the exogenous variables, even if the model is
nonlinear and the causal function is not identifiable.

To formalize the result, we again assume that the data is
generated by the IV model M°. Furthermore, in this sec-
tion, we consider the function classes F := L2(R?,P+,)
consisting of all functions f, : R? — R that satisfy
Eppo[fo(X)?] < oo and

Fav i ={fo €F| Z 1LY — fo(X) under Ppso} .

We model a distributional shift as an intervention on the
exogenous Z, denoted by i; it consists of replacing the
distribution of Z with a new distribution. The intervened
model is denoted by M (i) and is again an IV model. In
this setting, we now prove that for any predictor f € F
satisfying the independence restriction Z 1l Y — f(X), that
is, f € Finy, the expected loss is invariant to interventions
on Z in the following sense.

Theorem 4.1 (Invariance with respect to interventions on
Z). Let £ : R — R be a convex loss function and T be a set
of interventions on Z satisfying for all i € T that P o ;) is

dominated by P 0. Then, for all f € Fy,, it holds that

Epo [0(Y — f(X))] = ?EII)EJVIO(U (Y — f(X))].

We consider this setting relevant as identifiablity (that is,
| Finv| = 1) is not achievable in most modern machine learn-
ing applications. The assumption that the intervened distri-
butions are dominated by the observed distribution ensures
that none of the interventions on Z extend the support of
Z. Generalizing to distributions that extend the support is
only possible under additional extrapolation assumptions
that require the functions ¢° and f° in the IV model M°
to be partially identifiable (Christiansen et al., 2021). In
this sense it is not possible to strengthen our result without
making additional assumptions on the identifiablity of the
IV model.

Theorem 4.1 motivates estimating a predictor based on

argmin Eypo [((Y — f(X))], (11)
J€Finv

where £ : R — R is a convex loss function. Our proposed
HSIC-X-pen estimator from (10) for A approaching 0 pro-
vides a flexible way of estimating the minimizer (11). By
Theorem 4.1, it is guaranteed to control the test error un-
der any distributional shift generated by an intervention on
Z which does not extend the support. Moreover, we now
prove that for a sufficiently rich class of distribution shifts, a
predictor solving (11) on the training data is worst-case op-
timal. To formalize our result, define the intervened subset
S C {1,...,d} consisting of all X7 that are descendants
of Z in the causal graph. When |S| < d, this may contain
cases in which identifiability according to (3) is impossible.?

Theorem 4.2 (Generalization to interventions on Z). Let
£ : R — R be a convex loss function and T be a set of
interventions on Z satisfying for all i € 1 that Pyroy is
dominated by Py;0, which itself is absolutely continuous
with respect to a product measure. If there exists i, € 1L such
that X5 1L U | X" under Pppo(;,) and supp(IP’f\;O(i*)) =

supp(Pij ), then

}Q;F’M“ (Y —f(X))] = ]}Ielgilelg Enpo[0(Y = f(X))].

The intervention ¢, can be called partially confounding-
removing (see also Christiansen et al., 2021) in the sense
that in the generated distribution Ppo(;, ) the variables X s
affected by the exogenous Z are, conditioned on X 5% no
longer confounded with Y via U (if Z acts additively, this
implies that, in general, U does not act on both Y and X 5.
As shown in the proof, this intervention results in the worst-
case loss. An example of this type of intervention is given in

2For example, if Y = (X1, X2) + U + ey, X1 = U and
X9 = Z + U, then the causal function is not identifiable from (3).
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Section 5.2. If £(+) = (+)? is the squared loss, the minimizer
is attained at the conditional mean of Y given X under
Pasogi,), thatis, fO(z) + Eppoqy [MU, €7) | X = z] (see
proof of Theorem 4.2).

5. Experiments

5.1. Simulation: Instrumental Variable Estimation

We first evaluate the empirical performance of HSIC-X and
HSIC-X-pen for estimating causal functions. To this end,
we use the following IV models in our experiments:

Z =€z U:=¢y
X =Zex+aZ+U (12)
Y = fO(X) —4U + ey,

M(a, P, f°):

where e;7, ex, ey i N(0,1), ez ~ P., and ez 1L
€U, €x,€y. We consider different experiment settings by
varying three parameters o, P, and f°. The parameter o
adjusts how the instruments Z influence the predictor X:
the instruments Z only change the variance of X when
a = 0, while both the mean and the variance of X are
changed by Z when av > 0. For P, we consider binary
and Gaussian random variables. Lastly, for f°, we consider
a linear function f{ (X) := —2X and a nonlinear function

U in(X) = 15X —0.2X2 + 2;21 wje_(X_Cﬂ‘)z, where
c; represents a partition of [-7, 7] in 10 equally spaced in-
tervals and w1, ..., wo ES) N(0,2). We generate 1000
observations from the IV model (12) and evaluate the per-
formance of our methods under different settings. In all
the experiments, we use Adam as the optimizer with the

learning rate set to 0.01 and a batch-size of 256.

Known basis functions. We first assume that the underly-
ing function class containing the causal function is known;
that is, we consider F := {f(:) = ¢(-) "0 | § € RP} with
p = 1 and ¢(z) = z in the linear case, and p = 12 and
o(x) = [z, 22, e_(‘"”_cl)z, ,e_(z_cl‘))Q] in the nonlinear
case (cy, . . ., c1p are the same as described above). We com-
pare the performance of HSIC-X with the following baseline
methods: 2SLS: this solves the moment restriction (1); we
use the feature map ¢ defined above as the function 7 in the
moment restriction. OLS: least square regression of Y on
X (using the basis functions ¢ or neural networks). Oracle:
least square regression of Y on X using non-confounded
data (the confounder U is removed from the assignment of
X). HSIC-Oracle: same as HSIC-X(-pen) but initialized at
the true causal parameters; this is to investigate how much
our method suffers from the non-convexity of the objective
function. The last two methods serve as oracle benchmarks.

The performance of each method is measured by the in-
tegrated mean squared error (MSE) E[(f(X) — f°(X))?]

e 2SLS OoLS ¢ Oracle = HSIC-X v HSIC-Oracle |
fO = Linear, Z = Gaussian fO = Linear, Z = Binary
10! fog o | b
) 5—--—-;—."_".-_.‘” . —g-.. .
2 0 B o T R
S e L
0.0 0.1 0.2 03 04 0.0 0.1 0.2 03 04
O = Non-linear, Z = Gaussian f° = Non-linear, Z = Binary
...... o......
10! f . 1ot e M @ nae °
(L}-I’ IETSUUeE SIS N f
=100| ¥ -|- 10° "'”i*- .........
————— Tigemag f“f--- -- —*'
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Figure 1. MSEs of different estimators when the correct basis func-
tions are used. Each point represents an average over 10 simula-
tions and the error bar indicates its 95% confident interval. 2SLS
is inconsistent and underperforms OLS when o = 0, and for all
« in the bottom right setting, while HSIC-X yields a substantial
improvement over OLS in such settings. Under weak instruments
(small ), we observe an efficiency gain of HSIC-X over 2SLS.

between the estimate f and the causal function f°, approxi-
mated using a test sample of size 10000. In all experiments,
we report an average of the MSE values over 10 simulations.

Figure 1 reports the MSE as we increase the parameter a.
Our method shows a significant improvement over 2SLS in
almost all settings. The improvement is especially promi-
nent in the nonlinear-binary setting (see bottom right Fig-
ure 1), where the moment identifiability condition (2) is
not satisfied (see Proposition 2.1). We still see an improve-
ment gain even in the identifable cases (when a > 0) which
suggests a finite sample efficiency gain from using the in-
dependence restriction. Lastly, the performance of HSIC-X
is on par with that of HSIC-Oracle, indicating that the op-
timization objective is reasonably well-behaved despite its
non-convexity (only in the nonlinear/binary case, there is
a slight deviation). We illustrate the estimated functions
against the true causal function in Appendix D.2.

Approximate functions. We now consider a more flexi-
ble function class to approximate the causal function £ .-
by using a neural network (NN). For a fixed width and
depth, f2 . may not lie in the function class represented
by the NN. Nonetheless, we expect our method to produce
a reasonable estimate of the causal function.

We generate 1000 observations from the IV model (12) with
19 in- In addition to the OLS and Oracle baselines, we
compare our method to DeepGMM (Bennett et al., 2019)
and DeeplV (Hartford et al., 2017) using their publicly
available implementations. To investigate the effect of the
MSE regularization (see Section 3.1), we add a variant of
our method (HSIC-X-pen) where the MSE regularization is
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Figure 2. MSEs of different estimators when the causal function is
approximated by a neural network. HSIC-X shows a substantial
gain over the baselines in all settings. HSIC-X-pen does not show
a major improvement over HSIC-X.

employed. A neural network with one hidden layer of size
64 is used in our methods and all the baselines.

Figure 2 outlines the simulation results. In short, both HSIC-
X and HSIC-X-pen outperform DeepGMM, DeeplV and
OLS baselines and approach the Oracle’s performance as
the instrument strength (o) increases. We speculate that
the inferior performance of DeepGMM and DeeplV may
be explained by their sole reliance on the moment restric-
tion (1) as opposed to the full independence restriction (3).
Lastly, HSIC-X-pen does not show a major improvement
over HSIC-X.

Multi-dimensional setting. We also investigate the effect
of X’s and Z’s dimensionality on our estimators. The exact
experiment setup and detailed results are provided in Ap-
pendix D.1. The results suggest that for linear models with
higher order effects of Z, HSIC-X outperforms 2SLS, in
particular when the dimensions of Z is strictly smaller than
that of X.

5.2. Simulation: Distribution Generalization

To empirically verify the theoretical generalization
guarantees from Section 4, we consider for ¢ €
{0.5,1,...,3.5,3.99}, the collection of IV models

7 =¢€;,Up = €U1,U2 = 6U27X2 =U; + €X,
X1 =U11(Z <3.5)4+0.1Z + 2Zey,,
Y = fO(X1,X2) + Uy + Us,

where ey, , €y, €x, €x, are i.i.d. N(0,1), ¢, = W 1(K =
0) + Wol(K = 1) with K ~ Ber(i/4), W ~ Unif(0, 7)
and Wy ~ Unif(i,4) and ¢; 1L (ey,,€u,,€x,€x,). The
parameter ¢ determines how much the distribution of Z
with support (0,4) is skewed towards the right. In partic-
ular, for ¢+ — 4 the intervention removes the confounding
effect of Uy, see Theorem 4.2. We use M (0.5) to gener-
ate 3000 observations from the training distribution and
use it to fit HSIC-X-pen, OLS and Anchor regression (AR)
(Rothenhdusler et al., 2021), which comes with generaliza-
tion guarantees, too, but does not cover the higher-moments

O = Linear % = Non-linear
. Method
S AR
22 e . —
. - 2 : oLs
g 7 L= —— Causal
2 | 7 —— HSIC-X-pen
-7‘_4,,_./ -l 0|4 Function class

—e— Known Basis

’ .-*== NN
Intervention strength (/)

05 15 25 35 05 15 25 35
Intervention strength (i)

Figure 3. Predictive performance of different predictors on shifted
test distributions as the intervention strength increases. Causal is
the most stable predictor but conservative, while OLS is markedly
affected by the interventions. Due to the higher-moments influence
from Z, HSIC-X outperforms AR in most cases and establishes
the best trade-off between invariance and predictiveness.

influence of Z as in the SCM above. As in Section 5.1,
we consider both linear and nonlinear functions for £, and
employ the correct basis (Known Basis) and neural network
(NN) function classes in our method and the baselines, see
Appendix D.3 for details. We evaluate the fitted estima-
tors on shifted test distributions and add a causal baseline
(Causal) in which the true causal function is used as a pre-
dictor. This serves as an oracle baseline as, in this setting,
the causal function is not identifiable.

The results are shown in Figure 3. Our method (HSIC-X-
pen) and Causal are significantly more robust to the interven-
tions compared to OLS and AR, with the causal oracle being
the most invariant predictor as described in Theorem 4.1.
However, the causal oracle is conservative (it ignores the
information from the hidden confounder U, that is unaf-
fected by the interventions and is helpful in predicting Y")
and yields subpar performance when the interventions ¢ are
small. Our method utilizes the invariant information from
U, and yields the best trade-off among all candidates.

5.3. Real-world Application

We apply HSIC-X to estimate the causal effect of education
on earnings using 3010 observations from the 1979 National
Longitudinal Survey of Young Men (Card, 1995). The re-
sponse variable Y is the logarithm of wage, X is years of
education, and the (discrete) instrument Z is geographic
proximity to colleges (whether an individual grew up near a
four-year college). Card (1995) also considered several con-
ditioning variables W including years of experience, race
and geographic information and studied a linear causal effect
of education on earnings, so we use F = {f | f(z) = 0z}
and apply the conditional IV estimator described in Ap-
pendix B. In addition, we obtain a confidence region as
described in Section 3.4. We then compare our results with
those by 2SLS, which was used in the original study of
Card (1995), and confidence intervals constructed by the
Anderson-Rubin test (Anderson & Rubin, 1949).
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Table 2. Estimation results of the effect of education on earnings
(Card, 1995), including 95% confidence sets. The independence
restriction puts stronger constraints on the parameters and yields a
smaller confidence set; e.g., it does not include the OLS solution,
which is not rejected by an Anderson-Rubin test.

METHOD  POINT ESTIMATE LOWER  UPPER
OLS 0.072 0.065 0.079
2SLS 0.142 0.050 0.273
HSIC-X 0.160 0.097 0.208

Table 2 reports the point estimates and the confidence inter-
vals at the 95% confidence level. The point estimates from
2SLS and HSIC-X differ from the estimate from OLS sug-
gesting a potential sizable unobserved confounding effect.
Nonetheless, the difference between the OLS and 2SLS esti-
mates is not statistically significant which was also observed
in the original study (see Card (1995) and Card (2001)). We
speculate that the linear effect of college proximity Z on
education X may not be strong enough which leads to the
imprecision of the 2SLS. On the other hand, the confidence
region around HSIC-X does not contain the OLS. This sug-
gests that taking into account full independence gains finite
sample efficiency in this study.

6. Conclusion and Future Work

Exploiting independence between exogenous variables and
the residual terms of a response variable can be beneficial
for identifiability of a causal function, the empirical per-
formance of corresponding estimates, and for constructing
estimators that perform well even under interventions on
such exogenous variables. We have proposed two estimators,
HSIC-X and HSIC-X-pen that can be equipped with any
machine learning regression method based on gradient de-
scent. Empirical results on simulated and real data indicate
that one may indeed benefit from considering independence
restrictions in practice.

We believe it could be fruitful to construct fast approximate
methods for inverting an independence test and analyze dis-
tribution generalization when the support of Z is extended.
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A. Proofs
A.1. Proof of Proposition 2.1

Proof. (i) We first show that if there exists k£ and 7, such that condition (2) holds, then condition (4) holds. We do

so by contraposition, so assume that there exists a 7 # 0 violating condition (4). The following then hold for all
k € Nand all n : R" — R*. First, Cov[n(Z), h(U,ey) + ¢(X) 7] = 0. Second, as Z L h(U, ey) it follows that
Cov[n(Z),h(U,ey)] = 0. Third, by combining the previous two results it follows that Cov[n(Z), ¢(X) 7] = 0,
which is a violation of condition (2).

(i1) This statement is proven by (iii) (a), for example.

(iii)) We now consider the two types of examples (a), (b) and (c).

(a) In the example SCM, we have E[X|Z] = ZE[U] + E[ex] = 0 and therefore for all & € N and functions
n:R" — RF E[n(Z)X] = 0. As a result, the identifiability condition (2) does not hold here. Specifically, any
function of the form 0.X, 6 € R satisfies the moment restriction, so we cannot identify the causal function f°(x) = z.

Consider now the independence based identifiability condition (4):

ZULU+ey+7X = 7=0.

Plugging in the structural equation for X this is equivalentto K, := U + 7ZU + 1ex + ey [ Z forall 7 # 0. We
now show that this is true by showing that for all 7 # 0, E[Z2K?] # E[Z?]E[K?2]. First,
E[Z2K2) = EB[Z*(U + 72U + Tex + ey)?]
= E[Z°U%) + T°E[Z*U?] + T°E[Z°eX] + E[Z°€}/]
=24 472

Second,

E[Z?|E[K?] = E[Z*|E[(U + 72U + 1ex + ey)?]
= E[Z?|(E[U?] + T°E[Z%U?] + m°E[e%] + E[¢2])
=24 272,

Therefore, condition (4) is fulfilled, meaning we can identify the causal function f°(z) = x.

(b) We first give an argument why identifiability using condition (2) is impossible. For a discrete instrument Z,
the number of almost surely linearly independent functions® of Z is bounded by the cardinality of the support of Z;
therefore, if the number of basis functions is larger than the support of Z, there is no k € N and 1 : R” — R” such that
condition (2) is satisfied.

We now construct an explicit example as follows: First, we show for a class of SCMs that under certain assumptions
condition (2) does not hold while (4) does. Second, we give an explicit SCM with a binomially distributed instrument
that fulfills these conditions. Fix k, p € N such that p > k and consider the SCM

ZSZEZ
U:ZEU
X =7Z+4+U++¢€x
P
Y::ZoziXi+U+€Y7
i=1

where ez, €y, ex and ey are jointly independent, real-valued errors €7 ~ Unif({0, ...,k — 1}) and o; € R\ {0} for
alli € {1,...,p}. Assume that the random variables {e5, U?|1 < i+ j < p} are almost surely linearly independent

*Here, we say that a collection of functions l1,...,l; is almost surely linearly independent if for all vectors o # O,

P(SL, aili(2) = 0) =0
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(see above). We are interested in estimating the causal function fO(z) = Y7 | a;z* with the basis functions
o(x) = (ah..,27).

Consider first the moment identifiability condition (2). Because Z is discrete, the set of functions {1{ z=i},1 €

{0,...,k—1}} form a linear basis for all functions from supp(Z) to R. As aresult, for all functions = (11,...,7,) :
R — RY, with ¢ > k, condition (2) cannot hold. This implies that while condition (2) may hold if p < k, with for
example 7(Z) = (1{z=0}, - ., 1{z=k—1}), it cannot hold if p > £, irrespective of the choice of 7.

Consider now the independence identifiability condition (4):

p
S raiX +hUey) L Z = 7y=--=1,=0.
=1

Because the support of Z is finite, this is equivalent to the statement that the distributions of the random variables

p

ZTiai(j +U +ex)" +U + ey,

i=1
are the same for all j € {0, .. — 1}. Consider the cases j = 0 and j = 1. For >V 1i0;(U + ex)' + U + ey
and Y7 10;(1+U + ¢ X)i + U + €y to have the same distribution, the coefficients in front of the €% (when
collecting all terms) for all ¢ € {1,...,p} must be equal in both random variables. Consider first the e?{l term.
The corresponding two coefficients are 7,_1c,—1 and 7,101 + pTpay,. These two coefficients are only equal if
Tp, = 0. By iterating this argument we obtain that 7, = - - - = 7, = 0. This implies that i1 (U + €x) + U + ey and
T101(1+ U + ex) + U + ey have the same distribution. Thus, 7, = 0 and therefore condition (4) holds.
We now give an explicit example, where k < p and where the random variables {5 U7|1 < i + j < p} are almost
surely linearly independent. Let ¢y, €7, ex and ey standard normal, Z ~ Bernoulli(0.5) and p = 3. Here, k =2 < p
and we will now show that the set of random variables {€% U7|1 < i + j < 3} is almost sure linearly independent. Let
Tij» 1 <4+ 7 < 3 be coefficients such that K := Z1g i+j<3 Tij €5 U7 = 0 almost surely. In particular, this implies
that E[K €5, U7] = 0 for all i, j < 0. Using E[¢} U’k U'] = 0 if either i + k or j + [ are odd (which follows as ex
and U are mean zero Gaussian and independent), we obtain the following nine equations.

E[K U] = 101 + 3703 + 721 =0

E[K,U? = 3792 + 720 = 0
E[K,U3| = 3791 + 15703 + 3721 = 0
E[K ex] =710+ T12+ 3730 =0

E[K,exU?| = 710 + 3712 + 3730 = 0
K. %] = Toa + 3720 =0

E[K,eXU] = 11 + 3703 + 3721 = 0
E[K €X] = 3710 + 3712 + 15739 = 0.

&

[
(K-
(K-
[
E[K.exU] =71 =0
[
[
[
[

We can write this as a linear system A7 = 0 with corresponding 9 X 9 matrix A. As A is invertible, 7 = 0 follows.

(¢) Consider the SCM
Z = €z
U .= €y
X:=22U - U +ex
Y =X+U-+Hey.

where €z, €7, ex and ey are jointly independent, € ; ~ Bernoulli(0.5) and the remaining errors are standard normal.
Consider the basis function ¢(z) = x. Here,

(1+7)U + Tex + ey ifZ=1

K, = h(U, X =
o) +7 {(1—7’)U+T€X—|—6y itZ=0
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and therefore E[K2|Z = 1] = 272 + 27 + 2 and E[K?|Z = 0] = 272 — 7 + 2. It follows that condition (4) holds.
On the other hand, 7X|(Z = 1) = 7(U + ex) and 7X|(Z = 0) = 7(—U + €x) and second, the distribution of U
is symmetric around 0. Therefore, Z I 7X for all 7 € R. We can therefore identify the causal function with the
independence restriction, even though 7 is independent of X.

O

A.2. Proof of Proposition 2.2

Proof. This is a proof by example. We have already constructed an SCM, such that condition (4) holds but condition (6)
does not in the proof of statement (iii) (c) of Proposition 2.1.

We now construct a SCM, such that condition (6) holds but condition (4) does not. Consider the SCM

Z:ZEZ
UZZGU
X :=2ZU +ex

Y::X7U+€y.

where €z, €y, ex and ey are jointly independent, €; ~ Bernoulli(0.5) and the remaining errors are standard normal.
Consider the basis functions ¢(z) = (z). Here,

U+ex +ey ifZ=1

(U, X =
(U ev) + {—U+6X+ey ifZ=0

and therefore condition (4) does not hold for 7 = 1. On the other hand,

o TeU ) if2 =1
TEx ifZ=0
and therefore E[(7X)?|Z = 1] = 572 while E[(7X)?|Z = 0] = 72. It follows that condition (6) holds. O

A.3. Proof of Theorem 3.1

Proof. Let H(Py0,0) := HSIC((Y — ¢(X) "6, Z); kg, kz) with non-negative bounded and Lipschitz continuous kernels
kg and kz with bounded and continuous derivatives.* Consider an i.i.d. data set D,, = (X;,Y;, Z;)™_,, such that that each

triple (X;,Y;, Z;) follows the distribution of M. Let H,,(D,,,0) = H/Sﬁ((Rf, Z)" ), with RY = Y; — ¢(X;) T 0.

Then the following three results hold. First, as the kernels kr and k, are by assumption non-negative and bounded it follows
by Corollary 15 in Mooij et al. (2016) that for all § and all € > 0, lim,, o0 Ppso (| Hp(Dp,0) — H(0)| > €) = 0.

Second, it follows by Lemma 16 in Mooij et al. (2016) that for all 6#,,60; € © and all n > 2

H,(D,,0:) — Hy(Dy,02) = BSIC((RY, Z;)1,) — HSIC((R, Z:)1,)

< 2 e - r)
= o) 01 - 0|
< 2 o066

NG
< 32ACM||(61 — 65)],

n 0.5
-2 <Z ||¢(Xi)||2> 161 = 62)]

*From now on, we do not explicitly write down the kernels and write H () rather than H (0, ) to ease notation
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where R? = (Y; — ¢(X;) T0)"_,, #(X) = (¢(X;))™,, A is the Lipschitz constant for kx, C is an upper bound for k and
M is an upper bound for [|¢(-)||* which exists by the assumption that ¢(-) is bounded.

Third, for example by Pfister et al. (2017) Proposition 2.5, the population HSIC can be written as
H(#) = HSIC(Y — ¢(X) 76, 2)
= Elkr (R, Ry )kz(Z1, Z2)] + Elkr(RY', R3)|E[kz(Z1, Z)] — 2E[kr(RY', Ry )kz(Z1, Z3)),
with Rfl and Rg"’ as well as 7y, Z5 and Z3 being i.i.d. copies of R%* and Z, respectively. The function R’ : 6
Y — ¢(X) T8 is (surely) continuously differentiable, as is kr by assumption. Further, kr and k7 have bounded derivative.

We can therefore conclude by dominated convergence and the chain rule that H () is continuously differentiable. Therefore,
H (0) is Lipschitz on ©, since O is compact.

Jointly, these three results (which correspond to (i), (ii), and (iii) from the statement of the theorem) allow us to apply
Corollary 2.2 from Newey (1991) and conclude that for all € > 0,

lim Py (max |H,.(D,,0) — H(0)| > ¢) = 0. (13)

n— oo o

Here and in the remainder of the proof we use that § — FIn(Dn, 0) and 6 — H (0) are (surely) continuous functions that
map to R. Restricted to any compact set, they therefore (surely) attain a maximum and a minimum.

Consider now any sequence of estimators éQL € arg mingeco ﬁn(Dn, 6). By the assumption that condition (4) holds, 6° is
the unique minimizer of the continuous function H (-) on the compact set ©. Therefore, for all £ > 0, there exists a ((¢)
such that for all § ¢ B.(0°) = {6 : ||0 — 6°|| < €} it holds that H(0) — H(6") > ((¢). Note also that © \ B, is compact.
Fix € > 0 and § > 0, then by (13) there exists an n’ € N, such that for all n > n’

Paso (masoco| (D, 6) — H(6)| > 1C(e)) < 0 (14)
Then, for all n > n/ it holds that
Baro (102 — 0°]] > €) < By (mingeen . (60) (B (Dns 0) — (D, 6°)) < 0)
< Pago(masscen p. )| Hn (Do, 0) — H(O)| + | Hn(Dr, 60) — H(6)] > ((2))
< Pago ((masacen 00| H (Dr,0) — HO) > L0 HIH (Do, 69) — HO) > 1¢()})
< 0.

Here, we used the following four arguments:

* Firstly, the event {| |99 — 6°|| > €} can only occur if there exists a § € © \ B.(6°) such that the event { H,,(D,,,0) —
H,(D,,0°) < 0} occurs.

* Secondly, ¢(¢) is defined such that for all 6 € © \ B.(6°) it holds that H(#) — H(6°) > ((e). Therefore, if there
exist a § such that the event {H,,(Dy,,0) — H,,(Dy,,6°) < 0} occurs, then there must exist a # such that the event
{|H,(D,,0) — H(0)| + |H,,(D,,,0°) — H(6°)| > ()} occurs.

¢ Thirdly, for {maxeee\Bs(goﬂﬁn(Dn,G) — H(O)| + |Ho(Dn,6°) — H(°)] > ((e)} to occur, either
{maxocon . o0y | Hn (Dn, 0) — H(O)] > L¢(2)} o {| B (D, 6°) — H(8)] > 3(2)} must oceur.

* Fourthly, we use the union bound together with (14) for the last inequality.
We can therefore conclude that lim,, o Pp0 (|60 — 6°]] > €) = 0.
Finally, consider our estimator f ()= ¢(~)T§2 for the causal function f°. By the assumption that ¢ is bounded, we get that

1 = £Olloo = sup |¢(x) T (6 — 6°) < sup [|¢(2)]| - |65 — 6°]] < M]|6) — 6°|].
z€RC z€RC
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Pprr0

Hence we conclude that || f — f°||sc 0.

Our second claim follows by the fact that under the conditions laid out, we can directly apply Corollary 2.2 from Newey
(1991) to obtain uniform convergence in probability and then argue as in the case for HSIC.

O

A.4. Proof of Theorem 4.1

Proof. Let f, € Finy and i € . Let G be the directed graph induced by the SCM M?°. Then, since Z is by construction a
source node in G and ¢ an intervention on Z satisfying that Pjso ;) is dominated by Py 0, it holds that

Enroy [0 = fo(X))] = Eno [EMO(i) (Y — fo(X)) | ZH
= Exnogp | Eam [(Y = £:(X)) | Z]). (1s)
Now, since f, € Finy it holds that Z 1l Y — fo(X) under Py,0, which implies that
Earogo) | Baro [(Y = fo(X)) | 2]| = Enpogoy | Baro [(Y = fo(X))]] = Baro [((Y = £o(X))]]-  (16)
Since 7 € 7 was arbitrary, combining (15) and (16) directly implies
Eno [0(Y — f(X))] = flelg Enpoqy [€(Y — f(X))],
which completes the proof of Theorem 4.1. ]

A.5. Proof of Theorem 4.2

Proof. We consider two optimization problems: (A) Minimize [ o [E (Y — fo(X ))} over all f, € Fi, and (B) minimize
sup;ez Earos) [0(Y — fo(X))] overall f, € F. To prove the result, we fix an arbitrary £ > 0 and find a function ¢ € Finy
that satisfies

Epo [((Y = 6(X))] < ,inf B Y = fo(X))] + ¢ (17)
and B
ilelg]EMo(i) (LY — (X)) < filgfilellz)EMo(i) (LY — fo(X))] + € (18)

Since by (15) and (16) in the proof of Theorem 4.1 it holds that Epzo [((Y — ¢(X))] = sup;cz Eproiy [€(Y — ¢(X))], the
result we wish to prove follows immediately. The proof now proceeds in two steps:

(1) We construct the function ¢ using the intervention 7, from the statement.

(2) We use that 5 € Finv to conclude the proof.
Step (1): Let i, € 7 be the intervention from the statement of the theorem. For all f, € F, it holds that
sup Earogi (Y — fo(X))] = Enogy [(Y — fo(X))].
As f, € F was arbitrary, we can take the infimum on both sides and get

fi%ff?elgEMo(i) Y = fo(X))] > fiIgFEMO(i*) [UY = fo(X))]. (19)

By the definition of the infimum there exists® 1) € F satisfying

Earoginy [0 = 9(X))] < inf_supEaroqy [6(Y — fo(X))] +¢/2. (20)
° S
’In the case of squared loss £(-) = (-)?, the minimum is attained at the conditional mean Epo,,[Y | X] = fO(X) +

E]VIO(i*) [h(U, €Y) | X]
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Moreover, setting ¢ := 1) — f° and expanding Y from the structural assignment we get that

Enrogi,) [((Y = $(X))] = Enroqi,y [((f°(X) + (U ey) = 9(X))] = Enroqi. [(((U, ev) — $(X))].

Next, recall that X LU | X5 °. Since ey AL (X,U), it also holds (using the properties of conditional independence) that
X5 1 (Uey) | X 5% under P Mo (i,)- Let u denote the common dominating product measure and let p,. denote the density
corresponding to Ppro(;, ) with respect to 1. Then, by conditional independence it holds that

p*(xs7l‘scvu7€) :p*(xs | xsc)p*(u7€ ‘ xsc)p*(xsc)'

Expressing the expectation as an integral and applying Jensen’s inequality once (¢ is convex) we get that
Enroqi. [((M(U, ey) — @(X))]
/€ u, e) 2%, 25 Npo (@ | 25 pu(u, e | 25 po (% )dp(u, e, 25, 25°)

> [ ( / By €) — Bz, 25 )pa(a® | wSC)du(xs)> Pl e | 25 )pu (25 )dps(u, €,5°)
- [ ( we) =~ [0 a . |2 )du(fvs)> pelu,e | 25 )p. (@™ )du(u, e,2).
Let ¢ € F be a function that satisfies for all z5° € supp (PP, Mo(z )) that

- / DS, 25 )p, (&5 | 257 )dp(x).

Such a ¢ € F exists because F consists of all square-integrable functions. We then get that

Baroi [0V = 0(0)] 2 [ () = 9%)) puluse | 2% (0% Wt ,0%)
= Epogi.) [€(A(U, ev) — ¢(X5))]
=Eprogi) [0 = (f(X) + 6(X))].
Combining this with (20) and defining ¢ € F for all x € R? by ¢(z) == fO(x) + ¢(x5) leads to

EMO(Z*) [K(Y — a(X))] < flnf}_supEMo( ) [f(Y — fO(X))] + 2’;‘/2. (21)
i€L

Moreover, by construction it holds Ppso;, )-almost surely that

Y = ¢(X) = h(U,ey) — ¢(X%). (22)

Since Py o(;,) is dominated by IPy;0 and supp(Pﬁo(“)) = supp(IP’f\Zo), (22) also holds P, 0-almost surely. Finally, using
that X5° are not descendants of Z and Z is a source node, it holds that Z 1L (X s C, U, ey ) under Py 0, which implies

Z 1LY —¢(X) under Pypo.
Hence ¢ € Finy.

Step (2): Since ¢ € Fin, we can use (15) and (16) from the proof of Theorem 4.1 together with (21) to get that

?lelgEMO(i) (LY — ¢(X))] = Epoiy [((Y — ¢(X))] < mffigg]EM"(“ (Y — fo(X))] +e/2.

o€

This proves (18). Next, by the definition of the infimum there exists f, € Fi,, satisfying

Enpo [0Y = f.(X))] < injﬁ_ Enro [0(Y = fo(X))] +€/2. (23)

o €Sy
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Now, assume that B

Enp [UY = £(X))] < Enro [(Y = 6(X))].
If this was not the case then (17) would be true and the proof would be complete. Again, applying Theorem 4.1 and defining
Cmin = inff, e 7 sup;cz Eppos) [Z(Y — fo (X))] this implies

Crnin < s_ugIEMO(i) V(Y — f*(X))} < SUEENIO(i) [K(Y —E(X))} < Cpin + €/2.
1€ 1€

This implies that

sup Exro(i (LY - ¢(X))] < sup Epro(i (Y = f(X)] +€/2 = Eppo [Y = fu(X))] +€/2.

Combined with (23) this proves (17), which concludes the proof of Theorem 4.2. O

B. Additional details - Conditional IV
We consider the following SCM.®

W = m(eW,V,U) PP W -

Z =q(W,V,ez) v U
X = g(Z>VV7U76X> :II l]/ £|7 \h \\‘\
Vi=ey A4 / \4 \ v
U:=ey zZ —9—» X —f— Y
Y = F(X) + h(W, U, ey), Yyt

where (ew, ez, ey, ey, ex,ey) ~ @ are jointly independent noise variables, Z € R" are instruments, V€ R*! and
U € R*2 are unobserved variables, W € R! are observed covariates, X € R are predictors and 'Y € R is a response. For
simplicity, we additionally assume that E[W] = E[Z] = E[X] = E[h(W, U, ey )] = 0. We consider models of the form
M = (m,q,g, f,h) and assume that either there is no edge from V to W, i.e., W = m(ew, U) or no edge between W and
U,ie, W = m(ew, V). As before, M = (m°,¢°, ¢°, f°, h°) denotes the data generating model and f°(-) = #(-) " 6° for
some 6% € © C RP, with a (known) function ¢ : R — RP.

Due to the unobserved confounding, it may be the case that Y — f 0(X ) and Z are dependent and, as a result, restriction (3)
may not hold for the true model M°. But as we assume that there is either no confounding between Z and W or between W
and Y, we can instead use the conditional independence restriction

ZIAY —p(X)T0|W (24)
to identify f9. A corresponding sufficient and necessary identifiability condition for f° is
Z 1L h(W,Uyey) +o(X) 7|W = 7=0.

Under this condition we could proceed as for the unconditional independence restriction and estimate f° using a loss that is
minimized if restriction (7) is satisfied, e.g., using a conditional independence measure. We can avoid using a conditional
independence restriction, in the following two special cases.

First, consider the case in which W 1L V" and, in addition, assume ¢(W, e.) = ¢q1 (W) + €z. Then we can use the following
independence restriction
Z—q(W) LY —p(X)T6. (25)

Under our assumptions, ¢ (W) = E[Z|W] and therefore ¢? is identifiable. The corresponding identifiability condition
becomes
Z—q(W) L h(W,U,ey)+¢(X)'7 = 7=0. (26)

SThe results can be extended to other SCMs, too; we only show one for simplicity. E.g., we could also allow for the edge between Z
and W to point towards W, that is, for Z to be a cause of .
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Second, consider the case in which we instead assume that W 1L U and that h(W, U, ey) = hy (W) + ho(U, €y). Then we
can use the independence restriction:

Y = o(X) 10— (W) Ty 1L (Z,W), 27)
where we assume that’ h(-) = ¢(-)7° for v° € RY. The identifiability condition becomes
(ZW) L hy(U,ey) + (X) i+ o(W) ' 7, = 7 =0. (28)

This identifiability condition translates to a corresponding moment restriction and as in the case of unconditional IV, we can
again show that the independence version leads to strictly stronger identifiability.

Proposition B.1 (CIV - Identifiability of the independence restriction is strictly stronger). Consider a conditional IV model
MO and assume that ¢(-) = (¢1(-),...,d,()) is a collection of basis functions such that f°(-) = ¢(-)T6° for some
0° € R? and h(-) = ¢(-) "1 for some 4° € R, Then, if there exists k € N and n : RUTY) — R such that 6° is
identifiable from the moment restriction

E[n(Z,W)(Y —¢(X)"0 = (W) )] =0,

then 0° is also identifiable from the conditional independence restriction (27). Furthermore, there exist a conditional IV
model such that 6° is identifiable from the independence restriction (27) but not from the corresponding moment restriction.
An example for that is the model

Vi=ey, U=egy, W =VH4ew, Z=W+V +ez, X =2U+¢€x
Y =X+W+U+ey,

where ez, ey, €y, ew, €x and ey are jointly independent standard Gaussian variables and we consider the base functions

P(X) = (X) and p(W) = (W).

Proof. For the first claim, consider a #° that is not identifiable from restriction (27). Then there exists a 7; # 0 for which
condition (28) is violated. By the independence statement for 71, it holds for all k& € N, functions 1 : R"t?) — R¥ and
some 75 € R that

Cov[n(Z, W), h(U, ey) + ¢(X) "1y + ¢(W) T 1] = 0.

But as (Z, W) 1L h(U, ey) it also holds that Cov[n(Z, W), h(U, ey)] = 0. By the additivity of the covariance it follows
that
Cov[n(2, W), (X) ' + ¢(W) 7] =0,

which is the identifiability condition corresponding to the moment restriction.

For the second claim, note that in our example SCM, E[X|(Z,W)] = 0. It follows that for all £ € N and functions
n: RO 5 RF Covln(Z, W), X] = 0. We can therefore not uniquely identify the causal function f°(z) = x with the
moment restriction.

We now consider condition (28). Consider K, := U + ey + 71(ZU + ex ) + 7o W. It holds that
E[Z2K? =E[Z*(U + ey + 11 (ZU + ex) + 2 W)?]
= E[Z°U”) + E[Z%¢}] + T7E[Z*U?] + 1{E[Z%€X] + T3E[Z°W?]
=12+ 11472 + 3072,
while
E[Z?E[K?] = B[Z*|E[(U + ey + 11(ZU + ex) + mW)?]
= E[Z%|(E[U?] + E[é2] + T2E[Z%U?] + m2E[e%] + m2E[W?])
=6(24 771 +273)
=12 4 4272 + 1272

These two terms are only equal if 7272 + 1872 = 0, which requires that 7, = 0. Therefore, condition (28) holds, meaning
we can identify the causal function f°(x) = z. O

"For simplicity, we use the same basis ¢.
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We now propose two procedures; one for each of the identifiabilty conditions we discussed. We conjecture that combining
both leads to a doubly robust estimator.

For restriction (25), we propose the following estimation procedure. Given an i.i.d. sample (x;, y;, z;, w; )7, of the variables
(X,Y, Z,W), we can first use any flexible non-parametric estimator to estimate ¢. Based on our estimate ¢; we then learn
f as
arg min HSIC((r!, 2171 kg, kzar ),
fer

as our estimate for f°, where rif =y; — f(z;) and zfl = z; — ¢1(w;) and F is a function class. Here, HSIC is the same

empirical HSIC estimator as in Section 3.

For restriction (27), we propose the following estimation procedure. Given an i.i.d. sample (x;, y;, 2;, w;)?_, of the variables
(X,Y,Z,W), we estimate f° as the first entry of

arg min H/SE((TZ”C, (zi,wi))ieys kry kzw),
feF, kek

where rlf ® — yy — f(z;) — k(w;) and, F and K are function classes. Here, HSIC is again the same empirical HSIC

estimator as in Section 3.
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C. Algorithms: HSIC-X and HSIC-X-pen

We provide details for HSIC-X in Algorithm 1 and details for HSIC-X-pen in Algorithm 2. We propose to choose the tuning
parameter A for HSIC-X-pen as the largest possible value for which an HSIC-based independence test between the estimated
residuals and the instruments is not rejected (see Section 3.1).

Algorithm 1 HSIC-X
Input: observations (z;, y;, z;)I"_;, kernels kg and kz, batch size m, learning rate -y, number of gradient steps per cycle k,
significance level o and maximum restarting times ¢
Initialize a restart counter ¢ < 0
Compute the bandwidth oz of kz with median heuristic
repeat

if £ = 0 then
| Initialize parameters 6 at the OLS solution

else
| Randomly initialize parameters 0

end
repeat
Compute the residuals 77 == y; — fo(z;)
Compute the bandwidth o re of ke with median heuristic
repeat k times
Sample a mini-batch (x5, y;, 2;) 724
Compute the residuals 7’? =1y; — fo(z;)
Compute the HSIC loss £(0) = tr(KHLH)
Update parameters 6 <— 0 — vV L(0)

end
until convergence
Compute the residuals 77 == y; — fo(z;)
Compute the p-value p of the independence test between (r?)™_; and ()™,
Update the counter ¢ < ¢ + 1
until p > aoré >t
1

Output: Final estimate fo(-) == fo(-) — L3 v — folw)
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Algorithm 2 HSIC-X-pen

Input: observations (z;, y;, z;)I_;, kernels kg and kz, batch size m, learning rate -y, number of gradient steps per cycle k,
significance level av and maximum restarting times ¢, penalization parameter A, prediction loss £
Initialize a restart counter [ <— 0
Compute kernel bandwidth o of kz with median heuristic
repeat
if [ = 0 then
| Initialize parameters 6 at the OLS solution
else
| Randomly initialize parameters 0
end
repeat
Compute the residuals 77 == y; — fo(z;)
Compute kernel bandwidth o of kr with median heuristic
repeat k times
Sample a mini-batch (z;, y;, z;)

m
J=1

Compute the residuals r? =1y; — fo(z;)
Compute loss L(0) = A3~ ((rf) + (1 — X tr(KHLH)
Update parameter 0 < 0 — vV L(0)

end

until convergence
Compute the residuals ¢ == y; — fo(z;)
Compute the p-value p of the independence test between (r?)™_ | and (z;),
Update the counter [ <— [ + 1

until p > aorl >t

Output: Final estimate f5(-) == fo(-) — LS i — fo(ws)

D. Additional Experiment Details and Results
D.1. Multi-dimensional Setting

We consider the following IV models in our experiments:

Z =€y

U:=¢ey

X =JZ%x+BZ+U
Y =pTX —2U + ey,

where ¢/, ey ey N(0,1), ez ~N(0,14,), ex ~ N(0, I4,) are independent noise variables, dx and d represent the
dimensions of X and Z, J and B are dx X dz matrices controlling the influence of the instruments Z and £ is the causal
parameters. In the experiment, J is an dx x d all-ones matrix, B; ; ~ Uniform(—4,4) and 3 ~ N (0, 4, ).

Figure 4 reports the MSE of each method as dimension (dz) of the instruments varies for some fixed predictor’s dimension-
ality (dx). When dz < dx, the identifiability result suggests that 2SLS cannot consistently estimate the causal function
(which is reflected by the high values of the MSE); while HSIC-X can still gain some improvement over the OLS solution.
When dz > dx, the performance of our method is on par with that of 2SLS.

D.2. Known Basis Functions

Figure 5 shows some of the functions estimated by HSIC-X, OLS, 2SLS, along with the underlying causal function under
various settings. In short, when the instrument has no effect on the mean of X (o = 0), 2SLS fails to produce sensible
estimates because of the non-identifiability under the moment restriction. On the other hand, the proposed method (HSIC-X)
can still identify the causal function thanks to the independence restriction and yields reasonable estimates in all of the
settings.
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Figure 4. MSE:s of different estimators under varying size dz of the instruments when (a) the predictors’ dimension dx is 3, and (b) the
predictors’ dimension is 5. 2SLS is inconsistent and underperforms OLS when dz < dx, while HSIC-X shows a substantial improvement
over OLS in such settings.

D.3. Distribution Generalization

In Section 5.2, we consider both linear and nonlinear underlying causal functions. The linear function is defined as

0 . . . 0 10 _lix—c2 .
fin(X1, X2) = X1 + X5, and the nonlinear function is defined as f;,(X) = >, wje™3 IX=¢ill2, where ¢; is drawn
iid.

from a uniform distribution over a two-dimensional grid [—5, 5] x [—5, 5] and w1, ..., w19 ~ N(0,4). We employ the
correct basis and neural network function classes in our method and the baselines. For the correct basis, we consider
F ={f() = ¢()T0 | 6 € RP} with p = 3 and ¢(x) = [1,1,22] in the linear case, and p = 11 and ¢(x) =
1, e~ sllz—ell3 N 3lle—cio HS] in the nonlinear case. For the neural network function class, we use a neural network with
one hidden layer of size 64. We optimize our model using Adam optimizer with the learning rate of 0.005 and batch-size
of 256, and use the R package ‘AnchorRegression’ (https://github.com/simzim96/AnchorRegression) for
the Anchor Regression baseline. Lastly, the tuning parameter « of Anchor Regression is set to 100, and the tuning parameter
A for HSIC-X-pen is chosen as the largest possible value for which an HSIC-based independence test between the estimated
residuals and the instruments is not rejected (see Section 3.1).


https://github.com/simzim96/AnchorRegression
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Figure 5. Estimated causal functions with different estimators under varying o« values from the experiment in Section 5.1 (the known basis

functions setting). The legend reads as follows: "y_mse" represents OLS,
"f_x" represents the underlying causal function. Each line represents an estimated function from one simulation run. The grey dots are the

observations drawn from the corresponding IV model.

"y_2sls" represents 2SLS and



