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Abstract

Continuous-time annotation, where subjects annotate data while watching the continuous
media (video, audio, or time series in general) has traditionally been applied to the anno-
tation of continuous-value variables like arousal and valence in Affective Computing. On
the other hand, machine perception tasks are most often annotated using frame-wise tech-
niques. For actions, annotators find the start and end frame of the action of interest using a
graphical interface. However, given the duration of the videos that are generally annotated
in social interaction datasets, this can be a slow and frustrating process. It usually involves
pausing the video at the onset or offset of the action and scrolling back and forth to identify
the precise moment. A continuous annotation system, where annotators are asked to press
a key when they perceive the target action to be occurring, can improve the time to do such
annotations, especially in situations where single subjects are annotated for long periods
of time. Keypoint annotations, where the task is to follow a particular point of interest
in a video (e.g., a body joint) can also be done continuously. In this paper we present
the Covfee web framework, a software package designed to support online continuous an-
notation tasks, with crowd-sourcing capabilities. We present results from case studies of
continuous annotation of body poses (keypoints) and speaking (action) on an in-the-wild
social interaction dataset. In the case of keypoints, we present a new technique allowing an
easy way to follow a keypoint in a video using the mouse cursor. We found the technique to
significantly reduce annotation times with no adverse effect on inter-annotator agreement.
For action annotation, we used continuous annotation techniques to obtain binary speaking
status labels and annotator ratings of confidence on those labels. Covfee is free software,
available as a Python package documented at josedvq.github.io/covfee.

Keywords: annotation tool, human behavior annotation, continuous annotation, action
annotation, pose annotation, crowd-sourcing

1. Introduction

Annotating human behavior for machine perception tasks involves the extraction of fine
grained facial and body behaviour. Depending on the tasks or research questions being
investigated, annotations may, for example, look to describe the movement and spatial
location of a person via bounding box or keypoint annotations, indicate what actions are
being performed by such person via binary action annotations, or describe the state of the
person by annotating constructs like enjoyment or involvement.

Clearly, not all machine perception tasks and associated annotation tasks are created
equal. Importantly, datasets containing human behavior vary widely in the number of
subjects present in the dataset and the length of time each subject is recorded.
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For example, most benchmarks in computer vision tasks of action recognition and pose
estimation use still images or short video clips for training and benchmarking (Carreira and
Zisserman, 2017). This often means there is a large number of data subjects in different
environments, each recorded (and annotated) for a short period of time. This is desirable
when the goal is to maximize the variability in the dataset to enhance the robustness of the
system. In these tasks, annotations for keypoints are performed on individual frames, and
videos are labeled with a single action.

In contrast, in applied machine learning within the social signal processing research,
interacting subjects in audiovisual datasets need to be tracked and annotated for periods
ranging from a few minutes to several hours (Cabrera-Quiros et al., 2018; Alameda-Pineda
et al., 2016; Carletta et al., 2006) which is necessary to capture and study social interaction
dynamics. Similarly in the affective computing community, datasets often involve anno-
tating interactions lasting one hour or longer (McKeown et al., 2015). Thus, datasets for
behavior analysis often have less data subjects, recorded for longer periods of time. Other
applied fields working with in-the-wild data like surveillance and sports action recognition
often require tracking subjects for long periods of time (Oh et al., 2011).

The annotation challenge is compounded when dataset are acquired in the wild (ie.
without the benefits of lab-based, highly instrumented recording spaces), meaning that
automatic techniques for subject detection and tracking and pose estimation are not ap-
plicable. Obtaining the same level of detail of human behaviour in these settings is often
prohibitive in terms of the manual labour, or equivalently financial cost involved.

A second key characteristic of many human behavior annotations, especially those of
actions and higher-order constructs, is the central role of temporal context in perception.
While simple tasks such as the annotation of body joints in a video can be considered free of
temporal context (ie. a single frame can be meaningfully annotated), annotating concepts
which require a judgement about intention, such as the use of sarcasm or dominant laughter
requires a judgement that can only be done with access to temporal context (ie. the past)
of the interaction.

Annotating human subjects for long periods of time while having access to temporal
context has created a need in annotation tooling that we argue is not covered by existing
annotation tools and techniques. In this chapter we present a software framework offering
a technical solution to this problem.

Continuous-time annotation refers to annotations being carried out in real time while
the target media is being watched without pause. Traditionally, continuous-time annotation
has almost-exclusively been applied to annotation of affect of a target subject, usually being
observed in a video. Affect has been annotated via the variables in the circumplex model
of affect: arousal and valence (considered continuous variables). Joint annotation of both
variables was first proposed, where the annotator controls the position of a cursor within
a labeled diagram (2D annotation) using their mouse (Cowie et al., 2000). Further devel-
opments split the annotation process into the separate annotation of arousal and valence
(Cowie et al., 2013). Since then, continuous-time annotation has been used to annotate
multiple datasets (Ringeval et al., 2017; Sharma et al., 2019), more modern tools have been
developed (Girard and Aidan, 2018; Girard, 2018; Melhart et al., 2019), and the best way
to make use of continuous-value annotations taking into account human biases has been re-
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Figure 1: The Covfee keypoints annotation interface.

searched (Lopes et al., 2018; Booth and Narayanan, 2020); all within the context of affective
computing.

In this chapter, however, we treat continuous-time annotation as a general technique
applicable to different types of variables and different types of media. In addition to con-
tinuous affect annotation, examples of continuous-time annotation include holding down a
keyboard key to indicate that a person in a video is speaking, following a person’s hand
with the mouse cursor to indicate its position, or controlling a continuous slider using the
mouse to rate the perceived level of engagement of a person in an interaction.

We investigate the power of continuous-time annotation to improve annotation time in
the labelling of human subjects for long periods of time. The continuous nature of this kind
of annotation has the additional advantage of facilitating the perception of temporal context,
potentially improving the quality of annotations through better annotator judgement of the
target action or construct.

Annotating subjects for long periods of time can be made more feasible in practice by
leveraging crowd-sourcing, splitting the load among multiple annotators. In crowd-sourcing,
remote workers are paid to perform HITs (human intelligence tasks) consisting in units of
work to be completed by one annotator (usually taking a few minutes to complete). Given
its use in different fields, and notably computer vision and human behavior analysis fields,
we leveraged its benefits by giving our continuous annotation framework crowd-sourcing
capabilities.

Covfee, our software solution brings together the possibilities of continuous annotation
with those of crowd-sourcing into a web-based annotation framework. Because annotation
techniques are often task-specific and continuous annotation is a nascent field in need of
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experimentation, we designed and documented Covfee as an extensible framework, with the
goal of letting users implement new techniques with as little effort as possible. Particular
continuous annotation techniques such as those for affect, action annotation or keypoint
annotation are applications of the framework.

Our contributions are the following:

• We present Covfee, an open source web annotation framework with crowd-sourcing
support, implementing continuous action and keypoint annotation out-of-the-box.
Covfee supports the implementation of custom continuous annotation tasks with dif-
ferent media types and user interfaces taking advantage of existing capabilities for
data serialization/storage, crowd-sourcing, qualification testing and annotation track-
ing and monitoring. Annotation tasks to be implemented in Covfee may range from
existing techniques for rating of continuous variables like affective dimensions (Lopes
et al., 2018) to novel techniques for vision tasks such as the ones presented in this
paper.

• We present a case study involving the use of Covfee for the annotation of human body
joints in an in-the-wild dataset. We present comparative results against a traditional
annotation method and found a nearly three-fold improvement in annotation time
with no loss in inter-annotator agreement.

• We present a second application of Covfee for the efficient annotation of actions in
the same social interaction dataset. We analyze annotations of speaking status via a
continuous binary interface and confidence ratings for those annotations.

• We discuss the advantages and disadvantages of applying continuous annotation to
human behavior datasets. Based on both case studies, we provide recommendations
and discussion of other potential use cases for Covfee.

The remainder of the chapter is organized as follows. In section 2 we start with a
summary of related work and its relevance to the Covfee framework and its tasks. In
section 3 we present the Covfee framework, summarize our main design requirements and
decisions and present its main features for both basics users looking to annotate data or
advanced users looking to implement new tasks on using Covfee. In section 4 we present
two case studies using the Covfee framework for new types of continuous annotation: the
fully manual annotation of human body joints using the mouse as tracking device; and the
binary annotation of actions in a social scene. We end by discussing and reflecting on these
case studies and the role of continuous techniques in human behavior annotation in Section
5.

2. Related work

In this section we start by reviewing work on manual annotation tools, with a focus on
web computer vision and time series annotation tools. We go on to review work specific to
continuous annotation, most of which relates to annotation of human subjects.
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2.1. Manually annotating keypoints and actions

Of particular importance in computer vision tasks involving human data subjects are the
tasks of pose estimation (Cao et al., 2017; Joo et al., 2016), or keypoint estimation in
general, and the task of action recognition or localization (Carreira and Zisserman, 2017),
both of which we address in this chapter.

Keypoint annotation involves the labelling of important points in an object of interest.
This could be hand joints, facial landmarks, or object keypoints. Keypoint annotation
is supported in tools like Vatic and CVAT via image-level annotations, performed every
N frames, and interpolated in between. This is however a time-consuming process whose
accuracy is limited by the interpolation step, particularly if a keypoint being tracked moves
with highly varying levels of acceleration. The number of frames to skip should be few
enough to avoid under-fitting a particular trajectory of a keypoint whilst still being large
enough to minimise manual effort. It is also unclear how to deal with frequent occlusion
of the target keypoint in this scenario and annotating for such occlusion makes the process
slower.

As a result of these challenges, many works involving the tracking of many individuals in
a social scene have reverted to using bounding boxes for subject localization despite the fact
that full body poses contain richer information (Cabrera-Quiros et al., 2018). Others have
reverted to using a much smaller set of skeletal points such as just using head positions and
orientations (Alameda-Pineda et al., 2016). Parallel to this, there is a growing community
working on the detection of actions directly from skeletal data (Gupta et al., 2020) given
the emergence of large scale keypoint data that has been automatically generated in highly
instrumented lab environments (Joo et al., 2016). Being able to annotate body keypoints
in in-the-wild settings provides a sound basis for researchers in these areas to transition to
working on more realistic natural settings.

The first step in action annotation involves the localization of actions of interest in a
recording. In social interaction datasets such recordings often capture a large social event
(Cabrera-Quiros et al., 2018), multiple meetings (Carletta et al., 2006) or conversations,
spanning dozens of hours of individual interaction and requiring a time-consuming effort
to annotate. To this end, actions are traditionally localized using a mouse and graphical
interface. In tools such as ELAN (for Psycholinguistics, 2021), the user localizes the start
and end frame of the action, which is then annotated by drawing an interval in a timeline.
In tools such as Vatic and CVAT, actions are annotated via flags, which are turned on for
the frame when the action is deemed to start, and off for the end of the action. Both of
these approaches require the user to pause the video every time an action is recognized.
This has the drawback of slowing down the process and making it harder for the annotators
to follow the flow or dynamics of the interaction, or media in general.

An important consideration when annotating body keypoints is the annotation of occlu-
sion: when the target body joint is not visible, due to being occluded by another object/per-
son in the scene, or possibly the same person (self-occlusion). Rather than being constant,
in many in-the-wild datasets, body keypoints may become visible and occluded frequently
when bodies gesture, change posture or move around in the scene. Occlusion signals are
important for training of pose estimation methods, and are included in several datasets for
pose estimation (Lin et al., 2015; Andriluka et al., 2014). Networks designed to learn from
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the occlusion signals have been shown to improve performance on pose estimation image
datasets (Cheng et al., 2019; Zhou et al., 2020).

2.2. Crowdsourcing annotations

The advent of deep learning in computer vision has resulted in algorithms requiring large
amounts of data to reach state-of-the-art performance. In video-based tasks like action
classification (recognition) and localization, this has required the labeling of datasets with
hundreds of hours of video, used now as benchmarking datasets. Improvements in the
related task of pose estimation (Güler et al., 2018; Cao et al., 2017; Fang et al., 2017),
commonly trained from images, has been possible thanks to image datasets with tens of
thousands of examples (Andriluka et al., 2014; Lin et al., 2015). This process has come
together with the development of annotation tools capable of supporting at least a range of
canonical tasks: keypoint annotation, bounding box annotation, image segmentation and
temporal (action) labeling.

With the move towards online services, crowd-sourcing annotations has gained rele-
vance in computer vision. This trend led to the collection and annotation of large datasets
completely online (Sigurdsson et al., 2016). In human behavior analysis in particular, crowd-
sourcing has been used to annotate actions and person bounding boxes within the social
signal processing community (Cabrera-Quiros et al., 2018) and more extensively used in
the affective computive computing community (Barsoum et al., 2016; Busso et al., 2017;
Lotfian and Busso, 2019), where techniques for improving reliability in the crowd-sourcing
setting have been explored (Burmania et al., 2016).

In a comprehensive paper on the subject of crowd-sourcing Vondrick et al. (2013) use
the Vatic tool to provide a series of insights related to online video annotations. Despite
the fact that annotators used traditional frame-level annotation techniques, some of their
insights are relevant to annotation processes and tools in generals, and we summarize them
here. When annotating body joints, they found that annotators are more efficient and prefer
to annotate one joint at a time throughout the whole video compared to annotating one
image (all joints) at a time. Another important observation was that annotators ”rely on
the motion of objects in order to correctly decode the scene”, and that ”the user must watch
the video play in order to correctly track [an object]” (Vondrick et al., 2013, p.7). Both
of these are default choices in the continuous annotation paradigm, where the annotation
technique must be simplified to be done while the video plays.

In the same paper, authors concluded that larger tasks, where a single annotator an-
notates all objects in a video are better than smaller tasks, such as different annotators
annotating single objects. This is likely due to the overhead involved in familiarizing one-
self with the scene to annotate. They also found that a constrained interface without too
many choices will result in better annotation times, compared to more flexible ones. Au-
thors address the importance of filtering workers through qualification tasks, stating that
”because video annotation is hard, we found that most workers, despite accepting the task,
do not have the necessary patience or skill to be accurate annotators.” We take advantage
of these important insights in the design of the Covfee framework and associated annotation
techniques.
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2.3. Continuous-time annotation

The term continuous annotation generally refers to continuous-time annotation. Although
a precise delineation of what constitutes continuous-time annotation is not present in the
literature, we will treat it as an umbrella term that describes the process of performing an
annotation task while the target media is being watched (possibly in real time), usually
without any pauses. A distinction must be made from continuous-value annotation which
refers to the annotation of continuous variables in general which could also be carried out as
a post-hoc annotation step. Although mostly applied to audiovisual recordings, continuous
annotation is not limited to this set of modalities and may apply to any sensory experience
such as listening to an audio recording or watching a live performance.

Continuous-time annotation started with the continuous recording of emotional states
with Feeltrace, an instrument designed to let observers track the emotional content of a
stimulus as they perceive it over time (Cowie et al., 2000, p.1). The interface consists of
a circle, with dimensions corresponding roughly to arousal and valence (Russell, 1980),
the dimensions in the widely-used circumplex model of affect (Russell, 1980; Posner et al.,
2005). This type of continuous annotation allowed observers to describe an emotional state
by moving a pointer within the circle using their mouse. The newer GTrace technique (Cowie
et al., 2013), presented as a ”Feeltrace successor” supported one-dimensional annotations
of valence and arousal with visual feedback markers on a desktop application.

Continuous annotation has since been used in the affective computing community for
the annotation of datasets for affect through GTrace-type interfaces. In datasets like DEAP
(Koelstra et al., 2012), SEMAINE (McKeown et al., 2012), RECOLA (Ringeval et al., 2013)
and DECAF (Abadi et al., 2015), valence and arousal were annotated separately using a
mouse-controlled graphical interface. More recently, datasets like SEWA (Ringeval et al.,
2017) and CASE (Sharma et al., 2019) have moved to the use of joysticks for simultaneous
annotation of arousal and valence. The reasons cited by Sharma et al. (2019) are that
separate annotation of arousal and valence does not account for the relationship between
them, and that ”mouse-based annotation tools are generally less ergonomic than joysticks”.
However, Metallinou and Narayanan (2013) more precisely state that Feeltrace and GTrace
require continuously pressing the mouse to annotate, which is tiring when annotating long
videos. CARMA (Girard, 2018) and DARMA (Girard and Aidan, 2018) are other desktop
tools for continuous affect annotation with mouse and joysticks respectively.

More recently, RankTrace (Lopes et al., 2018) addressed the problem that humans are
bad at maintaining references of continuous values, which is supported by theories such as
the adaptation level theory. This theory suggest that ”humans cannot maintain a constant
value about subjective notions; instead, their preferences are made on a pairwise comparison
basis using an internal ordinal scale” (Lopes et al., 2018, p.1). Their interface instead cap-
tures unbounded annotations, which are then interpreted using their gradient. They showed
that the gradient of the unbounded annotations was a better predictor of skin conductance
(as a correlate of emotion) than the absolute value of the annotations. They performed
annotations using a hardware wheel for input. The issue of interpreting continuous-valued
annotations directly relates to the question of how to measure agreement between annota-
tors. To this end, Booth and Narayanan (2020) designed an ordinal agreement measure for
continuous-time, continuous-value annotations, based on the observation that annotators
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approximately preserve rank ordering and capture trends (increasing or decreasing) when
annotating continuous values. These findings may limit the utility of continuous-value an-
notations (since they cannot be reliably compared absolutely). It is however unclear to
what extent they generalize to the annotation of less subjective variables.

A major drawback of the previously-mentioned tools is that they were only implemented
as Windows applications, making them unusable in a crowd-sourcing setting, and therefore
hard to scale for use in large datasets. Web-based applications, in contrast, offer a lower
barrier to access for annotators, do not require the annotators to store a local copy of the an-
notated media, and may support the crowd-sourcing of annotations in online marketplaces.
The data storage issue is an important one when the data to be annotated is considered
privacy sensitive. Streaming data for annotation through a web interface mitigates inten-
tional or unintentional data privacy violations such as forgetting to delete the raw data
after it has been used for annotation. PAGAN (Melhart et al., 2019) is possibly the first
web-based tool for continuous annotation, with support for GTrace and RankTrace, as well
as binary annotations. PAGAN specializes on affect annotations and is not geared towards
supporting the implementation of custom techniques.

Continuous-time annotation has some inherent delay due to the time that annotators
take to react and process their perception. This could potentially impair the performance of
systems that are developed to learn from such data. Some recent efforts have concentrated
on the study of these delays and how they can be corrected in the context of affect annotation
(Huang et al., 2015). Mariooryad and Busso (2015) align annotations by maximizing the
mutual information between annotations and expressive behaviors as captured by facial
action units and speech features. Khorram et al. (2019) present a convolutional network
capable of jointly aligning and predicting continuous emotion annotations via a time-shifted
low-pass filter. Although these works show improvements in regression performance with
respect to baselines without correction, it is unclear how much such correction methods can
improve performance, as the true delays in the studied datasets are unknown. Furthermore,
Mariooryad and Busso (2015) found no significant differences when using a constant delay,
compared to their data-driven approach. Although work on delays has been exclusively
done in the context of continuous-valued affect annotations, and delays in annotation are
likely task-specific due to different stimuli processing times, some degree of human delay is
inherent to all kinds of continuous annotation. It seems pertinent for researchers developing
machine perception systems trained with continuously annotated data to be mindful of the
potential effects (if any) of delay.

In summary, annotation in computer vision and continuous annotation are two com-
pletely disjoint fields in the literature. The former has focused on image-level techniques
aided by interpolation for the annotation of keypoints for pose estimation tags, and the use
of binary flags for the annotation of actions, used in action localization tasks. It is however
unknown how such annotation techniques compare to continuous ones in time efficiency
and annotation quality, and to what extent their non-continuous nature affects annotations
heavily dependent on temporal context. A reason for this is that continuous annotation
literature has almost-exclusively focused on the subject of affect, which has resulted in very
specific techniques, tools and insights for continuous-time annotation of continuous affect
variables. This means there is little study of the phenomenon of continuous annotation in
its more general form, which may involve different modalities, input devices, and interfaces.
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The lack of software support for the implementation of continuous annotation tasks also
limits broader study of this topic. To this end, we hope that Covfee lowers the entry level
for more researchers to explore continuous annotation in more settings allowing for a better
understanding of its potential.

3. The Covfee framework for continuous annotation

Covfee was born out of the need of an advanced framework for both annotating existing
datasets and researching questions related to continuous annotation. The target user of
Covfee is thus a researcher aiming to annotate a human behavior dataset, or to use or
implement novel continuous annotation interfaces for research purposes. As such, Covfee
was built with a set of main broad requirements:

• To be under an open source license and documented online. Covfee has been re-
leased under an MIT license, a permissive license enabling among others the copying,
modification and redistribution of the software without limitations.

• To be easy to install, and launchable on a local web browser from a command line.

• To be deployable in a public server for online annotation. This is also necessary to
support crowd-sourcing annotations in online marketplaces.

• To support large annotation processes consisting of hundreds of HITs, with each
ranging from seconds to hours in length (of the target media).

• To implement client-server communication of annotations and storage on the server.
Annotations should be buffered (to prevent data loss from network errors) and sub-
mitted to the server where Covfee is deployed, where they should be easy to download
by the requester.

• That annotation techniques implemented in Covfee (eg. binary annotation of videos,
video keypoint annotation) are easy to reuse and re-deploy.

• To support additional functionality that is useful in an online annotation process:
requesting non-continuous feedback from annotators (eg. demographics, experience
feedback, etc), requiring agreement to terms and conditions (eg. an EULA) before
getting access to the data, and providing rich annotation instructions (images, videos,
tooltips) for users.

• To support automated qualification tasks via implementation of a validation method
in Python. Validation methods receive the annotations and return a boolean decision
on whether the submission passes the qualification test or not.

• That new custom tasks can be implemented with a basic knowledge of Javascript
/ Typescript by implementing a class with a specific interface; much like writing a
custom network in modern deep learning frameworks can be done by implementing
methods of a subclass
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• To run in most modern desktop browsers. We do not discard making covfee tasks
usable in mobile devices in the future/ However, due to the additional implementation
effort this would require, we decided to start with desktop browser support only.
Note that since tasks in covfee may be custom and use any browser features or APIs,
particular tasks may have more reduced compatibility than Covfee as a whole. Covfee
should provide a way to test for browser compatibility and instruct annotators to use
a compatible browser before they start working on a task.

To support these broad goals, we implemented Covfee as a Python package available in
the Python Package Index. Once installed, Covfee’s administration panel can be started in
a browser from the command line. The main building blocks of Covfee are shown in Figure
2. The web application was implemented in Typescript as a one-page-application in the
popular React web framework. The web server makes use of the Flask framework and a
SQLite database for annotation storage.

3.1. The Covfee specification file

An important questions in the design of Covfee was how to let requestors describe the
HITs to be created in Covfee (ie. how would a researcher use Covfee?). Existing online
annotation tools let the requester create HITs using a graphical interface where media files
can be uploaded and the variables to be annotated are specified. Each HIT maps to an
interface with tools to support different annotation techniques (eg. drawing bounding boxes,
keypoints, setting binary flags). An annotator is expected to navigate this rich interface to
annotate the requested variables. Designing Covfee in this way would have several major
drawbacks. First, for large annotation processes with hundreds of files to be annotated
(each of which would map to a different HIT), specifying HITs using a graphical interface
would be cumbersome for the requester. Second, having a single rich interface with tools
and options for different annotation techniques is not desirable. Richer interfaces with many
options were found by Vondrick et al. (2013) to lead to information overload for annotators.
Ideally the annotation interface should only contain the tools and information necessary to
complete the HIT.

To avoid these drawbacks, we designed Covfee to read a JSON (Javascript Object No-
tation) specification file describing the HITs to be created as input. Instead of uploading
media files using a graphical interface, URLs to the media files to annotate are part of the
specification. Using a file following a particular structure makes it easy for the requester
to generate this file using the programming language of their preference, an advantage for
large annotation projects. For smaller annotation projects the file can also be created by
hand based on the examples in Covfee’s documentation. Because the Covfee specification
maps directly to a set of HITs, it also serves as a shareable record to help other researchers
reproduce a particular annotation project.

The specification file follows a particular structure, which among other things includes:

• Project details, including a name and details of the contact person. This information
is shown to annotators in case they run into an issue during the annotation process.

• A list of HITs forming part of the project. Each HIT can be reproduced multiple
times via a repeat parameter in the specification, or using the Covfee interface. Every
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instance of a HIT is mapped to a URL, meant to be visited by one annotator. A HIT
in Covfee consists in a set of sub-tasks, of possibly different types. For example, a
HIT may contain a keypoint annotation task and a binary action annotation task.

• For each HIT, a list of tasks comprising it. The specification of a task is different
depending on its parameters. For example, the specification of a keypoint annotation
task is different from that of an action annotation task. Each task in the specifica-
tion maps to an annotation interface that is specific to its task type (ie. annotation
technique). This minimizes information overload for annotators by giving them only
the tools, options and instructions relevant to the task at hand.

An example of a Covfee specification file is shown in Appendix A of the supplementary
material. Specification files are validated by covfee to ensure that they have the correct
structure and valid property names and values. Friendly error messages are returned indi-
cating the location and cause of any error within the structure. This makes it easy for the
user to debug their specification and avoids potentially hard-to-trace errors due to mistakes
in the specification. Appendix A shows an example of validation output from Covfee.

On the technical side, validation naturally requires a model or schema of what the spec-
ification should look like. The use of Typescript for the implementation of tasks in Covfee
provides a natural way to do this. Typescript interfaces are used to specify the shape and
parameters of each tasks’s specification. Covfee internally translates these interfaces into
JSON Schema (json-schema org, 2020), a vocabulary for the validation of JSON documents.
These JSON schema are used by the covfee CLI to validate the JSON structures. Figure 2
shows a diagram of covfee’s architecture, including this process.

3.2. Online workflow

Figure 3 diagrams the workflow in Covfee. The main participants are the requester (re-
searcher) and the annotators. Annotators get access to a Covfee interface generated by the
requester using the framework.

The workflow to be followed by the requester can be put into a sequence of steps:

1. The requester creates a Covfee specification file. Covfee’s documentation was designed
to help the requester create the specification of each task.

2. The requester runs Covfee to validate the specification and generate the Covfee HITs
from it. If the requester made a mistake in the specification, friendly error messages
are returned indicating why and where the specification is invalid. Once a valid
specification is provided, the requester can now enter Covfee’s admin panel and obtain
anonymized links to each HIT. A CSV file with all the links can be downloaded to be
uploaded to Amazon MTurk or otherwise shared with annotators.

3. The requester may keep track of the annotation process using the admin panel. At
any time it is possible to download the raw annotations in JSON and CSV formats.

For more information on the use of Covfee, please refer to Covfee’s online documentation
(Vargas Quiros, 2021).
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Figure 2: The architecture of the Covfee framework. A Python server with a relational
database (SQL DB) and ORM layer (a layer mapping database tables into soft-
ware objects) takes care of data storage and communication with the Typescript
web application. The requester (researcher) interacts with Covfee via the covfee
make CLI, which validates a user-provided specification of the HITs to be created.
Typescript interfaces translated into JSON schema (a language for describing the
structure of objects) are used as templates to validate the specification and pro-
vide friendly errors to the requester in case of mistakes in the specification.
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Figure 3: Covfee is designed to map a JSON specification into an online interface, meant
to be replicated and shared online. In the basic workflow the requester uses the
Covfee documentation to create the specification, which is used to generate the
online HITs for remote annotators. The HIT URLs are accessible to the requester
through the administrative panel.
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3.3. Data privacy and security

Covfee deals with two kinds of potentially sensitive data: the dataset to be annotated (which
could contain sensitive information about the data subjects); and the annotator responses,
which could include personal information about annotators or data subjects.

Regarding the dataset, Covfee secures access to HITs via URLs containing a hash gen-
erated from a secret key. Hash URLs offer protection against scraping of the HIT links,
resulting in unauthorized access to datasets while preserving the convenience of using URLs
to share HITs. Using hash URLs is a standard practice for sharing documents online, with
the drawback that any person with the URL may access the HIT. This is however an accept-
able and somewhat necessary trade-off, given that annotators in crowd-sourcing platforms
do not expect to need to create a user account in a third-party website to complete their
task.

Covfee additionally provides support for data access control via required forms that
must be filled in by the annotators before getting access to the data. Data access control
is useful for datasets that are not publicly available in the internet, but require agreement
with an End User License Agreement (EULA) on the part of the annotator. An EULA is
put in place for these datasets to ensure that any person with access to the dataset agrees
to the conditions stated in the agreement, which often include measures for protecting the
privacy of data subjects. Many social interaction datasets are available only under an EULA
(Cabrera-Quiros et al., 2018).

Regarding sensitive responses from annotators, consent elicitation is necessary under the
European General Data Protection Regulation (GDPR) when the information requested
from annotators includes non-optional sensitive information. Although the GDPR is Euro-
pean law, it applies to the handling of data from European citizens and residents regardless
of location and is considered a global reference for data protection legislation. Covfee sup-
ports consent elicitation through the same mechanics of required forms, where the user must
provide their consent before proceeding with the annotation process.

3.4. Crowd-sourcing support

Covfee was created with the goal of supporting the crowd-sourcing of tasks. In contrast
with a non-crowd-sourced setting, where the annotators may often be given instructions in
person or via video call, in the crowd-sourcing setting communication with the annotator is
generally one-way. Annotators expect to be directed to a self-contained human intelligence
task (HIT) to be completed normally in a few minutes, before returning to the crowd-
sourcing platform. Maximizing information flow through clear, easy-to-follow instructions
and means to obtain feedback from annotators are therefore key to support this setting.

Furthermore, crowd-sourcing platforms must interface with Covfee to validate the com-
pletion of a HIT. Here, we focused on supporting integration with a) Amazon Mechanical
Turk (the most popular crowd-sourcing platform) and b) Prolific, a growing platform with
a focus on research studies.

Important features in Covfee that make it possible to run crowd-sourced annotation
flows efficiently are:

Support for rich instruction pages A special type of task (Instruction task) can be
used to provide detailed instructions in Markdown/HTML (including video tutorials).
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Additionally, any task in Covfee may contain tooltips to emphasize instructions or
other information relevant for the annotator.

Questionnaire support Questionnaire tasks can be used to request non-continuous feed-
back from participants via free text boxes, buttons, sliders, and other static form
elements.

Support for automatic qualification tasks For continuous tasks, a HIT may be opened
only if the annotator demonstrates certain level of ability on a shorter qualification
task. A usual qualification task consists in a short sample drawn from the dataset, on
which annotators are asked to follow the annotation process to be followed on the full
HIT. Covfee allows the requester to easily implement a validation method, typically
to compute an error between the obtained annotations and some gold standard (eg.
annotations performed by the requester), allowing for some level of discrepancy (typ-
ically set empirically). Qualification tasks have been shown to improve the quality
of the annotations that can be obtained in major crowd-sourcing platforms platforms
(Vondrick et al., 2013).

Completion codes and redirects Covfee implements integration between the Covfee
platform and the crowd-souring platform via completion codes associated with each
HIT. The completion code may be generated by covfee and provided to the requester
(following the Amazon Mechanical Turk system) or manually provided by the re-
quester (following the Prolific system). The completion code is shown to annotators
on successful completion of their HIT, to be entered by them in the crowd-sourcing
platform as proof of completion. Covfee also supports redirecting annotators to ex-
ternal URLs on completion of their HITs.

Admin panel The admin panel, only accessible by the requester, helps keep track of
progress and allows easy bulk-download of HIT URLs for use in crowd-sourcing plat-
forms.

3.5. Extensibility

Covfee achieves its role as a framework, rather than simply a tool, thanks to the task-
oriented class design; a user can create new Covfee tasks easily by sub-classing an existing
base class. Javascript objects are available for developers to interface with. For example:

Covfee takes care of annotation recording . Covfee has methods for submitting data
to the server and for reading data back from it. Data storage and client-server com-
munication are abstracted away by Covfee. Continuous annotations are timestamped,
buffered and sent to the server in chunks to minimize the risk of data loss. In addition
to continuous data, tasks may submit timestamped logs of auxiliary events, like, for
example, the resizing of a window or the pausing of a video. These logs may be used
to collect annotations at non-regular intervals or to collect analytics with the purpose
of improving the Covfee task. Non-continuous task responses may also be recorded.
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Covfee’s key manager makes it easy to attach event handlers to keyboard and gamepad
key presses. This is specially important for continuous annotation tasks, many of
which must react to button presses.

Access to Covfee’s admin panel which allows to keep track of progress and download
annotation results and HIT URLs easily.

Reusability Covfee tasks are modular and configurable via the JSON specification and
could be incorporated as part of Covfee to be reused by others.

Covfee’s socket.io module allows the implementation of multiparty tasks, where multi-
ple subjects take part in a task at the same time. The main use case for multiparty
features is not annotation but the recording of live online interactions (written, audio
or audiovisual) with the ability to query subjects at any point or request their live
feedback.

4. Case studies

To illustrate the potential of the Covfee framework we present two case studies showcasing
two custom annotation techniques: keypoint annotation and social action and confidence
ratings.

4.1. Case study I: keypoint annotation in group interaction settings

In this case study, we focus on the task of labelling body joints or skeleton keypoints,
particularly in the context of social interaction settings where precise, smooth annotation
of keypoints over time is crucial. Manual keypoint annotations are particularly useful in
the labelling of dense crowded scenes observed from the top-down view where interpersonal
occlusion is minimised at the expense of more self-occlusion and more extreme perspective
distortion effects.

Due to the bad performance of pose estimation methods in top-down videos, automatic
extraction of body keypoints is often not an option in social interaction datasets.

To implement keypoint annotation continuously, the first challenge is the difficulty of
following body joints in real time, with a mouse or other signaling device. Different body
parts have different motion characteristics.

For example, hands and upper-body joints are used for gesturing, which can be char-
acterized by sudden changes in velocity and acceleration, while shoulders exhibit smoother
movements, and feet can be static for long periods of time when subjects stand still. Being
able to annotate all of these accurately is vital for characterizing body movements in rela-
tion to speech. While annotating the video in slow motion would likely improve accuracy,
we would like to avoid making the annotation process significantly longer. An ideal case
would be if the video could be slowed down or sped up dynamically according to the speed
of the keypoint that is being annotated. While this could be considered rather a chicken
and egg problem since we do not yet know the speed of the object we are intending to track,
we propose a method below which provides a solution to this problem.
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4.1.1. Method

Covfee solves the problem of continuously annotating keypoints via a new annotation tech-
nique, which involves automatically adjusting the playback rate of the video in real time,
according to the magnitude of the optical flow around the mouse cursor. We thereby lever-
age the fact that the annotator will be pointing the cursor at the keypoint of interest and
use optical flow magnitude as an approximation to the speed of the target keypoint. The
video playback rate is adjusted such that it is higher when the optical flow is high and lower
when optical flow is low around the mouse cursor. This has the effect of slowing down the
video when the joint being tracked moves fast and speeding up the video for slow-moving
or static joints. It allows the users to annotate slow-moving joints at multiples of real time
rate (eg. 4x playback rate), and fast gestures at fractions of it (eg. 0.1x playback rate) on
the fly without additional user intervention.

Concretely, for a cursor position x, y (in pixels) at frame f , an NxN neighborhood in
the vicinity of (x, y) is considered such that the playback rate at frame f + 1 is given by:

r̂f+1 = C

x+N/2∑
i=x−N/2

y+N/2∑
j=y−N/2

|Of,i,j |

where Of,x,y is the optical flow vector for frame f at image location (x, y) and C is a
constant. The best value of N depends on the video being annotated, and is a configurable
parameter.

This rate is additionally bounded to prevent extremely low or high playback rates and
a user-controllable multiplier Cu is added to allow the user to control the overall playback
rate:

rf = Cu max(rmin,min(rmax, r̂f ))

This can only be implemented efficiently in an online setting if the flow computation
is done offline and only the local averaging is calculated in the user’s machine. For this,
Covfee makes use of a pre-computed optical flow video, which is processed in the browser
making use of a Javascript version of OpenCV.js (Bradski, 2000).

4.1.2. Study

This study presents results from applying continuous keypoint annotation, implemented in
Covfee, to the annotation of keypoints in a human interaction dataset recorded during a
professional social networking event. We start by comparing Covfee to a traditional, non-
continuous approach using the CVAT tool on a small subset of the dataset, with annotation
time and agreement as main variables of interest. Second, we analyze the application of
Covfee to the complete dataset.

The dataset used, among other modalities, contains top-down video recordings from 48
subjects, interacting freely at the same time, as shown in Figure 1. The interaction space
was recorded by 8 cameras for 45 minutes.

Our comparison consisted in the annotation of body joints for two data subjects in the
same 20s video by two sets of three annotators: one set used CVAT, the other used Covfee.
Annotators who used the continuous method were recruited from the Prolific crowd-sourcing
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platform, without any filtering, and provided with a link to a HIT in Covfee. Because
the CVAT tool does not implement support for crowd-sourcing, annotations in the CVAT
condition were performed locally by three of the authors. No annotators had previous
experience with any of the tools and work conditions were not controlled. Although crowd-
sourced workers may have had previous experience in other kinds of annotation, we think
the difference between our continuous keypoint annotation task and most crowd-sourced
tasks is significant enough to make this experience unlikely to be a source of bias.

All annotators were provided written instructions to label the left shoulder, right shoul-
der, center of the head and a point in the direction of the gaze of the data subject (ie. in the
direction of the nose). The goal with this last point was not to measure its precise location
in pixels, but to use it to obtain a head orientation vector. Local annotators were asked to
measure their total annotation time for CVAT. For Covfee, the time was acquired from the
difference between the timestamps that Covfee adds to each data point.

In the case of CVAT, frames were annotated every second and linearly-interpolated
in between. For Covfee, the method in Section 4.1.1 was used with parameters N = 20
(pixels), rmin = 0.1, rmax = 4. The video was pre-processed by denoising with the hqdn3d
filter in FFMPEG (FFmpeg, 2016) with a temporal luma strength luma tmp = 30.

The annotators reported lower annotation times on average for the continuous approach
(7.4min) compared to taking between 17 and 25 minutes for the CVAT annotations. We
compared the annotations for head and shoulder key points by computing the average
Euclidean distance in pixels between time-corresponding annotations. We averaged this
discrepancy for all pairs of annotators. On average, our continuous annotation approach
resulted in lower discrepancy (18.7±10.0) when compared to the use of CVAT (22.9±12.7),
although within standard deviation.

The same was true when we measured discrepancy in the orientation of body and head
in degrees (7.9±4.8 for Covfee vs 9.9±10.7 for CVAT). Body orientation was computed by
taking the vector between both shoulder points, and head orientation was computed by tak-
ing the vector between the head keypoints and the gaze direction keypoint. Table 1 shows
the errors measured per keypoint and annotation times in Covfee and CVAT. Annotation
times for CVAT were not measured per keypoint. However, given that the CVAT annota-
tions were image-based with a fixed interval between images, we expect annotation times to
be roughly equal across keypoints (5.25min on average). It is particularly noteworthy that
the head keypoint took on average significantly longer to annotate using Covfee, which is
likely to be due to the head moving more rapidly during these segments. Even though our
annotator sample was too small to measure differences in discrepancy across conditions, we
are confident that the large (significant) differences in annotation time generalize to other
situations. Even if true annotation quality were to be lower for the continuous case, we
think the gains in annotation time are enough to make this an attractive approach for large
scale annotation.

Given the results of the previous comparison, we proceeded to use Covfee to annotate
body joints in the complete dataset. A total of 17 body keypoints (joints) were annotated
for each subject, for a subset of 16 minutes of the dataset. This was equivalent to more
than 218 hours of single-keypoint tracks.

Having an occlusion signal for each keypoint is important in the training of pose es-
timation methods (see Section 2.1). To support this important signal, we integrated a
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Body joint CVAT disc. Covfee disc. Covfee time CVAT time

Head (px) 12.6 (7.9) 14.4 (12.0) 4.2min 5.25min
Left shoulder (px) 21.4 (11.1) 19.7 (6.9) 1.5min 5.25min
Right shoulder (px) 34.5 (19.1) 22.1 (11.2) 1.7min 5.25min
Head orientation (deg) 11.4 (12.8) 7.3 (4.0) N/A N/A
Body orientation (deg) 8.3 (19.9) 8.4 (5.6) N/A N/A

Table 1: Results of the comparison between Covfee continuous annotation and CVAT in the
annotation of body joints. Values in parenthesis are standard deviations. Annota-
tion discrepancies are averaged distances between corresponding annotations, over
all pairs of annotators. Lower discrepancies indicate higher agreement. CVAT
times are averaged since only totals (for all four annotated keypoints) were re-
ported and we expect annotation times to be roughly constant for the four body
joints. Note that the head and body orientation are derived values, hence no time
is reported.

binary occlusion label into our technique by recording an additional key press. We asked
annotators to hold down a keyboard key (while following the keypoint with their cursor)
when the target joint was occluded. If the joint was still within the frame despite being
occluded, annotators were asked to follow it approximately by inferring its location. While
these annotations would in principle be filtered out of the training process, asking annota-
tors to infer location in this way enables them to maintain continuity of the annotation.
Additionally, though not standard practice, pose estimation methods could be trained to
estimate occluded keypoints in addition to visible ones.

Adding this additional input made the annotation process slightly more involved, al-
though in our pilot tests we did not notice any cognitive load issues with simultaneously
following a keypoint with the mouse and annotating occlusion with the keyboard. Figure 4
shows the mean occlusion levels annotated over the image plane, averaged over our multiple
videos. These plots use the same color scale and show the spatial variation in occlusion
levels for body keypoints: head and feet. Continuous occlusion annotations allowed us to
obtain a richer description of the skeletal data without increasing annotation time.

In summary, this case study of keypoint annotations showcases how Covfee is able to
support a continuous annotation procedure that provides richer and better quality infor-
mation about human body movements during socializing. This is in part due to the time
efficient nature of the continuous annotation process, which allows for additional annota-
tions to be made that can help us to understand and characterise better the relationship
between the phenomena that are being labelled and the annotation noise.

4.2. Case study II: Social Action Annotation

The annotation of speaking status is particularly key in automated social interaction in-
ference tasks. However, recording audio of people in real life settings can be very privacy
invasive. Fortunately, from past efforts (Cabrera-Quiros et al., 2018) we know that it is
possible to annotate speaking status from video only with some degree of annotator agree-
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Figure 4: Plot showing the distribution of our occlusion annotations for head (left) and feet
(right) keypoints. White indicates high occlusion and black low occlusion values.
The head keypoint, being visible from most angles shows little occlusion while
the feet tend to be more occluded when near the edges of the frame and show
overall higher occlusion values.

ment sufficient for training machine perception systems (Gedik et al., 2019), although short
back channels can be difficult to capture (Cabrera-Quiros et al., 2018). Acceptable inter-
annotator agreement from video only can be explained by the fact that when humans speak,
their vocal behaviour is often accompanied by linguistically related body movements such
as gestures (McNeill, 1994).

This Section describes a case study about the annotation speaking status from video
in a large social interaction dataset. The action of speaking was annotated using binary
continuous annotation, where annotators were asked to hold down a keyboard key whenever
they perceived speaking to be happening in the video.

In real life in-the-wild settings, videos may not always capture the subject of interest very
clearly. The person may be partially occluded by others in the scene, they may have their
back to the camera, or their face may not be visible. Access to multiple viewpoints of the
data subjects is desirable to offset these challenges. This is however not a complete solution
as in some cases none of the views may offer a suitable view of the subject of their speaking
behavior could be hard to discriminate. This is a common situation with data recorded
in real-life settings when intrusive sensing is avoided to preserve the naturalness of the
interactions. To capture this uncertainty it would be of great benefit to know the confidence
of the annotator in their judgement. To this end, we obtained continuous confidence ratings
by asking annotators to indicate the degree of confidence that their action assessment (either
speaking or non-speaking) was correct. In a training stage, such a confidence signal can
be used to give less weight to data samples or segments for which the annotator had low
confidence on being correct.

284



Covfee annotation framework

4.2.1. Method

Covfee supports action annotation via an interface for binary continuous annotation. The
annotator is able to control the binary status of the annotation via a keyboard key: true if
the key is pressed; false if it is not. Visual feedback is provided when the key is pressed.

Confidence annotations were also performed continuously in Covfee using an interface
designed in general for continuous-value annotations. In this interface the users are able to
control a vertical slider using their mouse. The vertical position of the slider follows the
cursor’s vertical position. The continuous value of the slider indicator (in the range [0, 1])
was recorded in Covfee.

4.2.2. Study

Our study on actions is based on the data obtained from the annotation of a large dataset
(see Section 4.1.2) for speaking. Annotators were part of a larger group who worked on the
annotation of our dataset, both for keypoints and speaking status. We selected conscientious
annotators for this group via a short qualification task consisting on keypoint annotation
only, and revised manually via playback of their annotations, but otherwise no special
selection of annotators was done, nor did we control their working conditions. Annotators
from the larger group worked on action annotation based on their availability when this
phase of the project was reached.

In the action annotation stage, annotators were instructed to annotate the speaking
status of all subjects in the scene, and to continuously annotate their confidence in their
judgement about speaking status, per the method described above. To offset the issue of
lack of visibility of the target subject, we gave annotators access to several side-elevated
views of the subjects, from which they could pick the best one.

Computing turn lengths from the obtained speaking status annotations revealed that a
high proportion of turn lengths were below one second in length, suggesting that we were
able to capture quick turns, and potentially back-channels. Although we do not have access
to speaking ground truth to verify it, our confidence annotations give us annotator ratings
of their degree of certainty in their inferences. Figure 5 plots the turn lengths obtained from
our annotations against the average confidence annotated (by the same annotator) during
the corresponding turn. The plot does not reveal a clear trend, suggesting that confidence
was not heavily dependent on turn length. It is likely that other factors like visibility may
influence annotator confidence more.

5. Conclusion and Discussion

In this paper we have presented Covfee, a new web-based framework with the goal of
supporting the study and use of continuous annotation in human behavior data. Although
continuous-time annotation has long been used for affective dimensions, we present Covfee
as a general framework, capable of supporting both these established techniques and new
continuous annotation techniques. The motivation to support novel continuous annotation
techniques for human behavior datasets (eg. for body joint and action annotation) comes
from the potential to improve the time-efficiency of the annotation process when single
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Figure 5: Plot showing the correlations between annotated turn lengths and mean annota-
tion confidence during the turn for our speaking status annotations.

subjects are annotated for long periods of time (minutes to hours); and the suitability of
continuous techniques for annotations that rely heavily on temporal context.

We have laid out the design decisions and main features of our framework, aimed both at
basic users without knowledge of web development who wish to use existing tasks out of the
box, or those with web development skills who wish to build new annotation techniques on
top of Covfee. We started by explaining the workflow for requesters to use Covfee, which
revolves around a specification file describing the HITs to be created. Covfee processes
the specification file to create the annotation interfaces specified in it, and makes HITs
available under a secure URL. We go on to explain how the tool supports data privacy
and security for the annotation of potentially personal or sensitive data. We emphasize the
design choices and features that make Covfee suitable for a crowd-sourcing setting, and lay
out the features that make Covfee a framework, applicable to the implementation of new
continuous tasks.

We presented two case studies applying continuous annotation (and Covfee) to keypoint
and action annotations in a social interaction dataset. Our study on keypoint annotation
showed an improvement in annotation time without a significant difference in annotation
quality. Furthermore, our continuous technique allowed us to annotate keypoint occlusion
in the same pass. This auxiliary signal is very relevant for the pose estimation task, since
methods are usually fed only the set of visible keypoints and the occlusion signal is used to
filter the input to the method. In traditional techniques, occlusion annotations are limited in
time resolution by the frequency at which frames are annotated and cannot be interpolated
between annotated keyframes like continuous values can. Our continuous technique, in
contrast, provides a higher-resolution signal indicating when each keypoint becomes visible
or occluded.

Similarly, in our action annotation study we obtained continuous-valued annotation
confidence labels together with our binary speaking status annotations, although this time
in a second pass over the data. Confidence signals give the researcher access to a measure of

286



Covfee annotation framework

uncertainty in the data labeling at each moment in time, without having to label the data
multiple times to obtain an agreement based measure. One important question for future
work is how well ratings of confidence from a single annotator approximate agreement
measured from multiple annotators. Continuous-value annotations are also known to be
affected by bias when interpreted absolutely (see Section 2.3). The extent to which this
bias affects ratings of confidence including ours, and the best way to elicit and interpret
confidence annotations are also open questions.

Although our study on actions did not involve an annotation time comparison with
traditional action annotation techniques, we think that continuous annotation may also be
a more time-efficient way to annotate most human actions since it can be done in real time,
or even fast motion without the need to pause for labeling. Importantly, we think that time-
efficiency should not be the only consideration when deciding for or against a continuous
technique. In our experience, the suitability of continuous annotation for actions depends
on the desired precision, frequency and context-dependency of the actions being annotated.

Regarding temporal precision, this is usually a function of the research questions being
investigated. In human behavior research certain research questions involve the precise
localization of action onsets and offsets, where onset and offset are reasonably well-defined
and observable. Studies on the internal structure of gestures and laughter episodes, for
example, make use of fine-grained temporal segmentation (Truong et al., 2019). In this case
continuous annotation alone might not be a suitable solution given the annotation delays
involved. Continuous annotation may however still be useful when the annotation task can
be separated into two steps; first a continuous localization step (where actions are localized
roughly in time) followed by a second precise temporal segmentation step, where a precise
coding scheme is applied. In other words, at present we do not envision continuous action
annotation as a complete solution for behavioral coding, but rather as a method for rough
time-localization of phenomena of interest. In many machine learning applications, however,
precise localization of action boundaries and action segmentation is not a requirement and
robust machine learning methods or correction techniques have been proposed to mitigate
the effects of delay in continuous annotations (Mariooryad and Busso, 2015; Khorram et al.,
2019).

Regarding action frequency, continuous annotation provides greater time improvements
the more frequent the target actions are. For extremely sparsely-occurring actions the
time gain from continuous annotation becomes lower, as even in the non-continuous case,
annotators would spend most of the time watching the media, and less time annotating.
However, many actions of interest in human behavior research are frequent enough to benefit
greatly from continuous annotation in terms of time-efficiency. In social signal processing
and affective computing, actions such as speaking, gesturing, laughing, and other common
actions in a social context are often annotation targets.

Finally, with respect to the temporal-context-dependency of the actions, we think con-
tinuous approaches are advantageous for most actions occurring in a social context because
they enable the annotator to follow the flow of what is occurring in the interaction without
interruption. Annotation of actions or situations such as ”use of humour” or ”enjoyment”
requires a complex context-based judgement on the part of the annotators. Such context-
heavy constructs are however common annotation targets in communities working with
in-the-wild data such as social signal processing or affective computing.
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Given these trade-offs we argue that continuous annotation is much more useful for
action annotation than it’s current usage would suggest.

It is important to highlight once again, however, that continuous annotation may not
be suitable for every problem. The standard technique of bounding box annotation, for
example, does not straight-forwardly translate to the continuous case since it is not clear how
an annotator would control the location and dimensions of the bounding box continuously.
This task is also hard to decompose into single-point annotation tasks since the corners of
the box may not correspond to any meaningful keypoints in the scene. We cannot rule out,
however, that new creative techniques will make it possible to perform such annotations
continuously. Hybrid techniques where manual annotation is aided by models are not new
and the application of such approaches to continuous annotation may open the door to new
breakthroughs in annotation efficiency.

In general, Covfee has the long-term goal of dramatically improving the time and effort
necessary to collect and annotate human behavior data online. It was born out of the
need for a web annotation platform flexible enough to accommodate the high diversity and
specificity of annotation needs present today. We expect that all of the design decisions
made to support this goal will enable the adoption of Covfee as a platform for a) the
implementation of existing annotation techniques such as those traditionally used within
the affective computing community, b) experimentation with novel annotation techniques
for vision tasks, such as the two techniques presented in this paper and c) developments in
other fields such as the annotation of audio or other time series.
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