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1 IMPORTANCE SAMPLING

We can write the probability of words in a document conditioned on the parameter ηd and β as:

p(Wd|ηd,β) =

Nd∏
n=1

Multi(1, σ(ξd)) =
Nd∏
n=1

Cat(σ(ξd)) = L̃W . (1)

Its derivative can be derived as:

∇L̃W = Eq(β|H)q(ηd)

Nd∑
n=1

[∇ logCat(σ(ξd))] (2)

= Eq(β|H)q(ηd)

Nd∑
n=1

∇ξd,n −∇ log

P∑
j=1

exp(ξd)j

 (3)

= Eq(β|H)q(ηd)

Nd∑
n=1

[
∇ξd,n − 1∑P

j=1 exp(ξdj)
∇

P∑
i=1

exp(ξd)i

]
(4)

= Eq(β|H)q(ηd)

Nd∑
n=1

[
∇ξd,n −

P∑
i=1

exp(ξd)i∑P
j=1 exp(ξd)j

∇ξd,i

]
. (5)

To approximate this derivative, we consider a random sample of M words from the vocabulary and use those to approximate
the normalisation constant. Consider a sample vector s ∈ {1, ..., P}M+Nd , which represents a sample of words in the
vocabulary and stores the index of the Nd positive (words appearing in document d) and the index of the M sampled words.
Let ξ′d,i := ξd,i − ln(Qdi/P ) if yi = 0 (i.e., word i does not appear in document d), ξ′d,i := ξd,i − ln(Qdi) otherwise, with
Qdi proposal distribution. We shift the true logits by the expected number of occurrences of a word i, ensuring that the
sampled softmax is asymptotically unbiased. In our experiment we choose Q to be a uniform distribution over the subset of
words considered, so Qdi = 1/(Nd +M) [Jean et al., 2014]. Then:

∇L̃W ≈ Eq(β|H)q(ηd)

Nd∑
n=1

[
∇ξd,n −

M+Nd∑
i=1

exp(ξ′i)∑M+Nd

j=1 exp(ξ′j)
∇ξd,i

]
. (6)

2 FITC

The FITC approximation for the multi-output Gaussian process results into the follow formulation:

pFITC(β|U,ZX , ZH , X,H)

= N (β|KfuK
−1
uu (U

⊤):, diag
(
Kff −KfuK

−1
uuKuf

)
),
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where diag (·) returns a diagonal matrix while keeping the diagonal entries, and A: denotes vec(A), the column-wise
vectorisation of the matrix A. Since Kfu, Kff and Kuu have a Kronecker structure, we can rewrite mean and covariance to
compute them efficiently as follows

KfuK
−1
uu (U

⊤): = (KX
fuK

X
uu

−1
U⊤KH

uu

−⊤
KH

fu

⊤
):

diag
(
Kff −KfuK

−1
uuKuf

)
= diag (Kff )

−
(

diag
(
KH

fuK
H
uu

−1
KH

fu

⊤)⊗ diag
(
KX

fuK
X
uu

−1
KX

fu

⊤))
:

Note that the last line becomes a vectorised outer product between vectors and solved efficiently. We can use the same trick
for diag (Kff ).

The full derivation is the following:

KfuK
−1
uu (U

⊤):

= (KH
fu ⊗KX

fu)(K
H
uu ⊗KX

uu)
−1(U⊤):

= (KH
fu ⊗KX

fu)(K
H
uu

−1 ⊗KX
uu

−1
)(U⊤):

= (KH
fuK

H
uu

−1 ⊗KX
fuK

X
uu

−1
)(U⊤): (matrix eq)

= (KX
fuK

X
uu

−1
U⊤((KH

fuK
H
uu

−1
)⊤):

= (KX
fuK

X
uu

−1
U⊤KH

uu

−⊤
KH

fu

⊤
):

diag
(
Kff −KfuK

−1
uuKuf

)
= diag (Kff )− diag

(
KfuK

−1
uuKuf

)
= diag (Kff )− diag

(
(KH

fuK
H
uu

−1 ⊗KX
fuK

X
uu

−1
)(KH

fu ⊗KX
fu)

⊤
)

= diag (Kff )− diag
(
KH

fuK
H
uu

−1
KH

fu

⊤ ⊗KX
fuK

X
uu

−1
KX

fu

⊤)
= diag (Kff )−

(
diag

(
KH

fuK
H
uu

−1
KH

fu

⊤)⊗ diag
(
KX

fuK
X
uu

−1
KX

fu

⊤))
:

3 MATRIX NORMAL DISTRIBUTION

The matrix normal is related to the multivariate normal distribution in the following way:

X ∼ MNn×p(M,U,V), (7)

if and only if

vec(X) ∼ Nnp(vec(M),V ⊗U) (8)

where ⊗ denotes the Kronecker product and vec(M) denotes the vectorization of M.

Sampling from the distribution and the KL divergence can be computed efficiently. Uβk
can be sampled efficiently following

the procedure: (i) sample C ∼ MN h×x(0, I, I), C ∈ Rh×x, a collection of independent samples from a standard normal
distribution; then (ii) let Uβk

= (M +ACB):, where ΣH = AA⊤ and Σx = B⊤B. The KL divergence between q(Uβk
)

and p(Uβk
) can also be computed efficiently (see Supplementary Material).

Sampling from the matrix normal distribution is a special case of the sampling procedure for the multivariate normal
distribution. Let X be an n by p matrix of np independent samples from the standard normal distribution, so that



X ∼ MNn×p(0, I, I). (9)

Then let

Y = M+AXB, so that

Y ∼ MNn×p(M,AAT ,BTB), (10)

where A and B can be chosen by Cholesky decomposition or a similar matrix square root operation.

3.1 KL DIVERGENCE

The KL divergence between two matrix-variate normal distributions, e.g., q(Uβk
) and p(Uβk

), can be analytically computed
as:

KL(q(Uβk
)||p(Uβk

)) =
1

2

(
Mx log

|KH
uu|

|ΣH |
+MH log

|Kx
uu|

|Σx|

+ tr(M⊤(Kx
uu)

−1M(KH
uu)

−1) + tr((KH
uu)

−1ΣH) tr((Kx
uu)

−1Σx)−MHMx)

)
.

To implement tr[M⊤(Kx)−1M(KH)−1], we use Kx = LxL
⊤
x , KH = LHL⊤

H , A = L−1
x ML−⊤

H , then
tr[M⊤(Kx)−1M(KH)−1] = tr(A⊤A).

First, recall that

KL(q||p) =
∫

q(x)(log q(x)− log p(x))dx. (11)

which in the case of two multivariate Gaussian distributions, say p(x) = N (m1, S1), q(x) = N (m2, S2) is equal to∫ [1
2
log

|S2|
|S1|

− 1

2
(x−m1)

⊤S−1
1 (x−m1) +

1

2
(x−m2)

⊤S−1
2 (x−m2)

]
q(x)dx (12)

=
1

2
log

|S2|
|S1|

− 1

2
tr
{
E[(x−m1)(x−m1)

⊤]S−1
1

}
+

1

2
E[(x−m2)

⊤S−1
2 (x−m2)] (13)

=
1

2
log

|S2|
|S1|

− 1

2
tr{E[(x−m1)(x−m1)

⊤]S−1
1 }+ 1

2
E[(x−m2)

⊤S−1
2 (x−m2)] (14)

=
1

2
log

|S2|
|S1|

− 1

2
tr{Id}+

1

2
(m1 −m2)

⊤S−1
2 (m1 −m2) +

1

2
tr{S−1

2 S1} (15)

=
1

2
[log

|S2|
|S1|

− d+ tr{S−1
2 S1}+ (m1 −m2)

⊤S−1
2 (m1 −m2)] (16)

Now, we can use a Kronecker representation of S1 and S2 as S1 = Sh⊗Sx and S2 = Kh⊗Kx. Let M = m1−m2. Also, we
consider a vectorised version of M , and we indicate it as M:. Then the KL divergence becomes: (using |V ⊗U | = |V |n|U |p,
and mixed product property of Kron)

1

2
[log

|Kh ⊗Kx|
|Sh ⊗ Sx|

− d+ tr{(Kh ⊗Kx)
−1(Sh ⊗ Sx)}+M⊤

: (Kh ⊗Kx)
−1M:] (17)

=
1

2
[n log

|Kh|
|Sh|

+ p log
|Kx|
|Sx|

− np+ tr{(K−1
h ⊗K−1

x )(Sh ⊗ Sx)}+M⊤
: (K−1

h ⊗K−1
x )M:] (18)

=
1

2
[n log

|Kh|
|Sh|

+ p log
|Kx|
|Sx|

− np+ tr{(K−1
h Sh)⊗ (K−1

x Sx)}+M⊤
: ((K−1

h ⊗K−1
x )M:)] (associative) (19)

=
1

2
[n log

|Kh|
|Sh|

+ p log
|Kx|
|Sx|

− np+ tr(K−1
h Sh)tr(K

−1
x Sx) +M⊤

: (K−1
x MK−1

h ):] (kronmatrixequations) (20)

=
1

2
[n log

|Kh|
|Sh|

+ p log
|Kx|
|Sx|

− np+ tr(K−1
h Sh)tr(K

−1
x Sx) + tr[M⊤K−1

x MK−1
h ]] (21)



4 VARIATIONAL INFERENCE FOR GAUSSIAN AND WISHART PROCESS

Inference for µ. We first augment the Gaussian process with a set of auxiliary variables with a set of corresponding time
stamps, i.e.,

p(µ|x) =
∫

p(µ|Uµ,x, zµ)p(Uµ|zµ)dUµ, (22)

where Uµ is the auxiliary variable for µ and zµ is the corresponding index. Both p(µ|Uµ,x, zµ) and p(Uµ|zµ) follow the
same Gaussian processes as the one for p(µ|x), i.e., these Gaussian processes have the same mean and kernel functions. As
shown in Equation (22), the above augmentation does not change the prior distributions for µ.

The variational posterior of µ is constructed in a special form to enable efficient inference [Titsias, 2009]: q(µ, Uµ) =
p(µ|Uµ)q(Uµ). q(Uµ) = N (Mµ, Sµ) is a multivariate normal distribution, in which the mean and covariance are variational
parameters. p(µ|Uµ) is a conditional Gaussian process [Hensman et al., 2013]. When µ is used in the down-stream
distributions, a lower bound can be derived,

log p(·|µ) ≥ Eq(µ)[p(·|µ)]− KL (q(Uµ)||p(Uµ)) , (23)

where q(µ) =
∫
p(µ|Uµ)q(Uµ)dUµ.

Inference for Σ. We derive a similar stochastic variational inference method for the Wishart Process. We augment each
GP p(fij |x) in the Wishart process with a set of auxiliary variables and a set of the corresponding inputs,

p(fij |x) =
∫

p(fij |uij ,x, zij)p(uij |zij)duij , (24)

where uij is the auxiliary variable, zij is the corresponding inputs and p(fij |uij) is a conditional Gaussian process [Hensman
et al., 2013]. We define the variational posterior of fij to be q(fij ,uij) = p(fij |uij)q(uij), where q(uij) = N (mij , sij).
We also define the variational posterior of ℓ to be q(ℓ) = N (mℓ, Sℓ), where Sℓ is a diagonal matrix. As the diagonal
elements of L needs to be positive, we apply a change of variable to the variational posterior of the diagonal elements,
i.e., ℓm = log(1 + exp(ℓ̂m)), q(ℓ̂m) = N (mℓm , Sℓm). Note that zµ and zij are variational parameters instead of random
variables. For this reason, we will omit them from the notation for convenience.

We can derive a variational lower bound with such a set of variational posterior for all the entries {fij} and ℓ, when Σ is
used for some down-stream distributions,

log p(·|Σ) ≥ Eq(F )q(ℓ)[p(·|Σ)]−
∑
i,j

KL (q(uij)||p(uij))− KL (q(ℓ)||p(ℓ)) , (25)

where q(F ) =
∏

ij

∫
p(fij |uij)q(uij)duij .

4.1 LOWER BOUND FOR MIST

After deriving the variational lower bounds for the individual components of MIST, we assemble these components together
to form the final variational lower bound. The word distributions for individual topics are used in defining the distribution of
individual words for each document d, p(Wd|ηd,β

(xd)). Combining the lower bounds (10), (4), (8), (23) and (25), we can
derive the complete variational lower bound L of MIST.

log p(W ) ≥ Eq(µ)q(ℓ)q(F )q(β) [LW ]− KL (q(Uβ)||p(Uβ))− KL (q(H)||p(H))

− KL (q(Uµ)||p(Uµ))− KL (q(ℓ)||p(ℓ))−
∑
i,j

KL (q(uij)||p(uij)) = L.

The first term of L can be further decomposed by plugging in (3),

Eq(µ)q(ℓ)q(F )q(β) [LW ] =

D∑
d=1

(
Eq(ηd)q(β)

[
log p(Wd|ηd,β

(xd))
]
− Eq(ηd)q(µxd

)q(Σxd
) [KL (q(ηd)||p(ηd|µxd

,Σxd
))]

)
.

Note that all variational parameters of q(µ), q(ℓ), q(F ), q(β), q(η) are optimised.



5 DATASETS

We include a complete list of details for the dataset we used in our analysis.

We considered the following datasets: State of the Union corpus (SotU), department of justice press releases (DoJ), Elsevier
corpus (Abstracts) [Kershaw and Koeling, 2020], Blog Authorship Corpus (Blogs) [Schler et al., 2006], NeurIPS conference
papers (NeurIPS) [Perrone et al., 2017], A Million News Headlines (News), Twitter sentiment classification (Twitter) [Go
et al., 2009].

For each dataset, we consider the total indicated number of samples (if not otherwise specified), and divide the dataset into
75% for training and rest for test.

Blog Authorship Corpus [Schler et al., 2006]. The corpus1 consists of the posts of 19k bloggers gathered from
blogger.com from June 1999 to August 2004. The corpus incorporates a total of 681k posts, from which we draw
a random sample of 5649 for training and 5650 for testing. After our preprocessing, we considered 3000 words in our
vocabulary. License: free use for non-commercial research purposes.

State of the Union corpus (1790-2018). The dataset2 includes a yearly address of the US president, from 1790 to 2018
(229 years). Our vocabulary includes 4583 words after preprocessing. We split the data into 170 documents as training and
57 documents as test data. License: CC BY-SA 4.0

NeurIPS conference papers (1987-2015) [Perrone et al., 2017]. The dataset3 includes 5804 conference papers from
1987 to 2015 including an average of 34 papers per year. We preprocessed the dataset leading to 4799 words. In both cases
we used 4237 documents as training data and 1567 as test data.

Department of justice press releases (2009-2018). The dataset4 includes 13087 press releases from the Department of
Justice from 2009 to 2018 (115 unique timestamps), preprocessed to include 9591 unique words. Documents were split into
9674 for training and for 3413 testing. License: CC0: Public Domain

Elsevier OA CC-BY Corpus [Kershaw and Koeling, 2020]. The dataset5 includes 40k open access (OA) CC-BY
abstracts taken from articles from across Elsevier’s journals, published from 2010 to 2019. After our preprocessing, we
considered 13126 words in the vocabulary. License: CC BY 4.0

A Million News Headlines. The dataset6 includes 1.2M news headlines published over a period of 17 Years (from 2003
to 2019). We took a random sample of 1M. After our preprocessing, we considered a vocabulary of size 22459. License:
CC0: Public Domain

Twitter sentiment classification [Go et al., 2009]. The dataset7 contains 1.6M tweets, from April to May 2009. We
randomly sampled 1M tweets. We preprocessed samples using a tweet tokenizer, removing usernames and replacing repeated
character sequences (length 3 or more) with sequences of length 3 [Bird et al., 2009]. After our preprocessing we considered
83582 tokens.

5.1 EXPERIMENT SETTINGS.

We split each dataset considering 75% of the samples as training and 25% as test. Documents associated with the same time
stamps were assigned to the same split.

For each dynamic topic model we used a Matérn 3/2 kernel for β, to allow topics to quickly incorporate new words. This
is important especially to incorporate neologisms, and particularly for datasets such as NeurIPS conference papers and

1https://u.cs.biu.ac.il/~koppel/BlogCorpus.htm
2https://kaggle.com/rtatman/state-of-the-union-corpus-1989-2017
3https://archive.ics.uci.edu/ml/datasets/NIPS+Conference+Papers+1987-2015
4https://kaggle.com/jbencina/department-of-justice-20092018-press-releases
5https://data.mendeley.com/datasets/zm33cdndxs/2
6https://kaggle.com/therohk/million-headlines
7https://www.kaggle.com/kazanova/sentiment140

https://u.cs.biu.ac.il/~koppel/BlogCorpus.htm
https://kaggle.com/rtatman/state-of-the-union-corpus-1989-2017
https://archive.ics.uci.edu/ml/datasets/NIPS+Conference+Papers+1987-2015
https://kaggle.com/jbencina/department-of-justice-20092018-press-releases
https://data.mendeley.com/datasets/zm33cdndxs/2
https://kaggle.com/therohk/million-headlines
https://www.kaggle.com/kazanova/sentiment140


Figure 1: Perplexity at varying the number of topics for the NeurIPS dataset.

Elsevier corpus, where the names of novel models become quoted in citations (for example, "LDA" starting to appear in
publications together as "topic modeling" after its introduction in 2003). For the other parameters µ and f we use a squared
exponential kernel, as we expect a smooth temporal evolution of both topic probabilities and their correlation. We initialise
amplitude and length scale of kernels as 1 and 0.5 respectively, and we optimise for them using the approximate empirical
Bayes approach [Maritz, 2018].

Experiments were conducted using Adam optimiser with learning rate 0.001 and up to 10k epochs until convergence. With
our configuration, DCTM took around 6s/epoch to analyse 7000 training samples in 3000 dimensions using a single GPU
NVIDIA Tesla V100, completing 5000 epochs in 8 hours (on average). Using MIST we achieved a runtime of ∼ 2.5s/epoch,
completing 5000 epochs in 3.5 hours. We experimented with different number of topics, and report the results using a
default choice of 30 for all datasets (20 for SotU) to maintain consistency with previous works. We also experimented
with a different number of inducing points for the three components β, µ and f , thus controlling the complexity of the
variational posterior used from both DCTM and our models (static models such as LDA and CTM do not have such
dynamic components). The number of inducing points used for such components is 15, 20 and 15, respectively. MIST has
an additional component for the latent embedding of words in β; we used MH = 200 in Q = 10 dimensions. We initialised
the posterior for H by transforming the words in our vocabulary using ELMO embeddings [Peters et al., 2018] pre-trained
on the 1 Billion Word Benchmark, and take the first Q principal components using a PCA transformation.

For the posterior of η, when using a static encoder (e.g., for DCTM) we considered a dense neural network with three layers
with size 500, 300 and 200, respectively. To account for the increased input dimensionality in our meta-encoder we instead
used a dense neural network with three layers, with size 1000, 600 and 400, respectively.8

6 ADDITIONAL RESULTS

Varying number of topics. Our analysis does not show substantial differences when varying the number of topics. We
experimented with topics varying between 10 and 100 and showed some examples in Figure 1.
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