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Abstract

We analyze architectural features of Deep Neural Networks (DNNs) using the so-called Neural
Tangent Kernel (NTK), which describes the training and generalization of DNNs in the infinite-
width setting. In this setting, we show that for fully-connected DNNs, as the depth grows, two
regimes appear: freeze (or order), where the (scaled) NTK converges to a constant, and chaos,
where it converges to a Kronecker delta. Extreme freeze slows down training while extreme chaos
hinders generalization. Using the scaled ReLU as a nonlinearity, we end up in the frozen regime.
In contrast, Layer Normalization brings the network into the chaotic regime. We observe a similar
effect for Batch Normalization (BN) applied after the last nonlinearity. We uncover the same
freeze and chaos modes in Deep Deconvolutional Networks (DC-NNs). Our analysis explains the
appearance of so-called checkerboard patterns and border artifacts. Moving the network into the
chaotic regime prevents checkerboard patterns; we propose a graph-based parametrization which
eliminates border artifacts; finally, we introduce a new layer-dependent learning rate to improve
the convergence of DC-NNs. We illustrate our findings on DCGANS: the frozen regime leads to a
collapse of the generator to a checkerboard mode, which can be avoided by tuning the nonlinearity
to reach the chaotic regime. As a result, we are able to obtain good quality samples for DCGANs
without BN.
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1. Introduction

The training of Deep Neural Networks (DNN) involves a great variety of architecture choices. It is
therefore crucial to find tools to understand their effects and to compare them. For example, Batch
Normalization (BN) Ioffe and Szegedy (2015) has proven to be crucial in the training of DNNs
but remains ill-understood. While BN was initially introduced to solve the problem of “covariate
shift”, recent results Santurkar et al. (2018) suggest an effect on the smoothness of the loss surface.
Some alternatives to BN have been proposed Lei Ba et al. (2016); Salimans and Kingma (2016);
Klambauer et al. (2017), yet it remains difficult to compare them theoretically. Recent theoretical
results Yang et al. (2019) suggest some relation to the transition from “order” (freeze) to “chaos”
observed as the depth of the NN goes to infinity Poole et al. (2016); Daniely et al. (2016); Yang and
Schoenholz (2017); Schoenholz et al. (2017); Hayou et al. (2019a).

The impact of architecture is very apparent in GANs Goodfellow et al. (2014): their results are
heavily affected by the architecture of the generator and discriminator Radford et al. (2015); Zhang
et al. (2018); Brock et al. (2018); Karras et al. (2018) and the training may fail without BN Arpit
et al. (2016); Xiang and Li (2017).
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Recently, there has been important advances Jacot et al. (2018); Du et al. (2019); Allen-Zhu
et al. (2018); Chizat and Bach (2018b); Lee et al. (2019) in the understanding of the training of
DNNs when the number of neurons in each hidden layer is very large. These results give new
tools to study the asymptotic effect of BN. In particular, the Neural Tangent Kernel (NTK) Jacot
et al. (2018) illustrates the effect of architecture on the training of DNNs and also describes their loss
surface Karakida et al. (2018); Jacot et al. (2020). The NTK can easily be extended to Convolutional
Neural Networks (CNNs) and other architectures Yang (2019); Arora et al. (2019), hence allowing
comparison. Since the first apparition of this work on arxiv, the freeze/chaos regimes for the NTK
has been further observed or studied in Hayou et al. (2019¢,b); Xiao et al. (2020); Huang et al.
(2020); Buchanan et al. (2021); Wang et al. (2021). To stay consistent with the literature, we will
henceforth use the term order in place of freeze.

1.1. Our Contributions

In Section 3, we study fully-connected deep neural networks of infinite width as the depth L
increases. Using a characteristic value 7, g (for the non-linearity o and the amount of bias 3),
we identify two regimes:

* In the Ordered regime (when 7, 3 < 1) the NTK approaches a constant kernel, leading to
an ill-conditioned kernel Gram matrix and a very narrow valley around the global minimum,
hence hurting convergence of the network.

¢ In the Chaotic regime (when 7,3 > 1) the NTK approaches a Kronecker delta kernel,
leading to an identity kernel Gram matrix and wide valley around the global minimum,
leading to fast convergence but conversely hurting generalization.

For very large depths only critical networks (r, 3 = 1) can be trained successfully Hayou et al.
(2019c¢,b); Xiao et al. (2020). Outside of this large depth regime, the characteristic value plays a
similar role to the lengthscale parameters in traditional kernel methods, depending on the application
different values of r, 3 may be optimal. Therefore we discuss in Section 4 how r, g can be
changed. A network can be pushed towards the ordered regime by increasing the amount of bias [3.
Unfortunately even for 5 = 0 the network can remain in the ordered regime: to move to the chaotic
regime, we show that one can use normalization. We study three types of normalizations and show
their ’chaotic’ properties:

» We introduce Nonlinearity Normalization, which modifies the non-linearity o(x) —
to normalize it over random Gaussian inputs. With a normalized nonlinearity, the characteristic
value r, g can always reach the chaotic region for small enough £3.

o(xz)—b

* We show that in the infinite width limit, Layer Normalization has no effect on training when
applied before the nonlinearity and is equivalent to Nonlinearity Normalization when applied
after the nonlinearity: in the latter case, the network can therefore reach the chaotic regime.

* We show that Batch Normalization at the last layer of the network controls the intensity
of the constant mode of the kernel Gram matrix which otherwise dominates in the ordered
regime, hence avoiding the slow convergence related to the ordered phase.
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Finally in Section 5.2, we conduct a similar analysis on deconvolutional networks, to understand
problems of mode collapse in Generative Adversarial Networks (GANs). Mode collapse occurs
when a GAN only generates the same image for all inputs. Typically the generated image features
checkerboard patterns (high values on regularly spaced pixels) and border artifacts (low intensity
pixels close to the border). We show that these problems can be mitigated by modifying the
generator:

* To avoid border artifacts, we propose a Graph-based parameterization of deconvolutional
networks which ensures that the intensity of the NTK is constant over the whole image,
preventing the dip in intensity on the border with the traditional parametrization.

* To circumvent the collapse and the checkerboard patterns we show that one needs to avoid
the ordered regime, where the dominating eigenvectors of the NTK Gram matrix are constant
over the inputs of the generator and feature checkerboard patterns. This may explain why
normalization is so crucial in practice for the training of GANs, to avoid the ordered regime
in the generator.

The traditional technique to avoid Mode Collapse is to use Batch Normalization. Based on our
results, we are able to train a simple DC-GAN without Batch Normalization, using a Graph-based
parameterization and Nonlinearity Normalization.

1.2. Related Works

The order/chaos transition was first observed for the covariance of the activations in neural networks
at initialization Poole et al. (2016); Daniely et al. (2016); Yang and Schoenholz (2017); Schoenholz
etal. (2017); Hayou et al. (2019a). The frontier between the two regimes is the same as for the NTK,
however the NTK analysis allows one to describe the behavior of the network during training.

Since and simultaneously with the original release of this paper on arxiv, there has been numerous
works studying the order/chaos transition for the NTK: the edge of chaos (r; 3 = 1) is studied in
more details for both fully-connected and convolutional networks in Hayou et al. (2019¢,b); Xiao
et al. (2020) and the effect of resnet architecture in Hayou et al. (2019¢,b); Huang et al. (2020).
To our knowledge, only our paper shows the chaotic effect of normalization and the order/chaos
transition in deconvolutional networks leading to checkerboard patterns. Furthermore, while the
aforementioned works conclude that only the edge of chaos is viable for training of very deep
networks, we show that for reasonable depths the characteristic value plays a similar role to the
lengthscale parameters in traditional kernel methods, and we show that for GANSs it is advantageous
to have a generator in the chaotic regime.

Our work (as well as the aforementioned order/chaos literature) studies infinitely wide DNN5s in
the linear or lazy regime, characterized by the NTK staying constant during training, by changing
the initialization and/or parametrization of DNNSs, one can instead reach the so-called mean-field
regime where the NTK evolves in time Rotskoff and Vanden-Eijnden (2018); Chizat and Bach
(2018a); Mei et al. (2019); Yang and Hu (2020). To our knowledge, the order/chaos transition in
the mean-field regime has not yet been studied.

Finally note that as described in Hanin (2018); Hanin and Nica (2019), the limiting behavior of
the NTK can be very different in the limit when both width and depth go to infinity simultaneously
than in the finite depth, infinite width limit of Jacot et al. (2018); Du et al. (2019); Allen-Zhu et al.
(2018); Lee et al. (2019). This work (and other order/chaos literature) gives finite depth bounds for
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the infinite width limit, roughly speaking, our work applies to large depths and widths but with a
width significantly larger than the depth, while in Hanin (2018); Hanin and Nica (2019) the depth
and width are of the same order.

2. Fully-Connected Neural Networks

The first type of architecture we consider are deep Fully-Connected Neural Networks (FC-NNs).
An FC-NN R" — R™. with nonlinearity ¢ : R — R consists of L + 1 layers (. — 1 hidden
layers), respectively containing ng, n1, ..., nr neurons. The parameters are the connection weight
matrices W) e R™+1%" and bias vectors b() € R™+1 for ¢ = 0,1,...,L — 1. Following Jacot
et al. (2018), the network parameters are aggregated into a single vector § € R and initialized
using iid standard Gaussians A/ (0, 1). For # € R”, the DNN network function f : R" — R"z
is defined as fy (x) = &L (z), where the activations and preactivations a(*), 3(9) are recursively

constructed using the NTK parametrization: we set (") (x) =zand, for¢{ =0,...,L —1,
/1 — (32
d(€+1) (LL’) ﬁ W ) + 61)(2
VT

oD (z) = o (a<f+1> (m))
where o is applied entry-wise and 5 > 0.

Remark 1

The hyperparameter [3 allows one to balance the relative contributions of the connection weights
and of the biases during training; in our numerical experiments, we set § = 0.1. Note that the
variance of the normalized bias 3bY) at initialization can be tuned by 3.

2.1. Neural Tangent Kernel

The NTK Jacot et al. (2018) describes the evolution of ( fBz)tzo in function space during training.
In the FC-NN case, the NTK @gL) : R™ x R™ — R™*"L ig defined by

ngk/ Zae fo (z) By, forr (=) .

For a dataset x1,...,xy € R", we define the output vector Yy = (for (z:)),. € RN™L . The
DNN is trained by optimizing a cost C' : R™:Y — R through gradient descent, defining a flow
0l = —VyC (Yy) ‘ 6, The evolution of the output vector Yj can be expressed in terms of the NTK

Gram Matrix @é ) = (@éLk)m (4, x])) o € RPeNXnLN and gradient Vy C(Yy,) € RN
’ ik,gm

Yy, = -0 VyC(Yy,).

2.2. Infinite-Width Limit

Following Neal (1996); Cho and Saul (2009); Lee et al. (2018), in the overparametrized regime at

initialization, the preactivations (5%(@) are described by iid centered Gaussian processes
i=1,...,ny
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with covariance kernels 2(9) constructed as follows. For a kernel K, set
L (z0,21) = ]E(y(hyl)NN(Ov(K(Ziazj))i,j:O,l) 19 (90) 9 (y1)]
The activation kernels ¥©(©) are defined recursively by
32
»(0) (20,21) = 52 + &Zo 2
no

DD (29,20) = 82 + (1 - %) Ly (20,21).

While random at initialization, in the infinite-width-limit, the NTK converges to a deterministic
limit, which is moreover constant during training:

Theorem 2 As ny,...,n5_1 — 0o, for any zg,z1 € R™ and any t > 0, the kernel @étL) (20, 21)
converges to @éﬁ) (z0,21) ® Idy,, , where
@(L (20, 21) Z E(z) (20, 2) H Z(l (20, 21)
I=(+1

and ¥ = (1 — B2)LE w1 With & denoting the derivative of 0.

We refer to Jacot et al. (2018) for a proof for the sequential limit n; — oco,...,np_1 —
and Yang (2019); Arora et al. (2019) for the simultaneous limit min (ng,...,n5—1) — co. As a
consequence, in the infinite-width limit, the dynamics of the labels Yy, ;. € RY for each outputs k

acquires a simple form in terms of the limiting NTK Gram matrix é&ﬁ ) e RN*N

atYGt,k = —(:)C()g)VYk C(Y9t)7

where the Gram matrix is now fixed.

3. Order and Chaos in FC-NNs

We now investigate the large L behavior of the NTK (in the infinite-width limit), revealing a
transition between two phases: “order” and “chaos”. To ensure that the variance of the neurons
is constant for all depths (X9 (x, z) = 1) we consider standardized nonlinearity, i.e. such that

Eeno) [07 ()] =1
and inputs on the standard /ny-sphere'
Sup = {& € R™ ¢ [lz]] = v/ig}
For a standardized o, the large-depth behavior of the normalized NTK
@(L) (z,y)
" oD (r.0) 09 (1)

1. Note that high dimensional datasets tend to concentrate on hyperspheres: for example in GANs Goodfellow et al.
(2014) the inputs of a generator are vectors of iid A/ (0, 1) entries which concentrate around Sy,, for large dimensions.
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Figure 1: The NTK on the unit circle for four architectures with depth L = 5 (top) and L = 25
(bottom) are plotted: vanilla ReLU network with § = 1.0 (blue) and 5 = 0.1 (orange),
with a normalized ReLU / Layer norm. (green) and with Batch Norm (red). Both
networks have width 3000, but the deeper network is further from convergence, leading
to more noise.

is determined by the characteristic value

o8 = (1= B*)Esopo [07 (2)] . (1

Theorem 3 Suppose that o is twice differentiable and standardized.
Order: If r, g < 1, there exists C1 > 0 such that for x,y € Sy,

1-— C’lLriﬂ < 9 &) (z,y) < 1.
Chaos: If v, 3 > 1, for x # Ly in Sy, there exist h < 1 and Co > 0, such that

‘19@) (z, y)j < Cohl.

Theorem 3 shows that in the ordered regime, the normalized NTK 9(%) converges to a constant
as L — oo, whereas in the chaotic regime, it converges to a Kronecker § (taking value 1 on the
diagonal, O elsewhere). This suggests that the training of deep FC-NN is heavily influenced by
the characteristic value: when 7,3 < 1, OL) becomes constant, thus slowing down the training,
whereas when r, 5 > 1, O©W) is concentrates on the diagonal, ensuring fast training, but limiting
generalization. To train very deep FC-NNs, it is necessary to lie “on the edge of chaos” r, 53 = 1
Poole et al. (2016); Yang and Schoenholz (2017).

The order/chaos transition can also be related to the “roughness” of the loss around a global
minimum. As observed in Jacot et al. (2020) the eigenvalues of the Hessian at convergence are
the same as those of the NTK Gram matrix. In the chaotic regime all eigenvalues are close to
each other, leading to a “wide valley” around the minimum, on the other hand in the ordered
regime, the dominating eigenvalue (corresponding to the constant mode) is much larger than the
other eigenvalues, leading to a very “narrow valley”.
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3.1. Order and Chaos for ReLU networks

Theorem 3 does not apply directly to the standardized ReLU o () = v/2max (z,0), because it is
not differentiable in 0. The characteristic value for the standardized ReLU is 7, 3 = 1 — (32 which
lies in the ordered regime for 5 > 0:

Theorem 4 With the same notation as in Theorem 3, taking o to be the standardized ReLU and 3 >
0, the NTK is in the ordered regime: there exists a constant C' such that 1 —Crﬁ/; <90 (z,y) < 1.

We observe two interesting (and potentially beneficial) properties of the standardized ReL.U:

1. Its characteristic value r, 3 = 1 — (2 is very close to the ‘edge of chaos’ for small 3 and
typically with LeCun initialization the variance of the bias at initialization is % for w the
1

width, which roughly corresponds to a choice of 3 = T

2. The rate of convergence to the limiting kernel is smaller (rﬁ//;) for the ReLU than for differentiable
nonlinearities (7'(’;4 5)2.

These observations suggest that an advantage of the ReLU is that the NTK of ReLU networks
converges to its constant limit at a slower rate and may naturally offer a good tradeoff between
generalization and training speed.

4. Chaotic effect of normalization

Figure 1 shows that even on the edge of chaos, the NTK may exhibit a strong constant component
(i.e. ¥(z,y) > 0.2 for all x,y) which can lead to a bad conditioning of the Gram matrix governing
the infinite-width training behavior. It may be helpful to slightly 'move’ the network towards the
chaotic regime to reduce this effect. In Figure 1, r, 5 plays a similar role to that of the lengthscale
parameter in classical kernel methods: increasing 7, 3 makes the NTK ’narrower’, reducing the
correlation length.

From the definition (1) of the characteristic value, we see that increasing the bias pushes the
network towards the ordered regime, whereas 7, g reaches its highest value E [d2 (m)] when the
bias is 0, which may still be in the ordered regime (or on the edge with the ReLLU). We are therefore
interested in ways to push the network further towards the chaotic regime.

In this section, we show that Layer Normalization is asymptotically equivalent to Nonlinearity
Normalization which entails r, 3 > 1 for 3 small enough. While Batch normalization cannot be
directly interpreted in terms of ., 3, it is easy to show that it directly controls the constant component
of the NTK, which is characteristic of the ordered regime.

4.1. Nonlinearity Normalization

Intuitively, the dominating constant component in ReLLU networks is partly a consequence of the
ReLU being non-negative: after the first hidden layer, all negative correlations become positive (i.e.
2(1)(56, y) > [ for all z,y, even x = —y). One can address this issue thanks to the following. We

2. Of course the rates of Theorems 3 and 4 may not be tight, but from the proofs in Appendix B.1 one can observe that
the rate of rf’/ﬁz appears as a result of the non-differentiability of the ReLU.
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shall write Z for a random variable with standard normal distribution. We say that ¢ is normalized
if E[0(Z)] = 0 and E[0(Z)?] = 1. In particular, if o # id, then

is normalized. By Poincaré Inequality, after nonlinearity normalization, one can always reach the
chaotic regime:

Proposition 5 If o # id is normalized, then E [6* (Z)] > 1 and 45 > 1 for 3 > 0 small enough.

4.2. Layer Normalization

Nonlinearity Normalization is closely related to Layer Normalization (LN). We define a normalization
layer on any vector v € R as ~

LN(v) = Vd——o_.
lv -2

for v = é >; vi- We consider two types of Layer normalization depending on whether we apply
the normalization layer before or after the nonlinearity: pre-nonlinearity LN where the activations
are changed to oY (z) = o(LN(a9(z))) and post-nonlinearity LN where they are changed to
a9 (z) = LN(o(a¥(z))). Depending on whether Layer Normalization is applied before or after
the nonlinearity it has either no effect or is equivalent to Nonlinearity Normalization:

Proposition 6 Suppose that the inputs belong to Sy, and that o is standardized. In the infinite
width limit, the network function is the same at initialization and during training:

* with or without pre-nonlinearity LN,
* with Post-nonlinearity LN or with Nonlinearity Normalization.

Proof (sketch) At initialization, the normalization parameters o and ||v — @||/v/d respectively
converge to 0 and 1 for pre-nonlinearity LN, and to E[¢(Z)] and \/E[(c(Z) — E[0(Z)])?] for
post-nonlinearity LN. These values stay asymptotically constant during training because the rate
of change of the (pre-)activations is sufficiently small in the linear/lazy regime. |

4.3. Batch Normalization

For any N x d matrix of features X leading to a N x N Gram matrix K = éX XT | the Rayleigh
quotient %ITK 1 of the constant vector 1 measures how big the constant component is. Applying
Batch Normalization (BN) at a layer ¢ centers (and standardizes) the activations® ay) (x;) over a
batch x1, ...,z , thus zeroing the constant Rayleigh quotient of the N x N features Gram matrices
>(©) with entries f]gf) = n% YRty a,(f) (xi)a,(f) (xj). Adding a single BN layer after the last hidden

layer controls the constant Rayleigh quotient of the NTK Gram matrix oWw.

Lemma 7 Consider FC-NN with L layers, with a post-nonlinearity-BN after the last nonlinearity.
Then +1T0(H)1 = 2.

3. We consider here post-nonlinearity BN, it is common to normalize the pre-activations & instead.
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In contrast, for a network in the extreme ordered regime, i.e. such that ©(X) (z, i) ~ ¢ for some
constant ¢ > 0, the constant Rayleigh quotient scales as %1T(:)(L)1 ~ cN. The analysis of BN
presented in Karakida et al. (2019) is also closely related to this phenomenon.

The chaotic effect of Batch Normalization can also be observed in Figure 1 where the NTK with
Nonlinearity and Batch Normalization have a similar behavior.

5. Graph-based Neural Networks and Generative Adversarial Networks

As for FC-NNs, we will show in this section that deconvolutional networks (defined below) exhibit
a similar order/chaos transition. Thanks to this analysis, we will see how border artifacts and
checkerboard patterns can be avoided by adapting the parametrization and the learning rates of
generative adversarial networks (GANs). We first introduce a slightly more general formalism in
Section 5.1 and then state our results in Section 5.2.

5.1. Graph-based Neural Networks

In this section, we introduce Graph-based neural networks (GB-NNs) and write deconvolutional
networks as a special case. We then describe the infinite width limit of the NTK of GB-NNs.

5.1.1. DEFINITION

In GB-NN:s, as in a convolutional neural network, each neuron is indexed by its layer £, its channel
i € {1,...,np} and its location (e.g. the pixel on the image). The position p of a neuron determines
its connections with the neurons of the previous and subsequent layers. Furthermore certain connections
are shared, i.e. they evolve together. We abstract these concepts in the following manner:

For each layer ¢ = 0, ..., L, the neurons are indexed by a position p € I, and a channel ¢ =
1,...,ng. The sets of positions I, can be any set, in particular any subset of Z”. Each position
p € Ip4q has a set of parents P(p) C I, which are neurons of the previous layer connected to
p. The connections from the parent (g, ¢) to the position (p, ¢ + 1) are encoded in an ny X 1y 1
weight matrix W ba—p), Finally two connections ¢ — p and ¢’ — p’ can be shared, setting the
corresponding matrices to be equal W (£4—p) = py/ (6’ =),

The inputs of the network x are vectors in (R™° )IO, for example for colour images of width w and
height h, we have ng = 3and Iy = {1,...,w} x {1, ..., h} C Z2. The activations and preactivations
o9 a0 ¢ (R™ )I‘ are constructed recursively using the graph-based parametrization that we now
introduce: we set (%) (z) = 2 and for £ = 0,..., L — 1 and any position p € I, |,

&U+1.p) () = ﬁb(@ + @ W (6a=p) o (6:a) (z) )
|[P(p)l e 9€P(p)
at+10) (3) = o (d(eﬂ,p) (x)>

where o is applied entry-wise, 3 > 0 and | P(p)| is the cardinality of P(p).

Remark. Note that normalizing according to the number of parents is similar to a common
normalization in the context of graph neural networks Hua; Li et al. (2020); Sim; Sabanayagam
et al. (2022). Graph neural networks deal with graph-structured data by working on a fixed graph,
iteratively updating the values of its nodes (and edges) without changing its shape to make predictions.
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One such update can be an averaging over the neighbors’ values, hence normalizing by the number
of neighbors of a node. A GB-NN makes computations from one layer to the other in a directed
fashion, the sizes of the layers and connections between them need not be the same, akin to a
convolutional neural network. This is in the same vein as the computation skeleton of Section 4 in
Daniely et al. (2016). Even though for some very specific instances a graph neural network can be
written as a GB-NN, they are not equivalent in general.

Assumption. Henceforth, we will only consider GB-NNs that enjoy the following property: shared
weights do not lead to the same neuron, that is, at any layer ¢ + 1, for all neuron p € I,y and all
q,q € P(p), the weight matrices W (&a=p) W (64" =P) are not shared.

If this assumption is not fulfilled, this may alter some of the forthcoming results. However, it
is satisfied for typical architectures in the literature, and in particular it holds for deconvolutional
networks described below.

5.1.2. DECONVOLUTIONAL NETWORKS

Deconvolutional networks (DC-NNs) in dimension D can be seen as a special case of GB-NNs.
We first consider borderless DC-NNGs, i.e. the set of positions are I, = Z for all layers £. Given
window dimensions (w1, ...,wp) and strides (si,...,sp), the set of parents of p € Ipy; is the

hyperrectangle P(p) = {[p1/s1] + 1,..., [p1/s1] +wi}x---x{|pp/sp] + 1, ..., [pp/sp| +wp} C
ZP. Two connections ¢ — p and ¢ — p’ are shared if s4 | pg — p); (i.e. sq is a divisor of pg — p/))

and ¢g— ¢}, = % foralld = 1, ..., D. This definition can easily be extended to any other choices
of position sets I, C Z” (for example hyperrectangles) by considering P(p) N I, in place of P(p)

as parents of p.
5.1.3. NEURAL TANGENT KERNEL
As for FC-NNs , in the infinite width limit (when nq,...,n;,_1 — 00) the preactivations dge’p ) (x)

converge to Gaussian processes with covariance

Cov (a{17 (@), &l 0 (y)) = 6,207 (@, ).

The behavior of the network during training is described by the NTK

9(137pq) Za ~(€+ vp) (z)0y ~(€+17q)(y)_

k J

In the Appendix E we prove the convergence @Z(f’p %) (x,y) — 5U®(€’p Q)( x,y) of the NTK for the
sequential limit ny,--- ,ny_1 — oo and give formulas for the limiting kernels »(6pa) (z,y) and
olrd (z,y). The simultaneous limit yields the same formulas.

5.2. Order/Chaos transition, Border Artifacts and Checkerboard Patterns

In the context of convolutional networks, in particular GANs, the order/chaos transition sheds
light on some interesting phenomena: a common problem in GAN training is the so-called ‘mode
collapse’, where the generator converges to a constant function, hence generating a single image

10
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instead of a variety of images. This problem is closely related to the fact that the constant mode of
the NTK Gram matrix dominates, and indeed the problem of mode collapse is most prominent in the
ordered regime (Figure 2), while normalization techniques (leading to a chaotic network) mitigate
this problem.

Other typical problems related to GANSs are the appearance of checkerboard patterns and border
artifacts in the generated images. Checkerboard patterns occur when regularly spaced pixels are
highly correlated, as in the top-right generated pictures in Figure 2. Our analysis of checkerboard
patterns is a NTK-based theoretical explanation of Odena et al. (2016), in which checkerboard
patterns in deconvolutional network are described. Border artifacts happen when pixels close to the
border are visually distinct from those in the middle of the image, for example the border pixels will
sometimes be darker (see top-right image in Figure 1 ).

Our goal is therefore to use the NTK to explain the appearance of border artifacts and checkerboard
patterns in generated images. We show that the border artifacts issue can be solved by a change of
parametrization and, after establishing the order/chaos transition for DC-NNss, that the checkerboard
patterns occur in the ordered regime, and can hence be avoided by adding normalization and using
layer-wise learning rates. With these changes we are able to train GANs on CelebA dataset without
Batch Normalization.

5.2.1. BORDER EFFECTS

A very important element of the graph-based parametrization proposed in Section 5.1.1 is the factors
1/+/|P(p)| ne in the definition of the preactivation (Equation 2): we scale the contribution of the
previous layer according to the number of neurons |P(p)|ny (i.e. ny channels for each of the| P(p)|

positions) which are fed into the neuron. For inputs x € S{L% (i.e. such that z(?) ¢ Sy, for all p),
(¢,p)

these factors ensure that the limiting variance X(“PP) (z, ) of &; ¥’ (x) at initialization is the same

for all p:
Proposition 8 For GB-NNs with the graph-based parametrization, ¥(“PP) (z, ) and @((f)’p P) (z,x)
do not depend neither on p € I, noron x € STIZ%

These factors are usually not present and to compensate, the variance of the weights at initialization

is reduced. In convolutional networks with LeCun initialization, the standard deviation of the

weights at initialization is set to ——— for w and h the width and height of the window of convolution,
vwhng

which has roughly the effect of replacing the m factors by ﬁ However whny is the

maximal number of parents that a neuron can have, it is typically attained at positions p in the
middle of the image. Positions p on the border of the image have less parents hence leading to a
smaller contribution of the previous layer. This leads both kernels X(“PP) (z, ) and ©(“PP) (z, ) to
have lower intensity for p € I, on the border (see Appendix G for an example when I, = N, i.e.
when there is one border pixel), leading to border artifacts as seen in Figure 2.

5.2.2. ORDER, CHAOS AND CHECKERBOARD PATTERNS

Large depths deconvolutional networks exhibit a similar Order/Chaos transition as that of FC-NNss,
the values of the limiting kernel at different positions ©(~P%) is especially interesting.

For GB-NN:ss, the value of an output neuron at a position p € I, only depends on the inputs
which are ancestors of p, i.e. all positions ¢ € Iy such that there is a chain of connections from ¢

11
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ORDER

CHAOS

BATCH NORM

standard graph-based + layer dependent Ir. GAN

Figure 2: The left and middle columns represent the first 8 eigenvectors of the NTK Gram matrix
of a DC-NN (L=3) on 4 inputs. (left) without the Graph-Based Parametrization (GBP)
and the Layer-Dependent Learning Rate (LDLR); (middle) with GBP and LDLR. The
right column represents the results of a GAN on CelebA with GBP and LDLR. Each
line correspond to a choice of nonlinearity/normalization for the generator: (top) ReLU,
(middle) normalized ReLU and (bottom) ReLLU with Batch Normalization.

to p. For the same reason , the NTK oLrr) (z,y) only depends on the values z4, y, for ¢,¢' € Iy
ancestors of p and p’ respectively.

For a stride s € {2,3,...}%, we denote the s-valuation v, (n) of n € Z? as the largest
k € {0,1,2,...} suchthat s¥ | n; foralli = 1, ..., d. The behaviour of the NTK @;,Lp), (x,y) depends
on the s-valuation of the difference of the two output positions. If v (p’ — p) is strictly smaller than
L, the NTK @(L’pp')(x, y) converges to a constant in the infinite-width limit for any z,y € S{L%

Again the characteristic value 7, g plays a central role in the behavior of the large-depth limit. In this

context, we define the rescaled NTK as 9(X2) (1, 4) = ©@LwP) (1, 4)) /\/OErP) (1, ) O TP (3, )
(note that the denominator actually does not depend on p, p’, x nor y by Proposition 8)

Theorem 9 Consider a borderless DC-NN with position sets I; = 7 for all layers ¢, upsampling
stride s € {2,3, .. .}D and window sizes w € {1,2,3, .. .}D. For a standardized twice differentiable
o, there exist constants C1, Cy > 0, such that the following holds: for x,y € S{L% and any positions
p,p’ € I, we have

12
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Order: When r, 3 < 1, taking v = min (vs (p — p') , L — 1), we have

1-— TU'H . 1 vl
17 Ci(v+ 1)l 4 < < 9P (z.4) < 70;3
— Ty 3 1-— T3

Chaos: When r, 3 > 1, if either vs (p —p') < L or if there exists ¢ < 1 such that for all

positions q € Iy which are ancestors of p, xgy < ¢, then there exists h < 1 such that

g+Eg2
‘ﬁ(L’pp/) (:z:,y)’ < Cyht.

This theorem suggests that in the order regime, the correlations between differing positions
p and p’ increase with vs (p — p’), which is a strong feature of checkerboard patterns Odena et al.
(2016). These artifacts typically appear in images generated by DC-NNs. The form of the NTK also
suggests a strong affinity to these checkerboard patterns: they should dominate the NTK spectral
decomposition. This is shown in Figure 2 where the eigenvectors of the NTK Gram matrix for a
DC-NN are computed.

In the chaotic regime, the normalized NTK converges to a “scaled translation invariant” Kronecker
delta. For two output positions p and p’ = p + ks’ we associate the two regions w and w’ = w + k
of the input space which are connected to p and p’. Then Y(Lppths”) (x,y) is one if the patch v,
is a k translation of x,, and approximately zero otherwise.

5.2.3. LAYER-DEPENDENT LEARNING RATE

The NTK is the sum O(F) = 37, G(L([) —i—@é(z)) over the contributions of the weights @E/V’(f;]) (z,y) =

2255 Oy 0 fo.p(2) 0y, 0 fe,q( ) and biases O (z,y) = 3, Oy Jop(2)0y0 fo.q(y)- At the L-th
layer, the weights and biases can only contribute to checkerboard patterns of degree v = L — £ and
v =L —{—1,i.e. patterns with periods s“~* and s“~*~1 respectively, in the following sense:

Proposition 10 In a DC-NN with stride s € {2, 3, ...}, the infinite width limiting NTK is such that
L.pp' o L L.pp p Lt
O (@ y) = 0if sL~ " 4 p/ —pand O[T (w,y) = 0if sLC 1 p —p
This suggests that the supports of ot )W(g)
more importance to the last layers during training. In the classical parametrization, the balance
is restored by letting the number of channels n, decrease with depth Radford et al. (2015). In

47

the graph-based parametrization, the limiting NTK is not affected by the ratios - To achieve

and @( ) y(o) increase exponentially with ¢, giving

the same effect, we divide the learning rate of the weights and bias of the ¢-th layer by S 3 and
15
= respectively, where S = []; s; is the product of the strides. Together with the graph-based

parametrization and the normalization of the nonlinearity (in order to lie in the chaotic regime) this
rescaling of the learning rate removes both border and checkerboard artifacts in Figure 2. Technical
details are provided in Appendix F.2.

6. Conclusion

This article shows how the NTK can be used theoretically to understand the effect of architecture
choices (such as decreasing the number of channels or batch normalization) on the training of DNNs.

13
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In the context of GB-NNs we show that the “order” regime yields a strong affinity to constant
modes and checkerboard artifacts: this slows down training and can contribute to a mode collapse
of the DC-NN generator of GANs. We introduce simple modifications to solve these problems: the
effectiveness of normalizing the nonlinearity, a graph-based parametrization and a layer-dependent
learning rates is shown both theoretically and numerically.
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Organisation of the appendix.

* Appendix A: More explanations are provided regarding the parametrization of FC-NNs we
considered, such as how it relates to other standard parametrization.

* Appendix B: The proofs of the claims of Section 3 about the order-chaos transition for FCNNs
are given, namely Theorem 3 and Theorem 4.

* Appendix C: The proofs of the claims of Section 4 about the effects of layer normalization
and nonlinearity normalization are given, stated in Proposition 5 and Proposition 6 in the main
text and proven respectively in Appendix C.1 and C.2.

* Appendix D: The proof of Lemma 7 about batch normalization is given.

* Appendix E: The expression of the NTK in the infinite width limit is given and derived for
the GB-NNs defined in Section 5.1.1.

» Appendix F: The proof of Theorem 9 establishing the order-chaos transition for borderless
DCNNS is given in Section F.1. In Section F.2. we provide more details on the effect of our
layer-dependent learning rates introduced in Section 5.2.3 on the NTK, by stating Proposition
21 and making its proof, which explains how it allows to avoid checkerboard patterns in the
order regime.

* Appendix G: We provide more details on border effects. In Proposition 22 we exhibit border
effects on the activation kernels and the limiting NTK for a special case of a DCNN with

NTK-parametrization, whereas it is not the case anymore when using the graph-based parametrization,

as stated in the main text Proposition 8, whose proof is provided in this Appendix.

* Appendix H: The proof of Proposition 10 about the contribution of a given layer on checkerboard
patterns is given.

Appendix A. Choice of Parametrization

The NTK parametrization for FC-NNs introduced in Section 2 differs slightly from the one commonly
used, yet it ensures that the training is consistent as the size of the layers grows. In the standard
parametrization, for £ = 0..L — 1, the activations are defined by

o O(z) =z
&(f'*‘l)(x) S v A OOPNC9) (z) + b
O((H_l) (ZL’) -0 (a(f-i-l) (.QZ')) ]

Let denote by gg the output function of the FC-NN thus parametrized, where 6 is the concise notation
for the vector of free parameters of the FC-NN, and fj that of the FC-NN with NTK parametrization.
Note the absence of \/%7 in comparison to the NTK parametrization. With LeCun/He initialization

LeCun et al. (2012), the parameters W have standard deviation \/%T/ (or % for the ReLU but this
does not change the general analysis). Using this initialization, the activations stay stochastically

bounded as the widths of the FC-NN get large. In the forward pass, there is almost no difference
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between the two parametrizations and for each choice of parameters 6, we can scale down the

Nz

connection weights by T and the bias weights by [ to obtain a new set of parameters 6 such
that

Jo =95

The two parametrizations will exhibit a difference during backpropagation since:

\/%8‘4,;]@>f9(9:)7 81);@)9@(:6) = ;(‘)b;afg(gc).

The NTK is a sum of products of these derivatives over all parameters:

8W¥’gé($) =

oL — @(L:W<0>) + G(L:b((’)) + @(L:W<1>) + @(L:b<1>) o+ @(L:W(L*U) + @(L:b(L*D).

With our parametrization, all summands converge to a finite limit, while with the Le Cun or He
parameterization we obtain

o) — _M0_grw®) @(Lb(o))+ 4 ot grawten) L gy

-5 P I P |
where some summands, namely the (1 "fBQ QLW ))> explode in the infinite width limit. One
i
must therefore take a learning rate of order W Karakida et al. (2018); Park et al. (2018)
x(n1,..nr—1)

to obtain a meaningful training dynamics, but in this case the contributions to the NTK of the first
layers connections W and the bias of all layers b® vanish, which implies that training these
parameters has less and less effect on the function as the width of the network grows. As a result,
the dynamics of the output function during training can still be described by a modified kernel
gradient descent: the modified learning rate compensates for the absence of normalization in the
usual parametrization.

The NTK parametrization is hence more natural for large networks, as it solves both the problem
of having meaningful forward and backward passes, and to avoid tuning the learning rate, which
is the problem that sparked multiple alternative initialization strategies in deep learning Glorot and
Bengio (2010). Note that in the standard parametrization, the importance of the bias parameters
shrinks as the width gets large; this can be implemented in the NTK parametrization by taking a
small value for the parameter .

Appendix B. FC-NN Order and Chaos

In this section, we prove the existence of two regimes, ‘order’ and ‘chaos’, in FC-NNs. First, we
improve some results of Daniely et al. (2016), and study the rate of convergence of the activation
kernels as the depth grows to infinity. In a second step, this allows us to characterise the behavior
of the NTK for large depth.

Let us consider a standardized differentiable nonlinearity o, i.e. satisfying E. ., N(O 1) [ 2 (:L‘)] =
1. Recall that the the activation kernels are defined recursively by E(l)( Y) = L B 2Ty + 8% and

SED (2, ) = (1—B2)LE Yo (@, y) + 32, where L1, was introduced in Section 2 2 By induction,
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Figure 3: Result of two GANs on CelebA. (Left) with Nonlinearity Normalization and (Right) with
Batch Normalization. In both cases the discriminator uses a Normalized ReLLU.

for any z,y € S,,, Z(”l)(az,y) is uniquely determined by p,, = nioa:Ty. Defining the two
functions Ry, Bg : [—1,1] — [—1, 1] by:

R;(p) = }EUNN(()’( 1 )) [o(vo)o(v1)],
p 1

By(p) = B + (1= 8%)p,
one can formulate the activation kernels as an alternate composition of Bg and R,:
2O (z,y) = (Bg o Ry)* 0 Bs (pay) -

In particular, this shows that for any =,y € Sy, 0 (z,y) < 1. Since the activation kernels are
obtained by iterating the same function, we first study the fixed points of the composition Bgo R, :
[—1,1] — [—1,1]. When o is a standardized nonlinearity, the function R,, named the dual of o,
satisfies the following key properties proven in Daniely et al. (2016):

1 Ry(1) =1,

2. Forany p € (—1,0), R,(p) > p,

3. R, isconvexin [0, 1),

4. R (1) = E [6(x)?] , where R, denotes the derivative of R,,

5.R. =R, .
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By definition Bg(1

(1) = 1, thus 1 is a trivial fixed point: Bg o Ry(1) = 1. This shows that for any
T € Sp, and any £ > 1:

2O (2, z) = 1.
It appears that —1 is also a fixed point of BgoR,, if and only if the nonlinearity o is antisymmetric
and § = 0. From now on, we will focus on the region (—1,1). From the property 2. of

R, and since By is non decreasing, any non trivial fixed point must lie in [0,1). Since Bg o
R;(0) > 0, Bgo R,;(1) = 1 and R, is convex in [0, 1), there exists a non trivial fixed point
of Bg o R, if (Bgo R,) (1) > 1 whereas if (Bgo R,) (1) < 1 there is no fixed point in
(—1,1). This leads to two regimes shown in Daniely et al. (2016), depending on the value of
o5 = (1= 5) Eznoy) (02 (2)]:

1. “Order” when r, g3 < 1: Bgo R, has a unique fixed point equal to 1 and the activation kernels
become constant at an exponential rate,

2. “Chaos” when r; 3 > 1: Bg o R, has another fixed point 0 < a < 1 and the activation
kernels converge to a kernel equal to 1 if x = y and to a if x # y and, if the nonlinearity is
antisymmetric and S = 0, it converges to —1 if and only if x = —y.

To establish the existence of the two regimes for the NTK, we need the following bounds on the rate
of convergence of X(¥) (z,y) in the “order” region and on its values in the “chaos” region:

Lemma 11 Suppose that o is a standardized differentiable nonlinearity.
Ifre 3 < 1, then for any x,y € Sy,

1>2O @, y) >1- 27{;,_61(1 — 6%).

If o3 > 1, then there exists a fixed point a € [0,1) of Bg o R, such that for any x,y € Sy,
1— 2
ixT ,a} .

no
Proof Let us denote 7 = r, g and suppose first that » < 1. By Daniely et al. (2016), we know
that R, = R and R;(p) € [~E [6(2)?] ,E [6(2)?]] where z ~ N(0,1). From now on, we will
omit to specify the distribution asumption on z. The previous equalities and inequalities imply that
Rs(p) >1—E [6(v)?] (1 — p), thus we obtain:

BgoRs(p) > B+ (1-B*)(1-E[6(2)’] (1—-p)=1—r(1-p).

By definition, we then have () (z,y) = (Bs o R,)*to Bg ( L :rTy> >1-2(1—p%)rh

no

20 0,3)] < max {2+ y

Using the bound () (z, i) < 1, this proves the first assertion.

When r > 1, there exists a fixed point a of Bz o R, in [0, 1). By a convexity argument, for
any pin [a,1), a < Bgo R,(p) < p and because R, (p) is increasing in [0, 1), for all p € [0, al,
0 < BgoR,(p) <a.

For negative p, we claim that | Bz o R,(p)| < Bg o Rs(|p|),which entails the second assertion.
Since R, (p) = Y52, bip® for positive b;s Daniely et al. (2016), and the composition Bg o R, (p) =
Sy cipt for g = bo(1 — %) + 5% > 0 and ¢; = b;(1 — %) > 0 when i > 0, we have

00
Db’
1=0

|Bg o Ry (p)| =

o0
<> cilpl' = Bg o Ro(lp]).
=0
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This leads to the inequality in the chaos regime. |

Before studying the normalized NTK, let us remark that the NTK on the diagonal (with x =y
in S,,) is equal to:

L L L
OV (a,2) =Y 5O0@,2) [[ © =Y (1~ BE [s(2)?])"
/=1 k=0¢+1 /=1
1—¢L
1=y

(L)(

This shows that in the ordered regime, O’ (z,#) — 12 and in the chaotic regime ol (z, )

L—oo
grows exponentially. At the transition, » = 1 and thus @éﬁ) (x,z) = L. Besides, if z,y € Sy,

(Z)(xay)l S ‘Z(Z)(x7$)} and ‘2(€+1)($,y)‘ S
‘2(£+1)(a:, a:)‘ This implies the following inequality: ol (z,y) < ol (z,x).

using the Cauchy-Schwarz inequality, for any ¢,

(L)
We now study the normalized NTK 9, (z,y) = g(oz)ga:,y; <1.
& (T,

Theorem 12 (Theorem 3 in the main) Suppose that o is twice differentiable and standardized.
If r < 1, we are in the ordered regime: there exists Cy such that for v,y € Sy,

1—CLrt < oW (z,9) < 1.
If r > 1, we are in the chaotic regime: for v # y in Sy, there exist s < 1 and Cy, such that
‘19(” (aj,y)’ < Cost.

Proof First, let us suppose that » < 1. Recall that the NTK is defined as

L
=Y 5O (2,92 (@,y) ... S (,y).

(=1
Several times in the appendix, we will use the following fact: for any aq,--- ,ax € (0, 1), we have
k k
[[a-a)=1-> a. (3)
i=1 i=1

For all ¢ = 1..L, ¥O(z,y) < ¥O(z,2) = 1 and O (z,y) < 2O (z,2) = r. Writing
SO (z,y)=1— e( ) and 2O (z,y) = r — ¢ for e, ) > 0, we have that

L L
o) (z,y) = 1—¢® )
> (1<) T (=47)
L L
> Z Pt pbtell) Z pL=t=1e00)
=1 k=0+1
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by (3). Using the bound of Lemma 11 and the fact that for any =,y € S,,, SO (z,y) = (1-—
BHR (E(Z 1) (95 y) =1 — 1/16(4_1) for v = (1 — B)E 2~ N(0,1) [0 [6(z)], we obtain 0 < 2(1 —
B2)rt~1and e < 2(1 — B2)77Z)r£_2. As a result:

L L
OB (,y) > 3 rP 21— P S (1 - Btk
=1 k=0+1
L L
= @gg)(x z) —2(1 — B%) ZrLil + ¢ Z pL— k=3
=1 k=(+1

=08 (z,2) — 2(1 - %)

Lt~ LQle_iT ]

> 0L (z,2) —2(1 — %) [r n ¢H] L2

>0 (z,z) — CLr*.
Now, let us suppose that » > 1. Recall that Bz o R, has a unique fixed point a on [0, 1). For
"1].a}
from Lemma 11. For the kernels () we have ’2(8)(:10,;1/)‘ = (1-p5? ‘R(}< - )(ac,y))} <

(1 - BHR(|5 V(2 y)|) < (1 — B%)Rs(v) =: w where the first inequality follows from the
fact that R ( ) = >, bip" for b; > 0 and the second follows from the monotonicity of R in [0, 1].
Applying these two bounds, we obtain:

any z and y in S,,,, the kernels £(9)(z, /) are bounded in norm by v = mazx { ‘ﬂ2 1= 5

L L 1 —wk
o) (z,y)| < .
) o< v [ w=ry—y
=1 k=f+41
Since O (z,y) = 127, we have that |9, (z,y)| < v
nonlinear, w = (1 — 82)Rs(v) < (1 — B?)Rs(1) = Th1s 1mphes that |9, (x,y)| converges to
zero at an exponential rate, as L — oc. |

B.1. ReLU FC-NN
For the standardized ReLU nonlinearity, o (x) = v/2 max (, 0), the dual activation is computed in

Daniely et al. (2016):
V1—=p>+ (7 —cos™(p)) p

R, (p) = . )

and the dual activation of its derivative is given by:

— COS_1
Ra(p) = T2 2),

The characteristic value 7 = r; g of the standardized ReLU is equal to 1 — (%: the ReLU
nonlinearity therefore lies in the “order” regime as soon as 3 > 0. More explicitly, Lemma 11 still
holds of the standardized ReLU and the following inequalities hold for any x,y € S,,:

1>2Oz,y)>1—2°

™
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Using these bounds, we can now prove Theorem 4.

Theorem 13 (Theorem 4 in the main) Wirth the same notation as in Theorem 12, taking o to be

the standardized ReLU and 3 > 0, we are in the weakly ordered regime: there exists a constant C
such that 1 — CLr™/? < 9@ (z,y) < 1.

Proof The first inequality ¥, (x,y) < 1 follows the same proof as in the differentiable case.
For the lower bound, using the fact that (1 — 8)r = 1, we have e =1 — E(Z)(x, y) < ort
and using the explicit value of R4(p), we get that Ry (p) > 1 — /T — p which implies that é() =
— (x,y) < rﬂr%: using (3), we write

L L L
@g)(x’y):z:(lie(e)) H <T7€ ) ZTLe Pt \[Z L—r—1+552
=1 k=(+1 =1 k=(+1
L—t-1
>0 (¢, 2) — 2Lr" — \@Z pl=3-1 Z rs.
=1 k=0

Focusing on bounding the double sum from above, we have

L L—?¢—-1 L-1
VES i S e Y S Y
— T

=1 k=0 \/"7 —0 1 1-— \/»,7
< V2 27’%
r(1—+/r)
Hence, we see that
@gﬁ)(w,y) > @g)(:n,:r) _|oLrs — # ry.
r(1—+/r)

Recall that for any = € S,,, @éﬁ) (x,z) = % is bounded in L. Dividing the previous inequality

by @gﬁ) (z,x) we get: 1 — Crl/2 <y, (z,y) < 1, as claimed, where the constant C' is explicit. Hl

Appendix C. Layer Normalization and Nonlinearity Normalization

This section of the Appendix is devoted to the proof of Proposition 6.

C.1. Layer normalization is asymptotically equivalent to nonlinearity normalization.

With Layer Normalization (LN), the coordinates of the normalized vectors of activations are ¢ ( ) (z) =
p®
([)(30) O (x) () 1 —ne () () . . .
N m, where p' = =50, o () and p'Y = ©|. We simplify the
p®
notation by making the dependence on x implicite and denote the standardized nonlinearity o(-) :=
o0OE@(Z) \where 7z L A(0,1)
Var(c(Z))’ e
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Suppose that L = 2, that is we have a single hidden layer after which the LN is applied. More
precisely, the output of the network function with LN is &) (&1 (z)). We rewrite
U(a(l)) —pD
[lo (@) = p]

Var(o(Z E(o(Z)) — pV)
where C1 = \ﬁ||a(a(1 )( a( )3)” and Cy = \/771||g((54((1))))_ :(1)||.

& =y = o(@V)C1 + o,

Note that Cy — 1 and Co — 0 almost surely, as n; — oo. Indeed, since the &El)’s are independent

standard Gaussian variables at initialization (recall that we assume that the inputs belong to S,,),
the law of large numbers entails that () — E(o(Z)) almost surely, as n; — oo, and similarly for

o(@W)—pM 2
Mot @ D~ IE s Var(o(2)).
To show that LN is asymptotically equivalent to centering and standardizing the nonlinearity,

we now establish that C; and Cy are constant during training. We have

iH(I(E)Z(l)) — H(l)H _ &(ag‘l)) > ity (845 — 1/ma) (o ( ) 1) d(a§~1))(0(&§1)) B H(l))'
a&él) = llo(@®) — pM]] T )

“

Note that the absolute value of the latter is bounded by 2||6||o.. We write g(t) for any function g
that depends on the parameters 0(t) at time ¢t > 0. Using twice the triangle inequality yields that

@) — 1P| - lo@(0)) - om] < lo@D(1)) ~ o @O +116®(0) ~ 1 O]
1/2 n
< 1161os ((;(N(” -a" \/% >ojat - aE”(o)D <t (5)
for some constant ¢ > 0, where we used that |&(1 (t) — 0451)( 0)| = O(t/\/n1), see Appendix A.2
of Jacot et al. (2018) Since Hcr(~ )(0)) — pM(0)|| ~ /n1 by the law of large numbers, we can
always write ||o(@M () — pM ()| > Ha(a(l (0)) — pM(0)|| — et > 0. Hence, using (4) then
(5), we get
90 (1) ViVar(o(2))  |6@" @)@ ) - V()
oa\! (1) e @) - g2 (@M (£)) — pM ()]
VniVar(o(Z)) Sl = .
= W@ () — o) e 711 = OV ©
by the law of large numbers. The case of (5 is similar:
(1) _ ~5(@;" (1) _ i Ee) — @)@, O) @) 1) ~ 1)
oa )y Vmlle(@V (@) — pO ()] 1 lo(@®(t)) — pO )|
(X N 1 m(EE(@) - g 00) + )
= l1oll (n o @I©) — gD O =t yir (lo@D(0) — D O)]] - ct>2) (vm)
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( )
again by the law of large numbers. For ¢ = 1,2, we now write 6%t(t) = —%5 ® o (1)(2)) and recall

that the first term is changing at rate O(1/,/n7). Therefore, |C;(t) — C;(0)| < (’)(t/nl). The claim
for L > 3 follows by induction.

C.2. Pre-layer normalization has asymptotically no effect.

Normalizing the preactivations has asymptotically no effect on the network at initialization as well
g _ u(©
as during training. The output of the ¢-th layer becomes ald = a(,/ m) where (9 and

J

H(e) are computed similarily as before with &@(©) in place of a(¥). As before, we assume L = 2 and
deduce the general case by induction. We write 0751) = U(N(l)C& + Cy), with Cy = /n1/||a®) —
@] and Cy = —/nipM /||a® — u©||. Again, the law of large numbers show that C; — 1 and

C'g — 0 almost surely, as n; — oo. Moreover similarily as (4) and (5), we have that

Tl - )| =
J

1ED@) = sO @] = 180(0) = gD )] < et,

for some constant ¢ > 0. Using the same argument as in (6) and (7), one can thus show fori = 1,2
that

Z%ﬁ? — o1/ ).

We conclude as previously, noting that

oV (¢ oaiM(t
J@t( ) s (& e + can) ( J@t( Lewn + a0 ac;t(t) + a%t<t)> .

Appendix D. Batch Normalization
If one adds a BatchNorm layer after the nonlinearity of the last hidden layer, we have:

Lemma 14 (Lemma 7 in the main) Consider a FC-NN with L layers, with a PN-BN after the last
nonlinearity. For any k, k' € {1,...,n1} and any parameter 6, we have Zfil @gf) (x;) =
B21d,, .

Proof This is an direct consequence of the definition of the NTK and of the following claim:
Claim. For a fully-connected DNN with a BatchNorm layer after the nonlinearity of the last
hidden layer then % Zfil 0o, fo.1(z;) is equal to 3 if 0, is b,(CLfl), the bias parameter of the last
layer, and equal to O otherwise.
The average of fy j, on the training set, 4 sz\; 199, fo,x (i), only depends on the bias of the last
layer:

N
Zfem )= Vo Py >l e) + o = !
VIL-1 —

) L
N
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Thus for any parameter 6, +- Zf\il 09, fo.1(x:) = Op, <Bb,(€L71)> is equal to §3 if the parameter is

the bias b,gL_l) and zero otherwise. [ |

Appendix E. Graph-based Neural Networks

Recall the definition of GB-NNs from Section 5.1.1) and notation therein.

In this section, we prove the convergence of the NTK at initialization for a general family
of DNNs which contain in particular CNNs and DC-NNs. We will consider the graph-based
parametrization introduced in the main.

For any layer ¢ + 1 and neurons p,p’ € I;.1 and ¢ € P(p), ¢ € P(p’), we denote by x(q —
p,q" — p') the map that is equal to 1 if and only if W (“-4=?) and W (&4 =P") are shared (in the sense
that the two matrices are forced to be equal at initialization and during training) and 0 otherwise.
It satisfies x(¢ — p,q — p) = 1 for any neuron p and any ¢ € P(p) and it is transitive. The
assumption that no pair of connections leading to the same neuron are shared, stated in Section
5.1.1 reads as follows: V¢ = 1..L, Vp € Ip11,Yq,q' € P(p), itholds that x(¢ — p,q' — p) = 0gq'-

Remark 15 Note that the parametrization (2) is different from the traditional one: we divide
. o |w] ; .

by \/|P(p)| ng instead of dividing by \/ 5 s; - This does not lead to any difference when

one consider inﬁnite sized images as in Section F since in this case the number of parents is

constant, equal to -
in Appendix G.

. The key difference between the two parametrizations will be investigated

Before we can derive an explicit formula for the NTK, we compute the infinite width limit of
the feature kernels. Recall, that for a kernel K : R™ x R"™ — R, and for any zg, 27 € R™, we
defined:

L% (20,21) = E(y07y1)NN(O7(K(Zi7Zj))ihj:O’l) [9 (y0) g (y1)] -

Proposition 16 In the above setting, as ny — 00, ... ng_1 — 00 sequentially, the preactivations

(¢ . . .
<ozl( ) (93)) of the (' layer converge to a centered Gaussian process with covariance
1=1,...,n¢,pELy

S EPE) (22, 4)851, where SEPP) (2, y) is defined recursively as

/ 1-p?
S0 (z,y) = 5% + NIZOIE] SN N xa—pd =) (@) v,
[P@)1P@)Ino q€P(p) ' €P(p')
(¢+1,pp") 1-p° / N o
b (2,y) = EOIEE Z > xla—=pd =P (@,1).
P qu )q'€P(p')
Proof The proof is done by induction on ¢. For ¢ = 1 and any 7 € {1,...,n;}, the preactivation

(1) o, ViI-#& p)
a; () = Bb + —— E 0.4=P) g
o VIP@)[mo q€P(p) ( q>i

is a random affine function of z and its coefficients are centered Gaussian: it is hence a centered

Gaussian process whose covariance is easily shown to be equal to £ [dgl’p ) (x)dl(,l ) (y)} = »(Lpp) (x,y)di
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For the induction step, we assume that the result holds for the pre-activations of the layer £. The
pre-activations of the next layer are of the form

1)y a0 VI (.g—p) 1, (£:0)
&; z)=pBb" + ———— g W (x)) .
( ) ‘P |nf (JGPP)( )>Z

Conditioned on the activations (69 of the last layer, alt*+1p) is a centered Gaussian process: in
other terms, it is a mixture of centered Gaussians with a random covariance determined by the

activations of the last layer. The random covariance between a(”l’p O)( ) and a(”l’p 1)( ) is equal
to

-8 (,q0—=po) i (bar—p1) | (£,90) (t,q1)

610“ ‘ P(p)|ne Z Z ) [ t0Jo Wiljl Yjo (m)ajl )
0 po) JOJI
@ € P(p1)

1— 32 1 & (¢ (¢

= diyi; ﬁ2 =0 Hﬁp Z x(qo = po, 1 — pl)?“Tg ZO’ (ag 7q0)(x)) o <a§ ,(I1)(y)) ’
q0 € P(po) 7=
I @ € P(p1) 1
where we used the fact that E [Wz(fjgoﬁp O)Wz(fjflﬁp 1)] = x(g0 = po, q1 = P1)dii, 0jy;, - Using the
induction hypothesis, asny — oo, .. .,ng_1 — 0o sequentially, the preactivations (dg-g’qo)(a:), dy’ql)(y)> ‘
j

converge to independant centered Gaussian pairs. As ny — oo, by the law of large numbers, the
/

sum over j along with the _ converges to }LE( ) (x,y). In this limit, the random covariance of the

Gaussian mixture becomes determlmstlc and as a consequence, the mixture of Gaussian processes

tends to a centered Gaussian process with the right covariance. |

Similarly to the activation kernels, one can prove that the NTK converges at initialization.

Proposition 17 Asn; — oo, ..., np_1 — oo sequentially, the NTK ©LPoP1) of 4 general convolutional
(L)

network converges to O pop; @ Id,,, where @E,ﬁ pop1) (x,y) is defined recursively by:

QLI (4, y) =s(o) ()

1— - &
oL (z,y) = > x(a0 = posar = p1)OLTHON (2, y)LE 1 ey (2, 9)
P(po)| [P(p1)]
€ P(po)

q1 € P(p1)

+ Z(LJJOPI) (x7 y)

Proof The proof by induction on L follows the one of Jacot et al. (2018) for fully-connected DNNss.
We present the induction step and assume that the result holds for a general convolutional network

with L — 1 hidden layers. Following the same computations as in Jacot et al. (2018), the NTK
(L+1)

vopy.j (&> ) is equal to
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1 B2 o3 S el @ ye ( (i) (o ))d(dgf%)(y))

P(po)| |[P(p1)Inc qo€P(po) q1€P(p1) '
waomryy (L)

1 2 - -
MR s Do D DD DR g N g ZO‘ W@l w)
(po)| [P(p1)[ne q0€P(po) g1€P(p1)

which, by assumption, converges as n; — oo, ...,if,—1 — 00 tO

TR 3 3, O 0 (o0 o (a7

(IOGJ pO q1€1 (pl) i
L,qo— Lygi—
(Lo po)”ri(‘, q1—p1)

1— 2
+0;/8% + 85y 2 S Xlao = poar = p1) Y ol @)alF M (y).

v [P (po)l [P(p1)lne 90€P(po) g1€P(p1) @

As ny — 00, using the previous results on the preactivations and the law of large number, the NTK
converges to

1— 2
B Z Z @ ,qoql) a? y) Z<L wan) (x y)E W(L qo—>po)Wi(357q1—>p1)
P(po)l [P (p1)] q0€P(po) q1€P(p1)

1-p? o
+8;518% + 6 B 5 Z Z x(q0 = Pos @1 = P1) LS (L.agar) (T, 9) 5
[P (o)l |P(p1)] 90€P(po) g1€P(p1)

= x(@ — po,q1 —

which can be simplified—using the fact that E {W(]L Aaorp 0)I/V(L Q=P

p1)0;y—into:

1-— 32 ;
Iz BP Z Z X(qo — Po,q1 — pl)@(()g,qmn)(x’ y)l‘%(llvqou) ($7 y)
[P (o)l [P(p1) q0€P(po) g1€P(p1)

+ 5].].,2(L+1,pop1) (z,y),

which proves the assertions. |

Appendix F. Deconvolutional Neural Networks

In this section, in order to study the behaviour of DC-NNs in the bulk and to avoid dealing with
border effects, studied in Section G, we assume that for all layers ¢ there is no border, i.e. the
positions p are in Z?. Let us consider a DC-NN with up-sampling s € {2, 3, ...}¢ where the window
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sizes for all layers are all setequalto ™ = w = {0, -+ ,w1sy — 1} x -+ x {0, ,wgsq — 1}. A
position p has therefore w; - - - wq parents which are given by

< S O SO e e e

Two connections ¢ — p and ¢’ — p’ are shared if and only if s | p — p (i.e. forany i = 1,...,d,

s;|pi—pl)and g — g =2 Liforanyi=1,...,d.

Si

F.1. Order and Chaos Regimes

Propositions 16 and 17 hold true in this setting. By Proposition 23, if the nonlinearity o is standardized,
»(EPP) (1, ) = 1 for any z € Sﬁ% and any p € I,. The activation kernels %47 (z, /) for any two
inputs z,y € Sﬁ% and two output positions p, p’ € Z¢ are therefore defined recursively by:

1—p?

/ T
E(l’pp )(x, y) = /82 + 58‘p7p/m Z (.’Eq) yq—&-p%p’
q€P(p)
/ 1- 32 p'=p
B (@,y) = B 4 gy g 2 Bo <E(M’q+ S W’”) |
q€P(p)
where }% = (pgs;lpzl is a valid position since s|p — p/. Similarly, the NTK at initialization
satisfies the following recursion:
’ ’ 1-— 2 p-p f—
@(()g-i-lpp)(x’y) - E(L“’pp)(x,y)ﬂL%p_p/Wﬂ” Z @(()g7q,q+ s )(:L',y)R(-, (E(L,q,q—kw)(x’y)) '
p
q€P(p)

Remark 18 Recall that the s-valuation vs (n) of a number n € 7% is the largest k € {0,1,2,...}
such that sf | n; for all dimensions i = 1, ...,d. For two pixels p,p’ € 7% and any input vectors
z,y € S ifv,(p' — p) < £ the activation kernel Z(Z’pp/)(x, y) does not depend neither on x nor

no’

on y. More precisely, if v = vs(p' — p) = 0, we have
S (2, y) = B2,
and for a general v < £:
ey = SEP) (2, y) = (Bg o Ry)™ (7).

In particular, if v < L, the NTK is therefore also equal to a constant:
v k—1
0L (z,y) = ex(1 =82 ] Rslcm).
k=0 m=0

We establish the bounds on the rate of convergence in the “order” region and on the values of the
activations kernel in the chaos region for DC-NNs.
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Proposition 19 In the setting introduced above, for a standardized twice differentiable o, for x,y €
SIo | and any positions p, p' € Iy, taking k = min{v,(p’ — p), £}, we have:

ng’

Ifro 3 < 1then:
1> 507 (@, y) > 1—2(1 = B2)rh 5.

If o3 > 1 then there exists a fixed point a € [0,1) of Bg o R, such that:
s Ifk < L
5 2, )| < max {62, a}

e If p) — p = ms’ and there is a ¢ < 1 such that for all input positions q € Pog(p),

nio:quyq_i_m < ¢, then
‘E(é’pp/)(:c, y)’ < max {B2 + (1 = e, a} )
Proof Let us denote r = 7, 3. Let us suppose that » < 1 and let us prove the first assertion by

induction on ¢. If / = 1, then

, 1— 2
s@eP) (g ) = B2 4+ 8,4y 2 )Ty o, > B =8y, (1 — 2
( ) [p—p 1P(p)| no qezp(:p)( q) g+2=2 |p—p ( )

>1-2(1- )

For the induction step, suppose that the inequality holds true for some ¢ > 1, then

(t+1,pp") 2 1-p2 8 2y,.k—1
by P (':Ea y) > 6 + 6s\p—p’ |P(p)| Ro’ (1 - 2(1 - B )T )
q=0
2 1-— 52 - 2 k-1
> ﬁ + 6s\p—p’ \P(p)] 1- 2(1 - 6 )R[r(l)r
q=0

2 62 + 5s\p—p’ <1 - 62 - 2(1 - BQ)TIC)
{Lﬁl—@) ifk=0

1-2(1—p8%rF ifk>0
>1-2(1-p*)r*

Now let us suppose that» > 1. If k < ¢, then ‘E(Z’pp/)(x,y)‘ = ’(Bg o Ry)°* (ﬁ2)‘ < max {#% a}.
Let us suppose at last that £ = ¢ and let us prove the last assertion by induction on ¢. If ¢ = 1, then

1,pp 2 1-p? T T 2 1-p?
S S 0 iy 2 [Tl | S5 Ry 2 ¢
q€P(p) ) q€P(p)
=B+ (1-B%c
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For the induction step, if we suppose that the inequality holds true for ¢, then

(1-5%

E(@-ﬁ-l,m’/)(x, y)‘ < ,82 + W Z Rs <E(£7q’q+p/5p)($, y)) ‘
PIT aepy)
< /82 + M Z RU (maX{BQ + (1 - 52)07 a’})
- [P(p)|

q€P(p)
= BgoR, (max{ﬁ2 +(1- ﬁz)ca a})
< max{ﬂ2 +(1- 52)67 a},

which allows us to conclude. |

The NTK features the same two regimes:

Theorem 20 (Theorem 9 in the main) Take Iy = 7% and consider a DC-NN with upsampling
stride s € {2,3,...}% windows 7 = w = {0,...,wis; —1} x ... x {0,...,wgsq — 1} for
w € {1,2,3,.. .}d. For a standardized twice differentiable o, there exist constants C1,Co > 0,
such that the following holds: for x,y € S and any positions p,p’ € I, we have:

no’
Order: When 1,3 < 1, taking v = min (vs (p —p'), L — 1), takingv = L — 1 if p = p' and
r =rga, we have
1 — ottt 1 —prott

v L.p,p’
—01(1)+1)7“ Sﬂgopp)(x,y) S ﬁ

1—rL
Chaos: When r, 3 > 1, if either vs (p — p') < L or if there exists a ¢ < 1 such that for all

positions q € Iy which are ancestor of p, < ¢, then there exists h < 1 such that

quyq“’%p
9L ()| < Cobt.

Proof Let us denote 7 = r, g and let us suppose that 7 < 1. The NTK can be bounded recursively

’ / 1-— 2 L—1:q, _,'_p/;p —1: p’=p
@(()Ié,pp)(x’y) :E(L,pp)(xjy)+5slp_p/wzﬁ| Z @c(>o 4,9+ )(x,y)Rd (E(L Lq’q+psp)(x,y)>

q€P(p)
; 1 L—1;g,q+2=2 o
2 1-— 2(1 — 62)7” + (55|p_plm Z @((X) o1 s )(.’L',y) (7" - 77/)2(1 - BZ)QT 1) .
q€P(p)
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Unrolling this inequality then using (3), we get

Ol (ey) =3 (1-20-1*) ] (r—v20-pm)

k=0 m=k+1
v v
2 Tv_k _ 2(1 _ BQ)TU—krk _ ¢2(1 _ 62)2 T’U—k‘—lrm—l
k=0 m=k+1
1— Tv—i-l v v—k—1
=<2~ B2 v+ )r’ —g2(1— 22> rtmh Y™
- k=0 =0
1—rott (1 — B2
— 2 1 _ 2 R 1 v—1
1—r ( B)[T—i_ 1—r }(v+ )
1— v+1
= 17T - C(U + 1)7“1),
- T

where the constant C'is allowed to depend on ¢ and 3. For the upper bound, we have: @gﬁ P7) (x,y) <
Zé:L—k 1 Hﬁlzéﬂ r = 1*1"_?1. Thus, we get the same bounds as in the FC-NNs case, but with
respect to v, which is the maximal integer strictly smaller than L such that s¥|p — p:

1— vt 1 —pvtl

> 0L (2, y) =

_ - 1)r”.
11—, =9 T Cv+1)r

Dividing by @C(f, PP) (x, ) which is bounded in the ordered regime (see proof of Proposition 23) as

L — oo, one gets the desired result.

If r > 1, there are two cases. When p’ —p = ks’ then if there exists ¢ < 1 such that ’x:{yﬁk} <
cng for all ancestors q of p. Writing 2 = max{% + (1 — 8%)c,a} and w = (1 — B*)Rs(2) < r
such that |2 (6a.a+ks") (z, y)’ < z for all position ¢ at layer £ which is an ancestor of p. Then

= 1 —wk
(L,pp’) < L-t _ _
‘@ (z y)‘ va VT
(=1
such that
)@gwp’)(x’y)’ 1—17r ]_—wL w\ L
< (o, ()

‘@g,pp)(x,x)‘ = w1 —L S

which goes to zero exponentially.
If p’ — p is not divisible by s then for z = max{3?,a} and w = (1 — 8%)Rs(2) < r

L 1—w?
Lpp L—¢ -
‘@go’pp)(m,y)‘ < Z awt =z
{=L—v+1
which also converges exponentially to O. |
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F.2. Adapting the learning rate

Let us suppose that we multiply the learning rate of the /-th layer weights and bias by S ~5 where
S =11, s:. This is slightly different than what we propose in the main, where the learning rate of
the bias are multiplied by S~ “* instead of S5 , but it greatly simplifies the formulas. Furthermore,

the balance between the weights and bias can be modified with the meta-parameter S to achieve a
similar result. The NTK then takes the value:

This leads to another transtion inside the “order” regime: if v/Sr < 1 the NTK @éﬁ PP) (z,x) goes
to zero and if % < r < 1 it converges to a constant. If we translate the bound of Proposition
20 to the NTK with varying learning rates, the convergence to a constant is only guaranteed when
V/Sr < 1, which suggests that adapting the learning (or changing the number of channels) does
reduce the checkerboard artifacts (as confirmed by numerical experiments):

Proposition 21 2P| = ||yP|| =
/o and for any two output positions p,p’ such that k is the maximal integer in {0, ..., L — 1} such
that s* divides the difference p — p, it holds that

- (VBr)+
1— (\/>r)

1— (VS Cop(VSr)*

)

L= (VSR 1 (VB

> 9 (@,y)

Proof The NTK can be bounded recursively

P P

12
L) (z,y) = S5 SEI) (2, y) + 8y, 1-5 Z oL et

) " (L—
POl 2 (@R (E

pls_p)(m,y)>

e 1 LggtE=2 .
2 57T (1= 20 ) + by e 3 O™ (@, y) (r = w201 - 5234
9€P(p)

unrolling then using (3), we get

k
@( pp") Z 1 —2(1— 52)7,m) H (7, —2(1 — ﬁ2)2rn71)
n=m+1
k k—m—L k—m—L lc L k
> S#rkfm -9 o 2(1 - ﬁQ),r,kfmrm - L ¢2 1 o 52 Z 7chmflrnfl
m=0 n= +1
11— (V/Sr)ktt 1- 5% k=L 2)2, k-1 emer N
> G673 -2 S 72 r¥ —2 S 2 r"
- 1—+/Sr 1-— S—% Ve =47 Z r;)
‘We can bound the last term:
k k—m—L bl k—L 1 1
m=0 n=0 - 2
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Hence, we write

Mh

oL, y)

AV

L [1—(v/Sr)ktt 1- 32 ¢7~(1_52) k
s (1050 o Lo T = (vs,)')

(Y e (1),

h

v

For the upper bound, we have that

r=_58"

Lktm ﬁ L 1-— (\/>T)k+1
n=m+1 1 - \/>7°

k
0L (z,y) <Y 8™

m=0
Dividing by o) (x, ) we obtain

1-— (\/gr)k+l S ﬂ(vap/)(:L‘ y) N
1— (/S — % T

1= (V8" Cop(VSr):
1—(VSr)k ‘1 — (VSr)L

9

as claimed. [ |

Appendix G. Border Effects

With the usual scaling of —L— in a general convolutional network, the positions on the border

|w]
Sl...Sd
have less parents and hence a lower activation variance. In this section, we show, in a special

example, how this parametrization leads to border effects in the limiting activation kernels and
NTK. This could be generalized to a more general setting, yet, our main purpose is to show that
with the graph-based parametrization—as defined in Section E—no border artifact is present in both
kernels in this general setting.
The following proposition illustrates the border artifact present in the usual NTK-parametrization.

Let us consider a DC-NN with a standardized ReLU nonlinearity, with Iy = ;... = N, with up-
sampling stride of 2, and windows myp = wp = m = w; = ... = {=3,—2,—1,0}. In particular,
there is only one border at position 0. Using the formalism of Section E, the set of parents of a
position p is P(p) = {|5] — 1, [5]} N N. In particular, any generic position in any hidden or last
layer has 2 parents except for the border p = 0 for which P(0) = {0}.

the kernels satisfy:

3 7

Proposition 22 In the setting introduced above, for any x € Sfl%,

)L+1

2 rm\{+1
200 (g, 2) = @ (L,00)( — —

NI [~

el INTE
oI

- 3)

00) (g, x) is smaller than the “bulk-value” lim,,_, o SPP) (2, 2) = 1 and oL (z, )

is smaller than the “bulk-value” lim,_, oL (x,z) = %

In particular ¥.(
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Proof Recall that for the standardized ReLU, 7, 3 = 1 — 3. From now on, we denote r = r, g
and z is an element of S{L% Forany ¢ = 0,1..., we have:

1— 32 1— 2
(6+1,00) _ a2 21 _ p2 (£,00)
)Y (l‘,l‘) - B + 2 Z ]EZNN(O,ESZEQ)(L:E)) [O'(LU) ] - B + D (l‘,$)

2
qeP(0)

Since z € Sfl%, we get 2(1)(95, r)= [+ 5: this implies the following equalities:

S0 = (1) 4+ 30 (D) = (D) 4 a2 ()’

2 2 2

For the limiting NTK, with the usual NTK parametrization, the following recursion holds:
©(L+1,00) (z,2) = E(L+1,00)(l, ) + f@(L,oo) (z x)Ld (z,2)
0 ) - ) 2 00 ) (L,00) xr,T).
Note that for the standardized RelLU, ¢ is a rescaled Heaviside, thus

H—ddz(L,OO) (ZL‘, IE) = ExNN(O,E(LaOO)(x,I)) [O’(ZL‘)2] = 2E$NN(071)[H120] =1.

This implies:

L — L 2 r\{+1 B

(L,00) _ (£,00) r\L—t B (% Lt
O (g, ) =Y % (:E,x)(2> _Z<1_£+ : (2)
=1 =1
r\L r\ L
262(1—(5) )—’_L(5 +1'
(t-9°  1-%

The “bulk-values” for the activation kernels and the limiting NTK kernel can be deduced from
the proof of Proposition 23. A tedious study of variation of functions allows to prove the assertion
on the boundary/bulk comparison. |

As a consequence of the previous proposition, in the limits as ¢ and L goes to infinity, the ratio
boundary/bulk value is bounded by max (1, ¢3?): the smaller § is, the stronger the boundary effect
will be.

In the graph-based parametrization, the variance of the neurons throughout the network is

always equal to 1 and the NTK @g}pp(x, x) becomes independent of the position p: the border
artifacts disappear.

Proposition 23 (Proposition 8 in the main) For the graph-based parametrization of DC-NNs, if
the nonlinearity is standardized, (Z(L))pp (z) and (@é?) () do not depend neither on p € I,
pp

Io
noronzx €S,).
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Proof Actually, we will prove the stronger statement: for any General Convolutional Network, as
defined in Section E, for any standardized nonlinearity, for any = € S{L% andany p € I,

1—rL

Z(L,PP) (l‘, l‘) = 1’ and @g’pp) (:I:ux) = 1 .
- T

For the activation kernels, this is proven by induction on ¢ . For any = € S0 > and any p € Iy:

1_ 2
S0P (3, 7) = B2 + B Y Y xlg—=pd = p)alay

qu p) ¢'€P(p)

2 4 1 - 52 2
=0+ Z zl g =0"+([1-p7)=1
and if the assertion holds true for L, then:

_ g2 ,
UL (3 7) = B2 + 1 B > > xla—p.d = p) =) (2, 1)

|P(p)|no
geP(p) ¢'€P(p)

= ﬁ2 + E i ’q‘I)(x,x) =1
P
| (p)\no 4eP(p)

For the activation kernels, this is proven by induction on L. It is easy to see that @E,};” P) (x,z) =1

is valid for any x € SIO and any p € Ir. Let us show the induction step:

@%+1,pp)(x7$) _ E(LJrl,pp)(x,x) + 2 _(6” Z oy qu (x,7) Ry (2(L qq)(;z;,l‘))
b
q€P(p)

=1+r0L% (2, 2).

Thus, @77 (z,2) = Ze yrit =1 [ |

Appendix H. Layerwise Contributions to the NTK and Checkerboard Patterns

In a DC-NN with stride s € {2, 3,...}%, two connection weight matrices W (&:4=P) and W (6:4' =)

are shared if and only if s | p’ — p. Thatis, x(¢ — p,¢’ — p') = 0 < s 1 p’ — p. The limiting
® b

contribution of the weights @(L W) and bias @éﬁ"’ ) to the limiting NTK can be formulated

recursively. For the last layer L — 1 we have

@(()g:b(“l),pp’) = B2

2
1:W O pp'y 1-p T
@(()O pp’) _ 6S|p7p/7|P(p)\ - E T, yq+p/;p
qEP(p)

2
@(()é,;W(L—l)ypp/) s, ) 1-5 Z R, <E(L_1’q’
a€P(p)

pj)(x,y)) for L > 1
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and for the other layers, we have

2 LbU, +e=p
q€P(p)
. ’ 1-— 2 w® = =
®%+1.W(z)7pp):5s|p_p/7ﬁ S oMt 0 R, <Z<L7qvq+psp)(w,y)>-
PO )

Proposition 24 (Proposition 10 in the main) In a DC-NN with stride s € {2,3,...}%, we have
RO )
O ) (4 ) = 0if Lt — pand O (2, y) = 0 if L1 4y — p

Proof From the formulas of the limiting contributions OLWD) and O we see that the
bias of the last layer contribute to all pairs p, p’ while the bias only contribute to pairs such that
s | p’ — p. Now by induction on L, if OL.ad') gnd @LW ') only contribute to pairs ¢, ¢’ such
that s~~1 | ¢/ — gand s“~* | ¢/ — ¢ then

P

, (2) P’ —p
@(()é,+1;b(e),pp) = 5s|p —p! |P Z @ gt )(CC,y)R[, <E(L’q7q+s)($7y))

q€P(p)
: / 1-—p32 ) P —p .
QLW ) =5, ] S el )R, (E(L’q’ﬁw)(ﬂc,y))
|P(p)| o F0)
only contribute to pairs p’, p such that s“~¢ | p’ — p and s“+1=¢ | p/ — p as needed. [ |
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