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A Method and Implementations

A.1 Adversarial Attack on Trajectory Prediction

Latent Attack and Context Attack. Noticed that, besides Deterministic Attack introduced in the
main paper, there are also two other less intuitive attacks. Since the prediction Y is dependent on
posterior distribution ¢4(Z|X,Y) and conditional variable f(X), we can construct attacks based on
that. Latent attack aims to increase the error of estimating ¢,4(Z|X, Y), which is formulated as:

0 = argmaxKL(¢s(Z]Y,X) || ¢4(Z]Y,X +9)). (S1)
5

Context attack aims to increase the error of encoding the conditional variable f(Z), which is formu-
lated as:
0 = argmax d( f(X), f(X+9)), (S2)
s

where d is a distance function (e.g., Lo norm). However, latent attack and context attack are effective
due to two reasons. First, they are exploiting the vulnerability of a partial model. For example,
latent attack only exploits the posterior estimation ¢, (Z|X,Y) and context attack only exploits the
conditional encoder f(X). Second, these attacks aim for a different goal. For the latent attack
and context attack, the objectives are set for finding adversarial perturbations that maximize the
difference of generated posterior distribution/context given X and X + d, due to lacking ground
truth for intermediate latent variables. However, for the sample attack, the objective is directly
set for maximizing the prediction errors from the ground truth (future trajectories), which is more
effective.

Adversarial attack on consecutive frames. In order to fool a planner in a closed-loop manner to
make consistent wrong decisions, we need to conduct adversarial attacks on consecutive frames. To
attack L,, consecutive frames of predictions, we aim to generate the adversarial trajectory of length
H + L, that uniformly misleads the prediction at each time frame. To achieve this goal, we can easily
extend the formulation for attacking single-step predictions to attack a sequence of predictions,
which is useful for attacking a sequence of decision made by AV planning module. Concretely,
to generate the adversarial trajectories for L, consecutive steps of predictions, we aggregate the
adversarial losses over these frames. The objective for attacking a length of  + L, trajectory is:

> Laa(Xaar(t), Y (1)), (S3)

te[prv"'O]

where X4y (t), Y (¢) are the corresponding X + 6, Y at time frame t.
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A.2 Adversarial Training on Generative Models

Challenges.  One challenge that hinders the adversarial training process is the noisy conditional
data distribution disturbing the training process. One hypothesis we mentioned in the main pa-
per is, the context encoding can magnify the bounded perturbation § on history trajectory X to an
unbounded perturbation on the conditional variable C = f(X + ¢), during the training process.

Lemma A.1 For a neural network f which is not bounded on Lipschitz constant during the training
procedure, given any constant ) and an input X, there exists a pair (9, [), that satisfies

I f(X+0) = f(X) [|= 7

Lemma A.l can be easily derived by the definition of Lipshitz constant. Lipshitz constant L is
defined as

(X+8)~ /(%) ||

| f
L:=s
wup Kl

If L is not bounded, W is not bounded and so is || f(X +0) — f(X) || given a bounded

0. This means that, a bounded perturbation § can potentially be magnified to be noisier on encoded
conditional variable C = f(X + J).

Analysis. In order to provide a quantitative analysis of the degeneration degree from conditional
generative model to generative model (e.g., CVAE to VAE) with respect to the noise level, we pro-
pose a method to estimate the correlation between the degeneration and the noise level. Specifically,
we trained a classifier with a 2-layer CNN achieving 99% accuracy on MNIST dataset. Then, given
a conditional variable (the upper left quarter of an image of digit y), we generate images with the
conditional generative models and use the classifier to calculate the confidence of the generated im-
ages labeled as digit y. We calculate the average confidence of 10 generated images on all 10,000
images in the MNIST test data set. The lower the score means the weaker the correlation between
the generated images with the given conditions, or the stronger correlation between the degenera-
tion and the noise level. We also provide visualization examples of generated images from models
trained using data with different level of noises in Figure A and Figure B. We can see that, with the
noise level increases, the generated images are less dependent on the conditional variable (i.e., not
being the same digit). In the extreme case of high level noise, for example when p = 0.9, the model
generates images solely depends on the random prior value it samples and generates the similar im-
ages for each row. We can also see that, the adversarial noises are more effective compared to the
salt and pepper noise. With a small amount of noise (i.e., ¢ = 0.1), it can degenerate the conditional
generative model to a generative model (i.e., CVAE to VAE here).

A.3 Data Augmentation with Dynamic Model

For the data augmentation strategy A, we use a kinematic bicycle model [1] as our dynamic model
to generate realistic trajectories that can be driven in the real world. Representing the behavior
of actors as kinematic bicycle model trajectories allows for physical feasibility and fine-grained
behavior control. To generate realistic trajectories, we first parameterize the trajectory S = {s'}1
as a sequence of kinematic bicycle model states s = {p’, x’, a’}, where p represents the position,
K represents the trajectory curvature, and a represents the acceleration. Then, trajectories can be
generated by controlling the change of curvature 4, and the acceleration a; over time, and using
the kinematic bicycle model to update corresponding other states for each timestamp. To generate
diverse trajectories, we set the objectives as biasing the trajectories to a given direction (e.g. forward,
backward, left and right), while not colliding with other agents. To that end, we optimize a carefully-
designed objective function Lqy, over the control actions, i.e. &; and a; for each agents. More
specifically, the objective function consists of two components: Laqyn = Lq +VLcol , Where Ly is the
deviation objective loss, L is the collision regularization loss, and +y is a weight factor to balance
the objectives. In each scene, we randomly pick a deviation objective loss L4 from the set {moving
forward, backward, left, right} for each agent. More specifically, the deviation objective loss L is
formulated as

Lq=(X—Xye)d,
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Figure A: Visual examples of images generated from models trained with different levels of salt and

pepper noises.
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Figure B: Visual examples of images generated from models trained with different levels of adver-

sarial noises.

aug Tepresents the generated trajectories by perturbing the trajectories in the dataset and d

represents the unit vectors for the target deviation directions in the set of {moving forward, back-

ward, left, right}. And the collision regularization loss L is formulated as

where X

n—1

X) =

aug»

mmx

L

We also clip the maximum deviation of the positions so that the trajectories are constrained to be in

the lane.

MPC-based Planner

4

A

Planner. In this work, to demonstrate the explicit consequences of the adversarial trajectory, we

implement a simple yet effective planner that uses conformal lattice [2] for sampling paths and
model predictive control (MPC) [3] for motion planning. We call this planner MPC-based planner.

In this work, we consider a closed-loop planning strategy. Though for the

Planning strategy.

closed-loop planning we have to replay the ground truth trajectories of other agents, we do notice

reduced collisions and driving off-road consequences compared to open-loop planning and consider

the closed

loop planning fashion meaningful.



B Experiment and Results

B.1 More details on Experimental Setup

Models. Since the adversarial training process is computationally heavy, we use a lightweight
version of the AgentFormer in the analysis and ablation studies, namely mini-AgentFormer. In
mini-AgentFormer, we (1) remove the map context and (2) reduce the transformer layer from two
layers to a single layer. We report the final results for all three models: AgentFormer (AF), mini-
AgentFormer (mini-AF) and Social-GAN.

Evaluating impacts to downstream planners. To demonstrate the impacts to downstream plan-
ners, we generate adversarial examples for consecutive frames on traffic scenarios in nuScenes
dataset. With the MPC-based planner plugged in, we can demonstrate the consequences of the
adversarial attacks on trajectory prediction models. We use the prediction results of AgentFormer
trained with different methods due to its best performance among the three models. As we men-
tioned in the main paper, we show 10 cases where the AV collides with other vehicles under attack.
We visualize 3 scenarios in the demo video of the supplementary material.

Hyperparameter choices. To select the hyperparameter 3, we conduct adversarial training with
different g for controlling the regularization. The results are shown in Table A. We find that 5 = 0.1
achieves a good trade-off between robustness and clean performance. Therefore, we use 5 = 0.1
for the experiments in the rest of the paper.

B | 0.01 0.1 05 1 10

ADE 219 229 237 239 257
Robust ADE | 391 3.76 3.80 3.78 3.79

Table A: Ablation study on different regularization loss weights.

To select the PGD attack step for evaluation, we conduct ablation experiments to show the conver-
gence of different PGD steps. As shown in Figure C, the attack converges at 20 steps. Thus, we
select the 20-step PDG attack for the experiments in this paper

—— ADE
Robust ADE

ADE
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Figure D: PGD step sizes ablation study. We
find that except for 1 step PGD adversar-
ial training, adversarial training with all the
other step sizes achieves similar results.

Figure C: PGD step convergence for attack
convergence with Deterministic Attack. At-
tack converges around 20 steps.

To select the PGD attack steps of adversarial training, we conduct experiments on adversarially
training the model with different PGD steps. Since we are using PGD attack with adaptive step
sizes [4], attacks with any PGD steps are able to fully utilize the attack capability controlled by e. In
Figure D, we show that except for the 1-step PGD attack, all other steps show the similar robustness
and clean performance.

Evaluation with existing attack [S]. We also evaluate the robust trained model with the existing
search attack [5]. The results are shown in the Table B. We show that the existing attack increased



less prediction error (e.g., 78% less for e = 1.0 on AgentFormer trained with clean data) due to the
additional constraints of the attack. We demonstrate that the proposed RobustTraj achieves both best
robustness and least clean performance degradation, compared to the baselines.

Table B: Evaluation results of the proposed methods and existing methods on the search attack
proposed by Zhang et al. [5]. mini-AF, AF and SGAN represent mini-AgentFormer, AgentFormer,
and Social-GAN respectively. DA represents data augmentation with adversarial examples.

Model Method ADE Robust ADE FDE Robust FDE
0.5 1.0 0.5 1.0 0.5 1.0 0.5 1.0

Clean 205 205|324 461 | 441 441|619 8.02

Naive AT 275 278 | 338 446 | 592 589 | 697 8.17

mini-AF DA + Train-time Smoothing | 2.41 239 | 328 4.04 | 5.05 5.09 | 6.36 8.33
Detection + Test Smoothing | 2.31 228 | 326 4.41 | 496 491 | 641 827

RobustTraj 2.14 211|250 251 | 436 435|507 5.11
Clean 1.86 1.86 | 2.62 334 | 389 389|522 6.72
Naive AT 252 256|286 352|518 532|568 6.75
AF DA + Train-time Smoothing | 2.17 2.13 | 2772 344 | 459 451 | 538 6.17
Detection + Test Smoothing | 2.08 2.03 | 258 3.29 | 443 426 | 549 6.22
RobustTraj 191 195|214 221 | 4.02 401 | 431 431
Clean 480 480 | 645 8.08 | 552 552|778 11.12
Naive AT 643 6.55| 699 8.66 | 7.60 7.53 | 898 10.54

Social GAN | DA + Train-time Smoothing | 5.63 5.61 | 6.42 8.01 | 644 6.41 | 834 9.88
Detection + Test Smoothing | 535 537 | 6.34 8.72 | 6.12 6.07 | 7.77 10.21
RobustTraj 495 507 | 501 549 | 572 573 ]6.68 640

B.2 Main Results

We evaluate our methods and existing methods with four metrics in Table C. We observe that the
results are consistent where the proposed RobustTraj achieves the best results compared to the base-
lines and existing methods [5].

In the demo video, we visualized scenarios where adversarial attacks on trajectory prediction models
lead to collisions on both model trained on clean data and model trained with an existing defense [5],
while model trained with RobustTraj is able to avoid the collisions.



Table C: Additional evaluation results of the proposed methods and existing methods. mini-AF, AF
and SGAN represent mini-AgentFormer, AgentFormer, and Social-GAN respectively. DA repre-
sents data augmentation with adversarial examples.

Model Method ADE Robust ADE FDE Robust FDE
0.5 1.0 0.5 1.0 0.5 1.0 0.5 1.0

| Clean | 205 205 | 686 11.53 | 441 441 | 13.08 20.15

Naive AT 275 278 | 544 920 | 592 5.89 | 10.13 15.78

DA 231 232 | 554 932 | 501 492 | 10.09 15.77

mini-AF Train-time Smoothing 3.14 3.07 | 567 931 | 6.77 6.61 | 10.51 17.48
Test-time Smoothing 297 3.07 | 496 850 | 649 631 | 925 14.13

DA + Train-time Smoothing 241 239 | 548 9.00 | 5.05 5.09 | 10.23 16.87

Detection + Test Smoothing 231 228 | 5091 9.85 | 496 491 | 1149 17.57

RobustTraj 214 211 | 369 382 | 436 435 | 710 759

| Clean | 1.86 1.86 | 5.09 857 | 3.89 389 | 942 1441

Naive AT 252 256 | 381 681 | 518 532 | 7.11 10.76

DA 2.10 208 | 435 722 | 433 438 | 8.08 12.15

AF Train-time Smoothing 211 213 | 419 6.79 | 440 446 | 8.01 11.13
Test-time Smoothing 240 241 | 443 744 | 502 499 | 823 1247

DA + Train-time Smoothing 217 213 | 414 6.62 | 459 451 | 7.85 11.00

Detection + Test Smoothing 2.08 203 | 445 759 | 443 426 | 8.01 12.74

RobustTraj 191 195 | 273 286 | 402 4.01 | 522 548

| Clean | 480 480 | 1052 20.15| 552 552 | 1560 24.79

Naive AT 643 655 | 834 1463|760 7.53 | 1371 1793

DA 541 540 | 885 1725| 6.16 6.21 | 13.33 20.83

SGAN Train-time Smoothing 550 547 | 874 1651 | 6.27 6.31 | 14.03 19.48
Test-time Smoothing 6.16 6.17 | 9.05 1742 | 7.14 7.07 | 13.52 21.81

DA + Train-time Smoothing 563 5.61 | 860 16.14 | 6.44 6.41 | 13.82 19.08

Detection + Test Smoothing 535 537 | 928 17.39 | 6.12 6.07 | 13.36 21.59

RobustTraj 495 507 | 520 694 | 572 573 | 897 8.89

Model Method MR Robust MR ORR Robust ORR
0.5 1.0 0.5 1.0 0.5 1.0 0.5 1.0

| Clean | 033 033 ] 077 093 | 0.08 0.08 | 028 045

Naive AT 045 045 | 060 070 | 0.11 0.10 | 022 0.34

DA 037 038 | 061 072 | 0.09 0.09 | 022 035

mini-AF Train-time Smoothing 0.50 050 | 066 079 | 0.12 0.12 | 0.22 0.38
Test-time Smoothing 048 050 | 056 065 | 011 0.11 | 020 0.32

DA + Train-time Smoothing 0.39 040 | 065 077 | 0.09 0.09 | 022 0.37

Detection + Test-time Smoothing | 0.37 038 | 0.69 081 | 0.09 0.09 | 0.25 041

RobustTraj 034 036 | 054 0.54 | 008 0.08 | 0.10 0.11

| Clean | 029 029 | 0.66 088 | 0.04 004 | 0.16 030

Naive AT 039 038 | 0.51 0.69 | 0.06 0.06 | 013 0.22

DA 032 032 056 0.74 | 005 0.05 | 0.14 026

AF Train-time Smoothing 033 033 | 056 071 | 005 005 | 013 025
Test-time Smoothing 037 037 | 058 077 | 0.05 0.05 | 0.14 0.26

DA + Train-time Smoothing 033 033 | 054 070 | 0.05 0.05 | 013 0.24

Detection + Test-time Smoothing | 0.32 033 | 0.59 0.76 | 0.04 0.05 | 0.14 027

RobustTraj 029 031 | 046 051 | 0.04 0.04 | 005 0.07

| Clean | 040 0.40 | 085 099 | 0.14 0.14 | 052  0.60

Naive AT 053 053 | 063 077 | 0.19 0.19 | 039 044

DA 044 044 | 072 085 | 0.16 0.16 | 044 0.51

Social GAN | Train-time Smoothing 045 045 | 067 082 | 0.16 0.16 | 042 0.50
Test-time Smoothing 051 051 | 074 085 | 0.19 0.19 | 045 052

DA + Train-time Smoothing 047 046 | 066 081 | 0.17 0.17 | 041 049

Detection + Test-time Smoothing | 0.45 044 | 0.74 089 | 0.16 0.16 | 046 0.53

RobustTraj 041 042 | 0.60 062 | 0.15 0.15 | 024 0.29
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