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Abstract

We consider the problem of optimizing expen-
sive black-box functions over high-dimensional
combinatorial spaces which arises in many sci-
ence, engineering, and ML applications. We use
Bayesian Optimization (BO) and propose a novel
surrogate modeling approach for efficiently han-
dling a large number of binary and categorical
parameters. The key idea is to select a num-
ber of discrete structures from the input space
(the dictionary) and use them to define an or-
dinal embedding for high-dimensional combi-
natorial structures. This allows us to use ex-
isting Gaussian process models for continuous
spaces. We develop a principled approach based
on binary wavelets to construct dictionaries for
binary spaces, and propose a randomized con-
struction method that generalizes to categorical
spaces. We provide theoretical justification to
support the effectiveness of the dictionary-based
embeddings. Our experiments on diverse real-
world benchmarks demonstrate the effectiveness
of our proposed surrogate modeling approach
over state-of-the-art BO methods.

1 INTRODUCTION

Many real-world applications require building probabilistic
models over high-dimensional discrete and mixed (involv-
ing both discrete and continuous parameters) input spaces
using limited training data. These models need to make
accurate predictions and quantify the uncertainty for un-
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known inputs. Some examples include calibration of en-
vironment models, feature selection for automated ma-
chine learning (AutoML) where the inclusion/exclusion of
a given feature can be represented by a binary parameter,
and microbiome analysis where the inclusion/exclusion of
a microbial species is a binary parameter and environmen-
tal variables correspond to continuous parameters.

Gaussian processes (GPs) [Rasmussen, 2004] are well-
suited for this setting. GPs are also commonly used as
surrogate models for sample-efficient optimization of ex-
pensive black-box functions over both continuous and dis-
crete/mixed spaces [Frazier, 2018]. For instance, in micro-
biome design optimization we need to perform expensive
wet lab experiments to evaluate each mixed configuration
in the form of a subset of candidate microbes and environ-
mental conditions [Clark et al., 2021]. Other example ap-
plications include feature selection for ML models Guyon
and Elisseeff [2003], tuning flags of a compiler to optimize
efficiency Hellsten et al. [2022], and tuning database con-
figurations Zhang et al. [2021]. The key challenge in using
GPs for combinatorial spaces is to define an appropriate
kernel to capture the similarity between input pairs.

This paper proposes a novel Hamming embedding via dic-
tionaries (HED). This embedding allows us to leverage pop-
ular GP kernels with automatic relevance determination
(ARD) for modeling high-dimensional combinatorial in-
puts. Our method naturally extends to mixed inputs with
both continuous and discrete variables by using a product
kernel. The key idea in our modeling approach is to se-
lect a fixed number of candidate structures from the input
space, referred to as a dictionary, and to define an embed-
ding for the input space using the Hamming distance of the
inputs to elements in the dictionary. The effectiveness of
this approach critically depends on the choice of the dictio-
nary. Our theoretical analysis shows that the regret bound
for GP bandits [Srinivas et al., 2010] trained on the HED is
a function of the cardinality of the embedded search space,
which in turn is a function of a notion of orthogonality of
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the dictionary. We observe that constructing dictionaries
that initially limit the collapse of the search space cardi-
nality exhibit a high degree of modeling flexibility, which
leads to a data-driven compression of the search space and
empirically faster convergence. Motivated by these theo-
retical insights, we propose two methods to construct dic-
tionaries: 1) sub-sampled binary wavelets [Swanson and
Tewfik, 1996], which optimize the orthogonality measure
in power-of-two dimensions, and 2) a randomized method
that generalizes to categorical inputs and allows us to de-
sign dictionaries of any size.

To evaluate the effectiveness of dictionary-based embed-
dings, we consider several expensive black-box optimiza-
tion problems within the framework of Bayesian optimiza-
tion (BO). Applying BO to combinatorial spaces comes
with unique challenges [Doppa, 2021] since commonly
used surrogate models often do not work well in this setting
and because we cannot rely on gradient-based methods to
optimize the utility function. Examples of surrogate mod-
els that have been applied in combinatorial spaces include
GPs with diffusion kernels [Oh et al., 2019], GPs with
isotropic kernels [Wan et al., 2021], linear models [Bap-
tista and Poloczek, 2018], and random forests [Hutter et al.,
2011, Deshwal et al., 2020]. When the dictionary-based
embeddings are used for Bayesian optimization, we refer
to this as BO with Dictionaries (BODi). Our comprehen-
sive experimental evaluation on BO benchmarks demon-
strate the efficacy of BODi over state-of-the-art methods
and provide empirical evidence that BODi’s strong perfor-
mance is due to dictionary-based surrogate model.

The key contribution of this paper is the development and
evaluation of our dictionary-based modeling approach. Our
specific contributions include:

1. A dictionary-based embedding that substantially im-
proves the quality of GP models in high-dimensional
combinatorial and mixed input spaces.

2. Two methods of constructing the dictionary: 1) via
binary wavelets, and 2) a randomized construction
method that generalizes to arbitrary dimensions and
categorical variables.

3. A theoretical analysis of our approach shows that it
compresses the cardinality of the input space under
certain conditions, and if ARD is used, in a data-
dependent fashion.

4. The compressed cardinality leads to improved regret
bounds for GP Bandits with binary inputs.

5. A comprehensive experimental evaluation on di-
verse set of combinatorial and mixed BO bench-
marks demonstrate the effectiveness of BODi. The
source code is available at https://github.
com/aryandeshwal/BODi.

2 BACKGROUND

Combinatorial and mixed spaces. Let Z be a combi-
natorial space where each element z ∈ Z is a discrete
structure. We assume z ∈ Z can be represented using
d discrete variables v1, v2, · · · , vd where each variable vi
takes values from a finite candidate set C(vi). Each vari-
able vi takes τi ≥ 2 possible values and the cardinality of
the space is |Z| =

∏d
i=1 τi. In particular, for binary spaces,

C(vi) = {0, 1} for all vi and |Z| = 2d. If X is a space of
continuous parameters, we call X × Z a mixed space.

Problem definition. We are given a high-dimensional
combinatorial space Z , i.e., the number of discrete vari-
ables d is large. We assume we are optimizing a black-box
objective function f : Z 7→ R, which we can evaluate on
each structure z ∈ Z . For example, in feature selection for
Auto ML tasks, z is a binary structure corresponding to a
subset of features and f(z) is the performance of a trained
ML model using the selected features. Our goal is to find
a structure z ∈ Z that approximately optimizes f given a
small number of function evaluations.

Bayesian optimization. BO methods build a probabilis-
tic surrogate modelM, often a GP, from the training data
of past function evaluations and intelligently select the se-
quence of inputs for evaluation in a sample-efficient man-
ner. The selection of inputs is performed by maximizing
an acquisition function α that operates on the posterior dis-
tribution provided by the surrogate model. One of the key
challenges in using BO for high-dimensional combinatorial
spaces is to build accurate surrogate models, which is the
central focus of our work.

Gaussian processes. GPs are non-parametric probabilis-
tic models that are popular due to their flexibility and excel-
lent uncertainty quantification. A GP is specified by a mean
function and a covariance function or kernel k : R × R →
R [Rasmussen, 2004]. A common choice is the RBF or
squared exponential kernel, which is given by

k(x,y) = s2 exp
{
− 1

2

∑
i

(xi − yi)
2/ℓ2i

}
where ℓi for i = 1, · · · , D are the lengthscales that allow
for automatic relevance determination (ARD) and s2 is the
signal variance.

3 RELATED WORK

Discrete and mixed spaces. In recent years, BO over dis-
crete and mixed spaces has received considerable attention
due to its wide applicability to science, engineering, Au-
toML, and other domains. A variety of surrogate mod-
els have been proposed for the low-dimensional setting,
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but those are typically not effective for high-dimensional
spaces, as we demonstrate in our experiments.

BOCS [Baptista and Poloczek, 2018] targets binary spaces
and employs a second-order Bayesian linear regression sur-
rogate model, which exhibits poor scaling in the input di-
mension and may not support applications where the under-
lying black-box function requires a more complex model.
Prior work also considers different instantiations of GP
models. COMBO [Oh et al., 2019, Deshwal et al., 2021a]
employs GPs with discrete diffusion kernels over a combi-
natorial graph representation of the input space. Recently,
Kim et al. [2022] proposed an approach for combinato-
rial spaces based on continuous embeddings. Their ap-
proach differs from ours in that they employ a uniformly
random injective mapping and need to reconstruct the dis-
crete input after optimizing the acquisition function in the
embedded space. There is also work on using deep gen-
erative models to create a latent space and apply continu-
ous BO methods (often referred to as “latent space BO”):
Gómez-Bombarelli et al. [2018], Tripp et al. [2020], Eiss-
man et al. [2018], Kajino [2019], Notin et al. [2021], Desh-
wal and Doppa [2021], Maus et al. [2022]. In contrast,
our dictionary-based embeddings are computationally ef-
ficient and leverage the inherent structure in the combi-
natorial space. It is a fruitful direction to explore ways
to synergistically combine the benefits of latent space and
dictionary-based embeddings.

There is also prior work on approaches for constructing
kernels over mixed spaces with both discrete and contin-
uous variables [Ru et al., 2020, Oh et al., 2021, Desh-
wal et al., 2021b]. Garrido-Merchán and Hernández-
Lobato [2020] round the input variables before passing
it to a GP with a canonical kernel. Tree-Parzen Estima-
tors (TPEs) [Bergstra et al., 2011] are applicable to mixed
spaces and consider density estimation in the input space
which is potentially challenging in high-dimensional set-
tings. SMAC [Hutter et al., 2011] employs a random forest
surrogate model.

High-dimensional continuous spaces. There is a large
body of work on BO over high-dimensional continu-
ous spaces which can be classified into the follow-
ing categories: (1) Low-dimensional structure, which
may be random embeddings [Wang et al., 2016, Letham
et al., 2020, Papenmeier et al., 2022], hashing-based
approaches [Nayebi et al., 2019], sparsity-inducing pri-
ors [Eriksson and Jankowiak, 2021], or learned embed-
dings [Garnett et al., 2013]. (2) Additive structure [Kan-
dasamy et al., 2015, Gardner et al., 2017], which assumes
that the high-dimensional black-box function decomposes
into a sum of low-dimensional functions. (3) Methods that
avoid selecting highly uncertain boundary points. Eriks-
son et al. [2019] use local trust regions centered around the
best solutions and these trust regions are resized based on

progress. Kirschner et al. [2019] optimize the acquisition
function along one-dimensional lines, and Oh et al. [2018]
use a cylindrical kernel to focus on the interior of the do-
main.

These methods, however, are specific to continuous spaces
and there is little work on studying the challenges of high-
dimensional combinatorial and mixed search spaces which
arise in many real-world applications. One exception
is the recently proposed CASMOPOLITAN method [Wan
et al., 2021], which uses adaptive trust regions from
continuous spaces [Eriksson et al., 2019] by replacing
the standard Euclidean distance with Hamming distance
for discrete (sub)spaces. Our proposed BODi algorithm
and the associated dictionary-based kernel improve over
CASMOPOLITAN in the high-dimensional setting.

4 DICTIONARY EMBEDDINGS

In this section, we introduce the idea of a Hamming
embedding via dictionaries (HED), a novel embedding for
binary and categorical inputs that embeds the inputs into an
ordinal feature space. In particular, we employ a GP over
the embedding ϕA(z) based on a dictionary A containing
m discrete d-dimensional elements from the input spaceZ .
The embedding ϕA(z) of size m is obtained by computing
the Hamming distance h between z ∈ Z and each element
of the dictionary ai ∈ A. That is,

[ϕA(z)]i = h(ai, z).

HED has several advantages. First, it allows us to trans-
form the challenging task of building models over high-
dimensional discrete spaces into an application of GPs to
the well-understood continuous space settings. This subse-
quently allows us to perform inference of lengthscales as-
sociated with the embedding representations, in contrast to
the original categorical space where one lengthscale mod-
els the effect of a single category change. Further, the ef-
ficient inference of lengthscales due to the embedding en-
ables Automatic Relevance Determination (ARD) to prune
away redundant dimensions effectively, which we prove re-
duces the cardinality of the input space. We show theoret-
ically that this improves the sample-efficiency of GP ban-
dits (UCB), commonly used for BO, and produces state-of-
the-art results for BO on high-dimensional combinatorial
spaces. Further, while the core kernel is for binary spaces,
it can easily be extended to mixed spaces with both contin-
uous and discrete parameters by using a product kernel.

Dictionary construction procedure. The effectiveness
of HED depends on the dictionary construction. A naı̈ve
approach is to simply pick elements from the binary space
uniformly at random. However, this naı̈ve approach turns
out to exhibit poor predictive or BO performance on the test
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Figure 1: High-level overview of our BODi algorithm for binary spaces. The dictionary A contains m discrete structures
from the combinatorial space Z . Each high-dimensional binary structure z ∈ Z (denoted by black and white squares) is
embedded into a low-dimensional embedding ϕA(z) ∈ Rm (denoted by colored squares). We learn a GP surrogate model
over the embedded space and perform acquisition function optimization in the original combinatorial space Z to select the
next structure znext for function evaluation in each BO iteration.
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(a) Naı̈ve random dictionary
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(b) Binary wavelet dictionary

Figure 2: Mean predictions and associated 95% predictive
intervals on a MaxSAT problem with 60 binary variables
(see details in Sec. 7), comparing naı̈ve random (left) and
binary wavelet (right) dictionaries, using 50 training points
and predicting on 50 test points.

problems considered in this work. For example, Fig. 2a il-
lustrates the poor predictive performance of a GP using a
dictionary kernel with a uniformly random binary dictio-
nary on a MaxSAT test problem with 60 binary variables.

Another idea is to use deterministic dictionary construction
methods, such as multi-resolution wavelets [Mallat, 1989],
effective and well-known tools for studying real-valued
signals at different scales by applying a set of orthogonal
transforms to the data. In the context of binary spaces, bi-
nary wavelet transforms [Swanson and Tewfik, 1996] are
highly related to the well-known orthogonal Hadamard ma-
trices, and are applied in signal processing, spectroscopy,
and cryptography [Hedayat and Wallis, 1978, Horadam,
2012]. In contrast to the naı̈ve random dictionary, sub-

sampled binary wavelet dictionaries lead to great predic-
tive performance on the same MaxSAT problem, as shown
in Fig. 2b.

While binary wavelets constitute powerful dictionary de-
signs for predictive and optimization problems in binary
search spaces (for associated optimization results, see
Fig. 7), their construction for non powers-of-two is non-
trivial, and even their existence for arbitrary dimensions is
an open problem [Hadamard, 1893, Baumert et al., 1962,
Djoković et al., 2014]. For this reason, we sub-sample the
columns of the power-of-two dimensional binary wavelets
for our experiments in non-power-of-two dimensions, see
App. C for details.

To alleviate the difficulties around the general construction
of binary wavelets, and to generalize our method to cat-
egorical spaces, we propose a randomized procedure that
produces dictionary rows with a large range of sparsity lev-
els. We refer to this randomized procedure as “diverse ran-
dom.”

Algorithm 1 provides pseudo-code for constructing di-
verse random dictionaries defined over binary input spaces
{0, 1}d. The key principle of this construction procedure
is to diversify the dictionary rows by generating binary
vectors determined by different bias parameters (θ) of the
Bernoulli distribution, unlike the naı̈ve random where θ is
always 1/2. Therefore, the rows of the naı̈ve random dic-
tionaries tend to have close to d/2 non-zeros as d grows,
whereas the diverse random dictionaries exhibit a large
range of sparsity levels due to varying θ. This algorithm
can easily be generalized to inputs with categorical vari-
ables of different sizes, see App. G for details. To summa-
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rize, the diverse random dictionaries can be constructed for
arbitrary dimensions, extends naturally to categorical in-
puts, and as we will show later exhibits strong optimization
performance on a wide range of benchmark problems.

Algorithm 1 Dictionary design for binary input space
{0, 1}d with diversely sparse rows
requires: dictionary size m

1: Dictionary A← empty
2: for i=1, 2, . . . ,m do
3: ai ← empty
4: Sample Bernoulli parameter θ ∼ Uniform(0, 1)
5: for j=1, 2, . . . , d do
6: Sample binary number a ∼ Bernoulli(θ)
7: ai ← ai ∪ a
8: end for
9: Add ai to dictionary: A← A ∪ ai

10: end for
11: return the dictionary A of size m× d

Representation of mixed input spaces. We have fo-
cused on a purely combinatorial input spaces Z , but can
naturally extend our approach to mixed search spaces con-
sisting of both discrete and continuous parameters. In this
setting, we aim to model an input space X × Z where X
is the domain of the continuous parameters. To extend our
approach to this mixed inputs setting, we use a product ker-
nel leveraging the HED embedding for discrete parameters
and a standard, e.g., Matérn-5/2 kernel with ARD for the
continuous parameters.

5 BODi: BAYESIAN OPTIMIZATION
WITH DICTIONARY EMBEDDINGS

Our proposed BODi method is a straightforward instanti-
ation of the generic BO framework. We use a GP with a
standard Matérn-5/2 kernel with ARD on the HED embed-
ding as the surrogate model, and we adopt the commonly
used Expected Improvement (EI) acquisition function for
single-objective problems. In our setting, EI takes as in-
puts the surrogate modelM and the embedding ϕA(z) to
score the utility of evaluating the structure z ∈ Z . In order
to optimize the acquisition function over the discrete space
Z , we employ local search from randomly generated initial
conditions.

Algorithm 2 shows the pseudo-code of our method. We
use a small random initial training set of elements in Z and
their function evaluations to construct an initial surrogate
model M(ϕA(z)). We generate a new dictionary A in
each BO iteration using a randomized procedure described
in Alg. 1, and refit the GP model using the correspond-
ing embedding ϕA(z). For each BO iteration j, we select
the next structure zj by optimizing the acquisition func-
tion. We add zj and the corresponding function value f(zj)

to the training data Dj and train a new surrogate model
M(ϕA(z)) using Dj . We repeat these steps until the query
budget is exhausted and return the best input zbest ∈ Z .

Algorithm 2 BODi (m) Algorithm
requires: black-box objective f , discrete space Z with di-
mensionality d, dictionary size m

1: D0 ← small random initial training data
2: for j=1, 2, . . . do
3: Construct dictionary A of size m
4: Compute low-dimensional embedding ϕA(z) for

each input structure z ∈ Dj using dictionary A
5: Fit a GPM on the embedded space ϕA(z)
6: Maximize the acquisition function in the discrete

space Z: zj = argmaxz∈Z α(M(ϕA(z)))
7: Evaluate the selected structure zj to get f(zj)
8: Aggregate training data: Dj ← Dj−1 ∪ {zj , f(zj)}
9: end for

10: return zbest = argmin{f(z1), f(z2) · · · }

To optimize the acquisition function over mixed search
spaces, we perform alternating search over continuous
and discrete subspaces, a common approach in BO over
mixed spaces [Oh et al., 2021, Deshwal et al., 2021b, Wan
et al., 2021]. We use local search for discrete parame-
ters and gradient-based optimization for continuous param-
eters. While acquisition function optimization over discrete
spaces is a challenging problem, local search with restarts
has been shown to be effective in practice [Oh et al., 2019].

6 THEORETICAL ANALYSIS OF BODi

In the following, we derive a surprising relationship for
the Hamming embedding with an affine transformation, ex-
plaining why canonical linear embeddings (e.g. Gaussian)
do not perform well. We also provide a regret bound for
BO with the dictionary kernel that crucially relies on a re-
duction in the cardinality – not the dimensionality – of the
embedded search space. Our results are stated for binary
search spaces, but can be readily generalized to categorical
variables using a binary encoding, e.g., one-hot encoding,
or more efficiently with ⌈log2(c)⌉ bits for c categories.

Our first proposition shows that the Hamming embedding
of vectors in {0, 1}d is equivalent to an affine transforma-
tion of the {±1}-encoding of the binary vector.

Proposition 1 (Affine Representation). Let A ∈
{0, 1}m×d, z ∈ {0, 1}d. Then

2ϕA(z) = d1m − Āz̄, (1)

where āij = 2aij − 1 and z̄i = 2zi − 1 ∈ {−1, 1}.

Proof. See Appendix A.
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Plugging Eq. (1) into the embedded distance formula yields

2∥ϕA(z)− ϕA(z′)∥2 = ∥Ār̄∥2,

where r̄ = z̄−z̄′. That is, the distance computation only re-
lies on a linear projection of the difference vector r̄ of the
{±1}-encoding of the binary input vectors. Furthermore,
the embedding associated with the wavelet dictionary de-
scribed in App. C is thus equivalent up to a constant shift
to a sub-sampled Hadamard transform, a type of Fourier
transform on Boolean fields.

Proposition 1 proves the equivalence of the dictionary-
based kernel to a canonical kernel (e.g. Matérn) evaluated
on linearly projected input data. Given the significant prior
work on BO on subspaces [Wang et al., 2016, Letham et al.,
2020] and on properties of linear projections [Larsen and
Nelson, 2017], one might assume that canonical linear em-
bedding designs like Gaussian random matrices will per-
form well in our setting. However, this is not the case, as
we demonstrate in the empirical evaluation.

To understand why, first note that BODi is effectively car-
rying out the optimization in the transformed search space

SA =
{
ϕA(z) | z ∈ {0, 1}d

}
.

While linear embeddings generally reduce the dimension-
ality of the search space, they do not necessarily lead to
a reduction in the cardinality |SA|, a key quantity in re-
gret bounds for BO in finite search spaces. Indeed, while
Gaussian random projections satisfy many desirable prop-
erties, including approximate distance preservation and di-
mensionality reduction, our next result shows that even a
one-dimensional Gaussian random projection preserves the
full cardinality of the original search space almost surely.

Proposition 2. Define Sa = {a⊤z | z ∈ {±1}d}, and let
a ∼ N (0, Id). Then |Sa| = 2d almost surely.

Proof. See Appendix B.

In contrast, our next result presents a bound on the cardinal-
ity of SA that depends on a measure of the variability µA

of the dictionary rows and grows only polynomially with d.

Proposition 3 (Embedding Cardinality). Let A ∈
{0, 1}m×d. Then the cardinality of the embedded search
space SA can be bounded above by

|SA| ≤ [(µA + 1)(d+ 1− µA)]
⌊m/2⌋

(d+ 1)m mod 2

where µA = maxi,j max(h(ai,aj), h(¬ai,aj)), and h is
the Hamming distance.

Proof. See Appendix B.

The affine representation of Prop. 1 implies a strong simi-
larity of µA to the coherence of the dictionary rows:

2µA = d+max
i,j

∣∣ā⊤i āj∣∣ .
The mutual coherence of dictionary columns is a central
quantity in the theory of compressed sensing [Tropp, 2004].
Further, µA provides a theoretical motivation for the dic-
tionary designs. Indeed, the binary wavelet dictionary of
App. C reaches the lowest possible coherence of d/2 in
power-of-two dimensions and leads to great performance
on a variety of benchmarks (see Fig. 7). Intuitively, we
want to reduce the cardinality of the search space enough
to accelerate optimization, but not so much that it fails to be
a useful inductive bias. Note that d/2 ≤ µA ≤ d and the
bound attains its maximum for µA = d/2. For example,
having duplicate elements in the dictionary would imply
µA = d, and lead to a much larger drop in the cardinality
for the same m than for the wavelet dictionary of App. C.

We now prepare to apply the bound of Prop. 3 in conjunc-
tion with the seminal result of Srinivas et al. [2010] to pro-
vide an improved regret bound for BODi. Recall that the
regret at iteration t is defined by rt = f(z∗) − f(zt),
where z∗ is an optimal point and zt is the point cho-
sen in the tth iteration. The cumulative regret is RT =∑T

t=1 f(z
∗)−f(zt) and is a key quantity in the theoretical

study of BO algorithms. Many BO methods are no-regret
(i.e. limT→∞ RT /T = 0), though the rate with which RT

approaches zero varies significantly.

Srinivas et al. [2010] prove a regret bound that is sub-linear
in T for GP-based optimization with the upper confidence
bound (UCB) acquisition function argmaxz µt−1(z) +√
βtσt−1(z), where µt (resp. σ2

t ) are the predictive mean
(resp. variance) of the GP after t iterations. The bound
mainly depends on two quantities: (1) The information
gain after T iterations γT = log |I + σ−2KT |, where KT

is the kernel matrix evaluated on the inputs {zt}Tt=1 that
were chosen in the first T iterations and σ is the stan-
dard deviation of the observations noise. (2) The cardi-
nality of the search space |S|, which we bound in Prop. 3
for BODi. Notably, γT depends on the kernel function
and for the Matérn-ν kernel in our experiments, γT =
O(T d(d+1)/(2ν+d(d+1)) log T ). In the following, we use
O∗ to refer to O with log factors suppressed.

Theorem 4. Let A have m rows, δ ∈ (0, 1), and βt =
2 log(|SA|t2π2/6δ). Then the cumulative regret associ-
ated with running UCB for a sample f of a zero-mean GP
with kernel function kBODi(z, z

′) = kbase(ϕA(z),ϕA(z′)),
is upper-bounded by O∗(

√
TγTm) with probability 1− δ,

where γT is the maximum information gain of kbase.

Theorem 4 exhibits a reduced dimensionality-dependent
regret scaling of O∗(

√
m), compared to O∗(

√
d) for non-

embedded binary inputs, as long as m is not too large. We
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stress that this is due to the compressed cardinality of the
search space, not the reduced dimensionality of the embed-
ding. However, it is also important to note that not just
the cardinality matters for optimization performance, since
there are two main objectives that are usually at odds: (1)
finding a model that is expressive enough and (2) reducing
the complexity of fitting and optimizing this model. Sim-
ply reducing the cardinality of the search space will make
it easier to fit the model, but potentially less likely to accu-
rately model the underlying black-box objective function.

Starting with a large dictionary allows the model to choose
from a large number of elements and adaptively prune re-
dundant dimensions via ARD. In fact, our experiments con-
firm that larger embedding dimensions tend to improve per-
formance and that ARD effectively prunes away the major-
ity of embedding dimensions (see Sec. 7.2). The fact that
the embedding values are ordinal, rather than binary, likely
aids the inference of appropriate length scales. This results
in the search space cardinality reduction shown by Prop. 3.

7 EXPERIMENTS

We evaluate BODi on wide range of challenging optimiza-
tion problems for combinatorial and mixed search spaces.
We compare against several competitive baselines includ-
ing CASMOPOLITAN, COMBO, CoCaBO, SMAC, and ran-
dom search.

Experimental setup. We use expected improvement as
the acquisition function for all experiments. However, note
that our approach is agnostic to this choice and any other
acquisition function can be employed, which makes it easy
to extend BODi to, e.g., multi-objective, multi-fidelity, and
constrained settings. We employ a Matérn-5/2 kernel with
ARD for both discrete and continuous variables. When
considering combinatorial search spaces, we optimize the
acquisition function using hill-climbing local search, simi-
larly to the approach used by CASMOPOLITAN [Wan et al.,
2021]. We follow Alg. 1 (App. G) and m = 128 and the
diverse random approach to construct dictionaries for all
experiments. The choice m = 128 is investigated in an ab-
lation study in Fig. 4c. Our code is built on top of the popu-
lar GPyTorch [Gardner et al., 2018] and BoTorch [Balandat
et al., 2020] libraries. We use the open-source implemen-
tations for all the baselines: CASMOPOLITAN 1, COMBO 2,
CoCaBO 3, and SMAC 4.

7.1 Combinatorial test problems

LABS. The goal in the Low Auto-correlation Binary Se-
quences (LABS) problem is to find a binary sequence

1
https://github.com/xingchenwan/Casmopolitan

2
https://github.com/QUVA-Lab/COMBO

3
https://github.com/rubinxin/CoCaBO_code

4
https://github.com/automl/SMAC3

{1,−1} of length n that maximizes the Merit factor (MF):

max
x∈{1,−1}n

MF(x) =
n2

E(x)
,

E(x) =

n−1∑
k=1

(
n−k∑
i=1

xixi+k

)2

This problem has diverse applications in multiple
fields [Bernasconi, 1987, Packebusch and Mertens, 2015],
including communications where it is used in high-
precision interplanetary radar measurements of space-time
curvature [Shapiro et al., 1968]. We evaluate all methods
on the 50-dimensional version of this problem. Fig. 3a
plots the negative MF and shows that BODi finds signif-
icantly better solutions than the baselines. While COMBO
and CASMOPOLITAN perform worse than BODi, they find
better solutions than SMAC. Random search performs quite
poorly, indicating the importance of employing model-
guided search techniques for challenging problems (the
combinatorial space for LABS has 250 ≈ 1.2 × 1015 con-
figurations). Note that Packebusch and Mertens [2015]
published the optimizer xopt of the 50-dimensional LABS
problem with MF(xopt) = 8.170, which was computed
with a branch-and-bound algorithm at exponential compu-
tational cost. We emphasize that our results here are not
meant to advocate for the solution of this particular LABS
problem using BO, but to serve as a comparison of the BO
algorithms, which are designed to be sample efficient, on a
challenging combinatorial optimization task.

Weighted maximum satisfiability. The goal of this
problem is to find a 60-dimensional binary vector that max-
imizes the combined weights of satisfied clauses. We use
the benchmark problem frb-frb10-6-4.wcnf5 of the
Maximum Satisfiability Competition 20186, similar to Oh
et al. [2019] and Wan et al. [2021]. Satisfiability problems
are ubiquitous and frequently arise in many fundamental ar-
eas of computer science [Biere et al., 2009]. Fig. 3b shows
that BODi is quickly able to find a close-to-optimal solu-
tions even though this combinatorial search space has as
many as 260 ≈ 1.2 × 1018 possible configurations. The
strong performance of BODi on this problem is due to the
superior model performance of the GP trained on the HED,
see Sec. 7.2.

Pest control. This problem concerns the control of pest
spread in a chain of 25 stations where a categorical choice
of 5 possible options can be made at each station to use a
pesticide differing in terms of their cost and effectiveness.
This problem is challenging due to the 525 ≈ 3.0 × 1017

total number of configurations. From Fig. 3c we observe
that BODi quickly converges to a solution with objective

5
https://maxsat-evaluations.github.io/2018/index.html

6
http://sat2018.azurewebsites.net/competitions/

https://github.com/xingchenwan/Casmopolitan
https://github.com/QUVA-Lab/COMBO
https://github.com/rubinxin/CoCaBO_code
https://github.com/automl/SMAC3
https://maxsat-evaluations.github.io/2018/index.html
http://sat2018.azurewebsites.net/competitions/
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(a) LABS (50 binary parameters)
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(b) MaxSAT (60 binary parameters)
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(c) Pest Control (25 categorical
parameters with 5 possible values)

Figure 3: We compare BODi to CASMOPOLITAN, COMBO, SMAC, and random search on three high-dimensional combi-
natorial test problems. We find that BODi consistently performs the best followed by CASMOPOLITAN and COMBO.

value around ≈ 12 and substantially outperforms the other
baselines on this problem.

7.2 Model performance

To validate that a GP using the HED provides accurate
and well-calibrated estimates relative to categorical overlap
kernels (used in CASMOPOLITAN, [Wan et al., 2021]), and
the diffusion kernel (used in COMBO, [Oh et al., 2019]), we
examine the predictive performance of these different ker-
nels on a 60-dimensional MaxSAT problem. We generate
50 training points and 50 test points and compare the test
predictions of the dictionary-based kernel with the GP rel-
ative to the overlap kernel and diffusion kernel. The mean
predictions on the test set with associated 95% predictive
intervals are shown in Fig. 5.

The HED with diverse random dictionary elements gives
rise to an accurate model of the unknown black-box func-
tion, while overlap and diffusion kernels fail to produce ac-
curate test predictions. In addition, we also observe that
HEDwith a Gaussian random dictionary – computed via the
affine representation of Prop. 1 – performs poorly. Finally,
even though we use dictionaries with m = 128 elements in
Fig. 5, it turns out that only 4 of them have a lengthscale
below 10 in the fitted GP model. This shows that ARD is
able to effectively prune away the majority of dictionary el-
ements and only use a small number of them, which leads
to a tighter regret bound according to Thm. 4.

7.3 Mixed test problems

Mixed Ackley. We consider a mixed version of the stan-
dard Ackley problem from [Wan et al., 2021] with 50 bi-
nary and 3 continuous variables. We see that BODi makes
quick progress and approaches the global optimal value
of 0 (Fig. 4a). Except for CASMOPOLITAN, all other base-
lines perform poorly on this problem. Notably, the sub-
sampled binary wavelet dictionary also performs particu-
larly well on this problem, see App. Fig. 7c.

Feature selection for SVM training. In this problem,
we consider joint feature selection and hyperparameter op-
timization for training a support vector machine (SVM)
model on the UCI slice dataset [Dua and Graff, 2019]. We
optimize over the inclusion/exclusion of 50 features, and
additionally tune the C, ϵ, and γ hyperparameters of the
SVM. The goal is to find the optimal subset of features and
values of the continuous hyperparameters in order to min-
imize the RMSE on a held-out test set. Fig. 4b shows that
BODi performs slightly better than CASMOPOLITAN on
this real-world problem.

7.4 Ablation study

We perform an ablation study on the sensitivity of BODi to
the number of elements of the dictionary (dictionary size).
We consider the 50-dimensional LABS problem. The re-
sults in Fig. 4c show that dictionaries with m = 128 or
m = 256 elements perform the best (albeit differences
in performance are relatively small, at least for larger m).
We observe that using a small dictionary (with m = 16
or m = 32 elements) results in inferior performance. On
the other hand, using a large number of elements increases
the runtime of our method, which is why we opted for the
choice of m = 128 for all experiments.

8 DISCUSSION

We introduced a novel dictionary kernel for GP mod-
els, which is suitable for high-dimensional combinatorial
search spaces (and can be straightforwardly extended to
mixed search spaces). While we focused on using our
dictionary-based modeling approach for BO, the implica-
tions of our contributions go far beyond BO alone and
are relevant for kernel-based methods more generally. In
the context of BO, our dictionary kernel is agnostic to the
choice of acquisition function and can be easily applied
to settings such as multi-objective and multi-fidelity opti-
mization, and can also be combined with ideas such as trust
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(a) Mixed Ackley (50 binary parameters,
3 continuous parameters)
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(b) SVM (50 binary parameters,
3 continuous parameters)
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Figure 4: (Left, Middle) We compare BODi to CASMOPOLITAN, CoCaBO, SMAC, and random search and two high-
dimensional problems with both discrete and continuous parameters. BODi converges faster than CASMOPOLITAN on the
Ackley problem and performs better on the SVM problem. (Right) We study the sensitivity of BODi to the size of the
dictionary (m) and observe consistent performance as long as we do not use dictionaries with too few elements.
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Figure 5: Mean predictions and associated 95% predictive
intervals on then MaxSAT problem for BODi with diverse
random dictionary (top left), BODi with a Gaussian ran-
dom dictionary via the affine representation of Eq. (1) (top
right), Casmopolitan (bottom left), and COMBO (bot-
tom right). We use 50 training points and predict on 50 test
points. BODi with the diverse random dictionary performs
much better than with the Gaussian random embedding,
validating our theoretical results in Sec. 6. Our kernel also
outperforms the isotropic kernel used by CASMOPOLITAN
and the diffusion kernel used by COMBO.

region optimization. BODi showed strong performance on
a diverse set of problems and outperformed several strong
baselines such as CASMOPOLITAN and COMBO.

Our work has a few limitations and raises a number of in-
teresting questions that warrant further exploration. While
BODi is agnostic to the choice of acquisition function, we

only evaluated its performance on single-objective prob-
lems. In addition, rather than randomly generating a di-
verse set of dictionary elements, we may be able to fur-
ther improve the dictionary-based GP model by optimizing
the dictionary as part of the model fitting procedure. This
may be particularly useful in cases where we have access
to historical data that can help us discover suitable dictio-
naries. Alternatively, there may be ways of generating the
dictionaries in a way that is more aligned with the goal of
BO, which is not to fit a globally accurate model but rather
identify the location of the global optimum. Finally, BODi
may also benefit from recently proposed methods for ef-
ficient acquisition function optimization in mixed search
spaces [Daulton et al., 2022].
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Supplementary Materials

A Affine Representation of the Hamming Embedding

Our first proposition shows that the Hamming embedding of vectors in {0, 1}d is equivalent to an affine transformation of
the {−1, 1}-encoding of the original binary vector.

Proposition 1 (Affine Representation). Let A ∈ {0, 1}n×d, z ∈ {0, 1}d. Then

2ϕA(z) = d1n − Āz̄, (2)

where Āij = 2Aij − 1 and z̄i = 2zi − 1 ∈ {−1, 1}.

Proof. Let ai be the ith column in A, and zi the ith entry of z. Then

ϕA(x) =

d∑
i

(¬aizi + ai¬zi)

=

d∑
i

([1n − ai]zi + ai[1− zi])

=

d∑
i

(1nzi − 2aizi + ai)

= 1n(1
⊤
d z)−A(2z− 1)

= [(1n1
⊤
d )(2z− 1) + d1n]/2−A(2z− 1)

= [d1n − (2A− 1n,d)(2z− 1d)]/2

= (d1n − Āz̄)/2.

Multiplying both sides by two finishes the proof.

Plugging the affine representation into the embedded distance formula yields

2∥ϕA(z)− ϕA(z′)∥ = ∥(d1n − Āz̄)− (d1n − Āx̄′)∥
= ∥Āz̄− Āz̄′∥
= ∥Ār̄∥,

where r̄ = z̄ − z̄′. That is, the distance computation only relies on a linear projection of the difference vector r̄ of the
{−1, 1}-encoding of the centered input vectors. As a further consequence, if the wavelet dictionary of Section C is chosen,
the embedding is a sub-sampled Hadamard transform up to a constant shift, which we could implement by means of the
Fast Hadamard Transform in d log d time.

Another consequence of the affine representation is the that the Hamming distance h can first be written as the Euclidean
distance of the shifted inputs z̄. Further, we can use the fact that ∥z̄∥22 = d to write

2h(z, z′) = d− z̄⊤z̄′ = (∥z̄∥22 + ∥z̄′∥22)/2− z̄⊤z̄′ = ∥z̄− z̄′∥22/2.

And thus the exponentiated negative Hamming distance can be seen as an RBF kernel:

exp(−2h(z, z′)) = exp(−∥z̄− z̄′∥22/2). (3)
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B Search Space Cardinality Reduction

This section derives a bound on the cardinality of the space of embedded inputs ϕA(z). Using the dictionary kernel
is equivalent to applying a canonical kernel to the transformed search space S = {ϕA(z) | z ∈ {0, 1}d}. Therefore,
generic convergence and regret bounds for finite search spaces apply. However, while generic linear embeddings generally
reduce the dimensionality of the search space, they do not necessarily lead to a reduction in the cardinality |S|, a key
quantity in regret bounds for Bayesian optimization in finite search spaces. Indeed, the next result shows that even for a
one-dimensional Gaussian random projection, the full cardinality is preserved.

Proposition 2. Define Sa = {a⊤z | z ∈ {±1}d}, and let a ∼ N (0, Id). Then |Sa| = 2d almost surely.

Proof. Given z, z′ ∈ {−1, 1}d, suppose z ̸= z′ and a⊤z = a⊤z′. Therefore, a⊤(z− z′) = 0. Since z− z′ ̸= 0, this can
only hold if a⊥ (z−z′). But {a | a⊥ (z−z′)} is (d−1)-dimensional, and therefore a nullset under the Gaussian measure
in d dimensions [Rudin, 1974]. Therefore, a⊤(z− z′) ̸= 0 almost surely. Since the set {−1, 1}d has finite cardinality 2d,
and by the subaddativity of any probability measure µ,

µ

 ⋃
z,z′∈{−1,1}d

{a | a ⊥ (z− z′) = 0}

 ≤ ∑
z,z′∈{−1,1}d

µ ({a | a ⊥ (z− z′) = 0}) = 0.

Thus, all distinct z ∈ {−1, 1}d map to distinct values a⊤z almost surely, so |Sa| = |{−1, 1}|d = 2d.

The following proposition sheds light on the implied cardinality of the embedded search space as a function of the number
of embedding dimensions n, the input dimensionality d, and a measure of the variability of the dictionary rows.

Proposition 3 (Embedding Cardinality). Let A ∈ {0, 1}m×d. Then the cardinality of the embedded search space SA can
be bounded above by

|SA| ≤ [(µA + 1)(d+ 1− µA)]
⌊m/2⌋

(d+ 1)m mod 2

where µA = maxi,j max(h(ai,aj), h(¬ai,aj)), and h is the Hamming distance.

Proof. First, we consider one anchor point. Let d ∈ N, and a ∈ Bd. Then for any z ∈ Bd, ϕ(a, z) ∈ N and

0 ≤ ϕa(z) = h(a, z) =
∑
i

δ(ai, zi) ≤ d,

so ϕa(z) ∈ [d] and |S| = d + 1. Naı̈vely generalizing this to n dimensions would yield |S| ≤ (d + 1)n. However,
the true cardinality is much lower, because having certain elements in common with one anchor point will restrict the
corresponding dimensions to be the same with another anchor point. The next paragraph will make this intuition precise.

Next, we consider two anchor points. Let d ∈ N, and a1,a2 ∈ Bd. Then for any z ∈ Bd, Suppose A = [a1,a2], and let

s = {i ∈ [d] | [a1]i = [a2]i}

be the set of indices for which the anchors have take the same values, and ¬s = [d]\s, |s| = k. Then we can express the
embedding as

ϕA(z) = ϕAs(zs) + ϕA¬s(z¬s)

= [h(a1,s, zs), h(a2,s, zs)] + [h(a1,¬s, z¬s), h(a2,¬s, z¬s)]

= [h(a1,s, zs), h(a1,s, zs)] + [h(a1,¬s, z¬s), h(¬a1,¬s, z¬s)]

= [zs, zs] + [h(a1,¬s, z¬s), (d− h(a1,¬s, z¬s))]

= [zs, zs] + [z¬s, (d− z¬s)],

where zs = h(a1,s, zs). Now, ns = h(as, zs) ∈ [k] and n¬s ∈ [d− k]. The cardinality of the embedding space is exactly
(k+1)(d+1− k), because a subset of d− k variables always take the same values in both dimensions, and the remaining
k move linearly independently to the first. Differentiating the cardinality with respect to k:

d

dk
(k + 1)(d+ 1− k) = d− 2k ≤ 0 for ⌈d/2⌉ ≤ k ≤ d,
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we see that the cardinality is an even symmetric function around k = ⌈d/2⌉, where it achieves its maximum. This inspires
the definition of the coherence-like quantity µA, whose value is monotonically related to the cardinality equation above, and
satisfies ⌈d/2⌉ ≤ µA ≤ d. Further, note that for two anchor points, µA = max(h(¬a1,a2), h(a1,a2)) = max(k, d− k).
For m row, µA is an upper bound on any pairwise similarity between all rows and their negations. Therefore, we can apply
the bound above to ⌊m/2⌋ pairs and have at most (d+ 1) more values from the remaining dimension if m is odd.

We are now ready to combine our analysis of the cardinality of the embedded search space SA with the general result of
Srinivas et al. [2010] to get an improved regret bound for BODi. We will use O∗ to denote O with log-factors suppressed.

Theorem 4. Let A have m rows, δ ∈ (0, 1), and βt = 2 log(|SA|t2π2/6δ). Then the cumulative regret associated with
running UCB for a sample f of a zero-mean GP with kernel function kBODi(z, z

′) = kbase(ϕA(z),ϕA(z′)), is upper-
bounded by O∗(

√
TγTm) with probability 1− δ, where γT is the maximum information gain of kbase.

Proof. BODi is equivalent to running canonical Bayesian optimization with the kbase kernel on the transformed search
space SA =

{
ϕA(z) | z ∈ {0, 1}d

}
. Since SA is finite, Theorem 1 of Srinivas et al. [2010] applies, with SA as the search

space and the information gain γT of the base kernel kbase, giving us a regret bound ofO∗(
√
TγT log(|SA|)). Applying the

cardinality bound of Proposition 3, we get O∗(log(|SA|)) = O∗(log([(µA + 1)(d+ 1− µA)]⌊m/2⌋) = O∗(m). Plugging
this cardinality bound into the generic asymptotic bound finishes the proof.

C Dictionary Construction Approach via Binary Wavelets

In this section, we describe a randomized dictionary construction approach based on Binary wavelet transform for binary
spaces Z={0, 1}d. At a high-level, this approach has two key steps. First, we employ a deterministic recursive procedure
to construct a pool of basis vectors over binary structures. Second, we randomly select a subset of k diverse vectors as our
dictionary A. We explain the details of these two steps below.

Recursive algorithm for binary wavelet design. The effectiveness of surrogate model critically depends on the dictio-
nary employed to embed the discrete inputs. We define our dictionary matrix A[k×d] as a subsampled (k-sized) set of basis
vectors over the binary space {0, 1}d which is characterized by the constituent vectors varying over a range of sequencies.
The notion of sequency is defined as the number of changes from 1 to 0 and vice versa (analogous to the notion of frequency
in Fourier transforms).

Multi-resolution wavelets [Mallat, 1989] are effective well-known techniques for studying real-valued signals at different
scales by applying a set of orthogonal transforms to the data. Specifically, binary wavelet transforms [Swanson and Tewfik,
1996] allow us to study data defined over binary spaces (concretely {0, 1}d with mod 2 arithmetic) at different scales.
Hence, they are a natural choice for constructing our pool of basis vectors.

We construct the randomized dictionary A by randomly sampling from a deterministic binary wavelet transform matrix Bd

generated by a recursive procedure as described in [Swanson and Tewfik, 1996] (where such matrices were used for image
compression). The key idea behind the procedure is to recursively generate binary matrices whose vectors are ordered in
terms of increasing sequency. Algorithm 3 provides the pseudo-code of this recursive method.

Given Bd, the dictionary A is constructed by subsampling row vectors from Bd i.e. A = PBd where P randomly samples
m vectors uniformly. The random sampling using P picks vectors that are spread over a range of sequencies in contrast
to the alternative choice of picking top-m rows from Bd which restricts the chosen vectors to limited range of sequencies.
Our experiments demonstrate the effectiveness of randomized dictionaries over the top-m alternative.

Remark. Following Proposition 1, this choice of dictionary is equivalent to the Subsampled Randomized Hadamard
Transform (SRHT) for constructing low-dimensional embeddings in continuous input spaces where the embeddings are
subsampled projections of Hadamard transforms, i.e., x̂ = PHnDx where Hn is the Hadamard matrix of order n, D is
a diagonal matrix with random entries on the diagonal from {1,−1} and P defined similarly as above. Importantly, this
dictionary also minimizes coherence-type measure µA introduced in proposition 3.
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Figure 6: We randomly generated a large number (1000) of dictionaries. This shows the similarity of the two dictionary
choices (binary wavelet) and (diverse parameter) in terms of the sequency characterization. The notion of sequency allows
us to empirically see the similarity between these two better choices of the dictionary.

Algorithm 3 BINARY WAVELET (n) Transform
requires: input dimension n

1: if n == 2: return
[
1 1
1 0

]

2: if n == 4: return


1 1 1 1
1 0 0 0
1 0 1 1
1 0 1 0


3: Bn−4= BINARY WAVELET (n-4)
4: Compute upper left n− 2× n− 2 matrix Γ

Γ =

[
1[2,2] 1[2,n−4]

1[n−4,2] ¬Bn−4

]
5: Set lower left block ∆T ←

[
1 0 1 · · ·
1 0 1 · · ·

]
6: Set lower right block Λ←

[
1 1
1 0

]
7: return Bn =

[
Γ ∆
∆T Λ

]

D Local Search for Optimizing Acquisition Function over Combinatorial Spaces

In each iteration of optimizing the acquisition function, we first generate a set of initial inputs as starting points for local
search over combinatorial inputs. These initial inputs are constructed by picking top-ranked candidates from a combined set
of uniformly generated random inputs and spray inputs (Hamming distance based neighbors of incumbent best uncovered
inputs of BO run). From each starting input, we run a greedy hill-climbing search where we move to the one-Hamming
distance neighbor with the highest acquisition function value till convergence of the search or a maximum of nls iterations.
The best candidate among all the local search trajectories is picked as the next input for evaluation.
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(a) LABS (50 binary parameters)
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(b) MaxSAT (60 binary parameters)
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(c) Ackley (50 binary
parameters, 3 continuous parameters)
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Figure 7: Results comparing the two dictionary construction choices for BODi (i.e., diverse random and binary wavelet).
Overall, we find that binary wavelet design performs reasonably well but diverse random is a more robust choice consider-
ing all the benchmarks. Moreover, the diverse random choice can also be employed for categorical parameters unlike the
binary wavelet construction which is limited to binary parameters.

E Runtimes

Fig. 8 shows a runtime comparison of BODi, COMBO, and CASMOPOLITAN. We show the average time to both fit the
model and generate a new candidate on the MaxSAT problem with 60 binary parameters. BODi uses the default of 128
anchors which is used in all experiments. We observe that BODi and CASMOPOLITAN are significantly faster than COMBO
and on average take less than 10 seconds per BO iteration.

F Societal Impact

Bayesian optimization is a commonly used approach for black-box optimization across broad variety of applications, in-
cluding e.g. automated machine learning (AutoML). The primary benefit of our proposed BODi method is better optimiza-
tion performance for Bayesian optimization over combinatorial and mixed search spaces – in the context of AutoML this
would mean finding better models or finding similarly good models while using much less computational resources. We
believe that such improvements pose minimal risk beyond more general concerns about potential misuse of the underlying
application.



Figure 8: Average runtime per iteration (in seconds) comparing BODi with CASMOPOLITAN and COMBO.

G Dictionary construction for dictionaries with binary and categorical variables

Algorithm 4 provides pseudo-code for constructing dictionaries defined over binary input spaces {0, 1}d. The key idea
is to diversify the constructed dictionary by generating binary vectors determined by different bias parameters (θ) of the
Bernoulli distribution (unlike the naive random where θ is always 1/2). This algorithm is generalized to the varying-sized
categorical inputs in the following way (Algorithm 5): for each of the m elements of the dictionary A, we first sample a
weight vector θ from the τmax-simplex ∆τmax , where τmax = maxj τj . For each variable vj , we then sample τj elements
from θ and use those as the weight vector of a categorical distribution from which we in turn draw the j-th dimension of
the dictionary element.

Algorithm 4 Dictionary design for binary input space {0, 1}d with diversely sparse rows
requires: dictionary size m

1: Dictionary A← empty
2: for i=1, 2, . . . ,m do
3: ai ← empty
4: Sample Bernoulli parameter θ ∼ Uniform(0, 1)
5: for j=1, 2, . . . , d do
6: Sample binary number a ∼ Bernoulli(θ)
7: ai ← ai ∪ a
8: end for
9: Add ai to dictionary: A← A ∪ ai

10: end for
11: return the dictionary A of size m× d

Illustration of Algorithm 5

We illustrate the description in Algorithm 5 with a simple example for an input with the same number of candidate choices
for each input dimension. Let’s say, we want to construct a dictionary vector for an input space with 10 variables (i.e.
10-dimensional input) where each dimension can take 4 values (i.e., τ1 = τ2. . . . = τd = 4). For each input dimension
(for loop in line 6), we sample a value from a categorical distribution which is parameterized by weights θj . In the naive
random case, θj is [¼, ¼, ¼, ¼ ]. In contrast, algorithm 5 diversifies this vector θj by sampling from a simplex in line 5.
The variable τmax (Line 2) and resampling of θ in Line 7 allows us to generalize the algorithm for the case where each
input dimension can take a different number of values.
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Algorithm 5 Dictionary design for discrete spaces with categorical variables via diverse parameters
Input: candidate sets C(v1), . . . , C(vd), dictionary size m Output: the dictionary A of size m× d

1: Dictionary A← empty
2: τmax ← maxj τj
3: for i=1, 2, . . . ,m do
4: ai ← empty
5: Sample θ ∼ ∆τmax

6: for j=1, 2, . . . , d do
7: θj ← sample (w/o repl.) τj elements from θ
8: θj ←− θj/∥θj∥1 (Normalize to yield distribution)
9: a← sample from C(vj) with probabilities θj

10: ai ← ai ∪ a
11: end for
12: Add ai to dictionary: A← A ∪ ai
13: end for
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