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PREFACE

In the last 8 years, deep learning has been applied to an increasing range of tasks, domains,
and data types. Each of these problem settings brings its own structure, priors, and
symmetries that should be incorporated into the learning pipeline to achieve generalizable
and efficient performance. While one may be able to do this in an ad hoc manner in simpler
settings, history has shown that in more complex cases, leveraging existing mathematical
machinery, which captures the essence of the problem can offer distinct advantages. The
exciting puzzle for the ML researcher is then to understand how to transform theory into a
suitable learning framework in which we can actually compute.

At the same time, it is well known that the empirical performance of deep learning has far
outstripped the theory explaining it, leading to many situations where we know that a specific
method works, but we don’t know why. The difficulties are compounded by the fact that
modern deep learning generally operates on: (i) huge datasets, (ii) that are embedded in a
high-dimensional ambient space, and (iii) learned by models that are wildly overparametrized.
This leads to situations where no component of the learning system can be comprehensively
visualized or naively understood. Mathematics again offers valuable tools here since it has
been studying the irreducibly complex and high-dimensional for at least the last 200 years.

The 2nd ICML Workshop on Topology, Algebra, and Geometry in Machine Learning is an
exercise in bringing together researchers working in both of the above threads to exchange
ideas, present recent work, and form new collaborations. This proceedings collection captures
some of the rich flow of ideas that happened in the workshop. It is also a testament to
the breadth of ways that mathematics is currently being applied to modern ML, from the
topology of models and datasets to equivariance of models to group actions to applications
of hyperbolic geometry to learning problems. The workshop was held at the International
Conference on Machine Learning was held on Friday, July 28, 2023 in Honolulu, Hawaii. The
workshop included four keynotes by world leaders in geometric and topological deep learning,
two poster sessions, six spotlight talks, and an associated challenge problem that received
more than thirty submissions from eighteen different teams spanning thirteen countries. The
event received more than 90 total submissions including extended abstracts and original
works. Please see the conference website for further information including links to the
posteres that were presented and watch our websitel and twitter twitter for future TAG
workshops.

The reader will note that we have chosen to focus on a subset of mathematical disciplines:
topology, algebra, and geometry. The reason for this is that these areas are both exceptionally
deep and well-developed and in our estimation so far under-utilized in deep learning. Indeed,
we would point to the explosive growth of the field of equivariant architectures as an example
of the potential that ideas from these disciplines have to advance machine learning. Most
exciting of all, existing work is only just beginning to scratch the surface of what these
fields offer. In this collection we see hints of where the future may take us. Together, these
collected works point to an exciting future for applications of pure math to machine learning.

As a final note, the editors of this collection would like to thank the many reviewers who,
with their vast collective knowledge, were able to suggest feedback that not only improved
the papers themselves, but sometimes even suggested promising new directions of research.
Without their help this collection would not have been possible.
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