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1. Introduction

The third Machine Learning for Health (ML4H) sym-
posium was held on December 10, 2023, in New Or-
leans, Louisiana, USA. Following the last two years
(Roy et al., 2021; Parziale et al., 2022), the sym-
posium was again a stand-alone event co-located
with the Neural Information Processing Systems
(NeurIPS) conference.

ML4H 2023 invited high-quality submissions on
relevant problems in a variety of health-related dis-
ciplines including healthcare, biomedicine, and pub-
lic health. Two submission tracks were offered:
the archival Proceedings track, and the non-archival
Findings track. Proceedings were targeted at mature
work with strong technical sophistication and a high
impact to health. The Findings track looked for new
ideas that could spark insightful discussion, serve as
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valuable resources for the community, or could en-
able new collaborations. Submissions to the Proceed-
ings track, if not accepted, were automatically con-
sidered for the Findings track. Accepted publications
of both tracks were given a platform for presentation
and exchange through an in-person poster session.
This year, there were 136 submissions to the Pro-
ceedings and 76 submissions to the Findings track.
Of these, the organizing committee accepted 39 Pro-
ceedings and 71 Findings. Of all the accepted works,
16 were selected for presentation as lightning talks.

In addition to the submission tracks, ML4H 2023
offered a rich program to connect researchers and
stimulate discussions. Mentorship programs for au-
thors, reviewers, and career advice were meant to
bring together less experienced members of the com-
munity with senior researchers to provide advice,
feedback, and exchange of ideas. Research roundta-
bles were hosted at the symposium to allow a plat-
form for discussion about timely topics in machine
learning for health. Two optional thematic sessions
Machine learning for health equity and global health
and Generative AI for health: the road ahead were
created to highlight work on these relevant fields.
Awards for best Proceedings, Findings, Thematic,
and Newcomer papers were nominated to highlight
outstanding work submitted to the symposium. Also,
a Demonstrations track was held during the event to
showcase existing tools and projects that translate
cutting-edge research into real-world applications.

In this front matter, we provide an overview of the
ML4H 2023 symposium including the paper selection
process, submission statistics, and the entire program
(Section 2). Next, we will provide an analysis of the
accepted works and provide trends in the research
field based on the analyses of previous ML4H work-
shops and symposiums (Sarkar et al., 2020; Roy et al.,
2021; Parziale et al., 2022) (Section 3). In Section 4,
we comment on the current statistics of the ML4H
community. Lastly, we close with acknowledgments,
including a list of area chairs and reviewers for ML4H
2023.

2. Symposium

2.1. Program

Our program at ML4H 2023 included eight invited
talks from experts in fields related to our two the-
matic sessions. The program was divided across the
two themes, each session beginning with a 30-minute

invited keynote, followed by 20-minute talks by three
panelists and a 45-minute panel discussion. The
panel discussions included the keynote speaker as well
as the panel speakers.

The first thematic session was Global Health and
Health Equity. As artificial intelligence, and more
specifically machine learning (ML), and generative
AI continue to gain ground, research studies have
found that the models perpetuate unequal treatment,
biases, and stereotypes that especially affect groups
who are not largely represented in the training data
or involved in the ML pipeline. These groups tend
to either be from minority and disadvantaged groups
in high income countries or from the global south.
For ML to be beneficial for everyone, it is important
to address these limitations inclusively. Hence we in-
vited papers focusing on these areas as well as speak-
ers with experience working on ML for global health
and health equity generally. The session began with
a keynote talk by Elaine Nsoesie. It featured panel
speakers Emma Pierson, Milind Tambe, and Charles
Delahunt. During this session, we discussed machine
learning efforts to promote health equity and global
health, as well as investigations of bias, fairness, and
equity in machine learning models when applied to
health, both in local and global contexts.

The second session was Generative AI for Health:
the Road Ahead. In recent months, with Open AI’s
release of GPT 3.5, and Google’s release of Med-
PaLM, large language models have gained popularity
in health, with applications ranging from question
answering tasks to multimodal tasks such as radiol-
ogy report interpretation. We invited papers focus-
ing on this area as well as expert speakers leading this
emerging area. The session began with a keynote talk
by Marinka Zitnik. It featured panel speakers Mon-
ica Agrawal, Stefan Harrer, and Tao Tu. This session
focused on the use and development of generative AI
(such as large language models) for key problems in
health, where we discussed opportunities alongside
challenges, risks, and ethical questions.

In addition to speaker sessions, we also held two
lightning talk sessions for authors of accepted papers
to present their work; two poster sessions for authors
to present and attendees to ask questions; demonstra-
tions that were concurrent with the poster sessions
(Section 2.6); announcement of Best Paper Awards
and winners of a data challenge (Section 2.3); and re-
search roundtables near the end of the day (Section
2.5). Finally, the day concluded with an evening so-
cial at the Napoleon House, where ML4H 2023 par-
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ticipants could network, continue their discussions,
and enjoy a social atmosphere.
We structured the program to be heavier on pre-

sentations in the morning and afternoon, followed by
more open and mobile sessions (the second poster
session, research roundtables, and evening social), so
that the interesting content presented earlier in the
day could open up into fruitful discussions that flowed
into the evening, and hopefully into lasting conver-
sations and even collaborations beyond the sympo-
sium.

2.2. Paper Selection

Submission Statistics This year, we received 212
abstract submissions and 198 full submissions (Pro-
ceedings and Findings track) to the ML4H sympo-
sium, constituting an over 40% increase in submis-
sion volume compared to the prior year (Parziale
et al., 2022). This underscores the growing respect
for ML4H as a venue to discuss state-of-the-art tech-
nology at the intersection of machine learning and
health.
The program committee consisted of 19 area chairs

and 182 reviewers who completed a total of 505 re-
views. Each Proceedings submission received at least
three high-quality reviews, while each Findings sub-
mission received at least two. The sponsors had no
influence on the review process.
Out of the 136 submissions to the Proceedings

track, 39 were accepted to appear in the ML4H 2023
proceedings (acceptance rate of 28.7%). We allowed
reviewers to recommend transfers of papers from the
Proceedings track to the non-archival Findings track.
In total 31 Proceedings submissions were accepted
to the Findings track (22.8% transfer rate). Out of
the 76 submissions to the Findings track, 40 were
accepted (acceptance rate of 52.6%). As a result,
there were 71 submissions accepted to the Findings
track. The Findings paper were given the oppor-
tunity to be included in an ML4H arXiv index at
https://arxiv.org/abs/2312.00655.

2.3. Paper Awards

The General Chairs and Program Committee (Chairs
and Subchairs) worked together to select the paper
awards. Our awards consisted of:

• Best Proceedings paper (one winner and one
honorable mention): any paper accepted in the
Proceedings track was eligible,

• Best Findings paper (one winner and one honor-
able mention): any paper accepted in the Find-
ings track was eligible,

• Best Newcomer paper: any paper where the first
author was submitting to ML4H for the first time
was eligible,

• Best Thematic paper(s): any paper that was rel-
evant to the themes was eligible. For the Genera-
tive AI for Health theme, we included any paper
where the authors chose the topic “Generative
AI” as one of their paper’s related topics when
submitting their paper. For the Global Health
and Health Equity theme, we included any pa-
per where the authors chose the topic “Public
& Social Health”. Since this topic does not per-
fectly represent whole of the theme, the Work-
flow Chairs additionally went through the ac-
cepted papers and marked those that were rele-
vant to the theme.

We began by gathering a subset of papers that were
accepted in the Proceedings track and Findings track.
For each track, we ordered the papers by their aver-
age score from reviewers (in descending order). Then,
we used the score of the 10th paper in this ordering
as our cutoff and kept all papers that scored above
the cutoff. In the Proceedings track, the cutoff score
was 4.00 and 12 papers received an average score of
at least 4.00. In the Findings track, the cutoff score
was 3.75 and 11 papers received an average score of
at least 3.75. Finally, we also included all papers
that were marked as “Notable” by area chairs. This
resulted in 14 papers in total to review in the Pro-
ceedings track and 15 papers in total to review in the
Findings track.

For each of these papers, all six committee
members—two General Chairs, two Program Chairs,
and two Program Subchairs—reviewed the paper and
its reviews. The papers were evaluated on the basis of
similar criteria to the original reviews, with emphasis
placed on significance, i.e., how will this work guide
further development in the field of machine learning
for health? Based on these evaluations, we chose the
Best Proceedings winner and honorable mention from
the Proceedings subset of papers, the Best Findings
winner and honorable mention from the Findings sub-
set of papers, and the Best Newcomer paper as the
best paper across the two tracks that was eligible for
the Newcomer award. For the Best Thematic paper
awards, we further evaluated each of these papers in
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terms of their relevance to the theme and significance
within the theme’s subfield. Based on these criteria,
we chose one Best Thematic paper for each of the two
themes. We announced the award winners on the day
of the event in the morning session.

2.4. Mentorship Programs

This year, we ran three mentorship programs: (1)
author mentorship, (2) reviewer mentorship, and (3)
career mentorship. The author mentorship program
ran until the paper deadline, followed by the reviewer
mentorship program, which ran until the review pe-
riod was over, followed by the career mentorship pro-
gram, which occurred between the review period and
the symposium date. The overarching goal of these
programs was to provide hands-on guidance for valu-
able skills such as paper writing and reviewing, as well
as to share the knowledge and experience of members
within the ML4H community to make the field of ma-
chine learning for healthcare more accessible.

Author Mentorship To foster current and future
collaborations while also improving the overall qual-
ity of submissions, the ML4H author mentorship pro-
gram focuses on pairing senior researchers with less
experienced authors. For ML4H 2023, only those
with existing paper submission ideas and the inten-
tion of submitting to the Findings or Proceedings
track were eligible to participate as mentees. During
the application process, mentors and mentees were
asked about their primary and secondary areas of re-
search and then matched based on shared interests.
Mentorship occurred throughout various stages of the
research process, with mentors providing feedback
and suggestions for improvement on aspects such as
research design direction, existing and potential mod-
els and experiments, analysis of results, and the pre-
sentation and organization of the final paper submis-
sion.
The Author Mentorship Program began to solicit

applications in May 2023 and accepted applications
on a rolling basis through August 2023, just prior
to the ML4H submission deadline. Participants were
encouraged to have bi-weekly one-hour meetings to
discuss progress (e.g., mentors and mentees paired
during the first round of matches in early June would
have approximately four one-hour meetings over the
course of eight weeks).
In total, 54 mentees and 23 mentors participated

in the program. Among mentees, 50% identified as
male, 46% as female, and 4% chose not to disclose

their gender. With respect to race or ethnicity, 39%
of mentees identified as Asian; 30% as Black, African,
or African American; 13% as white; 7% were Middle
Eastern or North African; 4% identified with 2 or
more races; 0.5% were Hispanic or Latinx; and 4%
chose not to disclose their race or ethnicity. With
respect to training status, 52% were PhD students,
39% of mentees were undergraduate or master’s stu-
dents, 6% were post-doctoral fellows, and 4% were
professors with expertise in fields other than machine
learning.

To evaluate the Author Mentorship Program and
drive future improvements, participants were asked
at the conclusion of the program to complete an on-
line survey to share feedback regarding their experi-
ences. Most mentors and mentees responded to the
survey positively. The majority rated their experi-
ence in the program as either very good or excellent,
with a median score of 4 based on a 5-point Likert
scale ranging from 1 (poor) to 5 (excellent). Most re-
spondents also stated that they were either likely or
very likely to participate in the program the following
year, with a median score of 4 among mentees and 5
among mentors based on a 5-point Likert scale rang-
ing from 1 (very unlikely) to 5 (very likely). Primar-
ily, mentors considered mentor-mentee matching as
the main roadblock to a successful experience (69%),
while mentees instead most commonly cited time con-
straints (71%) as the major roadblock. Based on par-
ticipant feedback, in subsequent years, the Author
Mentorship program will seek to start the program
earlier in the calendar year as well as recruit mentors
with a more diverse set of research expertise in or-
der to meet matching demands and the interests of
mentees.

Reviewer Mentorship The Reviewer Mentorship
Program is designed to elevate the capabilities of ju-
nior reviewers by matching them with senior review-
ers, with the ultimate goal of refining the review pro-
cess. The program’s foundation is the professional de-
velopment of junior reviewers, who are graduate stu-
dents, through a systematic approach that includes
the evaluation of academic papers, in-depth feedback
discussions, and guidance in responding to authors.
The purpose of the reviewer mentorship program also
extends beyond skill development; it’s about building
new connections within the ML4H community and el-
evating the overall quality of the review process. The
expectation of this program is twofold: mentors will
provide constructive feedback on review drafts, and
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mentees will refine their reviews accordingly. These
interactions not only improve the immediate qual-
ity of reviews but also foster a culture of continuous
learning and collaboration.

This year, 111 individuals applied for the program,
and 97 confirmed their participation through Open-
Review. We succeeded in pairing 35 mentors with
62 mentees. The mentors, who had at least a doc-
toral degree with significant review and publication
experience, voluntarily took on the role of providing
guidance. Their expertise ensured that the match
with mentees was based on shared research interests
and appropriate levels of experience, and they also
had input on the number of mentees they preferred
to mentor. In addition to the post-completion survey
for retrospective feedback, we also utilized a check-
in form that provided actionable insights throughout
the program.

Participants represented a diverse cross section
of the ML4H community, with their ethnic and
race backgrounds including categories such as Asian
(50%), North African and African American (22%),
Middle Eastern (5%), Hispanic (1%), and other (4%).
Gender-wise, 60% of the participants are male, 37%
female, and 3% prefer to not say. The technical and
academic background of the participants include se-
nior PhD students (33%), junior PhD students (24%),
postdoc (6%), professor (5%), industry PhD holders
(9%), industry with 10 years experience in ML (9%),
master students (12%), and government PhD hold-
ers (2%). This diversity contributed to the richness
of the program, enabling a confluence of varied in-
sights and experiences. The clarity of the program’s
expectations was well-acknowledged, with the major-
ity finding the matching process between participants
effective, reflecting the program’s success in fostering
compatible and beneficial pairings. Mentorship con-
nections formed a core part of the program’s success,
with many participants reporting the establishment
of meaningful relationships.

The feedback sessions between the mentors and
mentees were a critical component, with a large por-
tion of participants finding them instrumental in en-
hancing their review skills and providing constructive
guidance. However, communication challenges were
reported, indicating a need for improved interaction
strategies and better communication of expectations.
Finally, the willingness of participants to re-engage
with the program was high, with approximately 89%
expressing a desire to participate again next year.

Career Mentorship The goal of the career men-
torship program is to match mentees with mentors
capable of offering guidance on various career-related
subjects, such as formulating a comprehensive re-
search plan, engaging in healthcare research within
the industry, and maintaining a healthy work-life bal-
ance. This year, the program included two compo-
nents: a one-hour group mentoring workshop and a
twenty-minute individual mentoring session. While
the one-hour group mentoring provided mentees with
more general career tips, where selected mentors
shared their career experiences and lessons learned,
the individual mentor-mentee sessions provided a
more informal environment for the mentee to ask spe-
cific and individual questions. In this year’s program,
a total of 122 mentees and 42 mentors enrolled and
were matched based on their experience and interest.
We also honored specific requests from the mentees
who asked to be paired with mentors with similar ex-
periences (e.g., how to transition from a medical doc-
tor background to machine learning) or who spoke the
same language. The mentees’ backgrounds ranged
from high-school seniors to professors, with most
mentees being Master/Undergrad students (31%) or
PhD students 3rd year or higher (27%). Similarly,
most mentors were PhD students in their 3rd year or
higher (28%) or on industry jobs after having com-
pleted a PhD (21%). While the home institution of
the mentors was mainly located in North America
(66%), most of the mentees were from North Amer-
ica (48%), Africa (22%), and Asia (20%).

2.5. Research Roundtables

The goal of the research roundtables is to foster
smaller group discussions on specialized topics of in-
terest to the ML4H community. In light of the
successful reception of the hybrid roundtables dur-
ing ML4H 2022 (Parziale et al., 2022), we contin-
ued these sessions in an in-person format for ML4H
2023. We adopted the topics from the previous year
and added descriptions to the topics. The structure
of a roundtable session followed that of ML4H 2021
and ML4H 2022 (Roy et al., 2021; Parziale et al.,
2022), including invited senior and junior chairs for
each topic. Senior chairs were the invited experts in
each topic domain who led the sessions, while junior
chairs were students who were responsible for mod-
erating them. This year, we hosted 11 roundtables,
with detailed lists of topics and their chairs provided
in section 2.5.
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Roundtable Topics and Chairs

1. Health AI Collaborations, Deployment,
and Regulation: One of the barriers to de-
ploying AI models in healthcare is the ability to
safely and effectively integrate models into clin-
ical workflows. What are different factors one
should consider in presenting AI models to clin-
icians that result in effective clinician-AI collab-
orations, and how do we know if these models
truly have a significant impact within the health-
care setting? What are the desires of caregivers
and clinicians, and what aspects are still lack-
ing? Furthermore, there has been an increased
focus on AI regulation by policymakers and in-
dustry players in the last few years. How do we
ensure all stakeholders are considered in AI pol-
icy, and who should be in charge of writing such
regulation, if at all?

• Senior Chair: Jason Fries, Parisa Rashidi

• Junior Chair: Rahul Thapta, Hussein
Mozannar

2. Integrating AI into Clinical Workflows:
The rate of AI progress in the last few years
seems to have major implications for the types of
models we train for healthcare purposes. With
the types of models we train constantly chang-
ing, how can we develop model-agnostic methods
to integrate AI into clinical workflows?

• Senior Chair: Brett Beaulieau-Jones, Xuhai
Orson Xu

• Junior Chair: William Jongwon Han,
Nikita Mehandru

3. Health AI Foundation Models: Foundation
models train on large amounts of data, and there
might be benefits to combining the data from
multiple sources (hospitals) and over-training
separate foundation models for each hospital.
What are the pros and cons of doing so?

• Senior Chair: Matthew McDermott, Tris-
tan Naumann

• Junior Chairs: Michael Wornow, Vlad
Lialin

4. Large Language Models and Healthcare:
What are some low-hanging fruit opportunities
to use large language models in healthcare?

• Senior Chair: Monica Agrawal

• Junior Chair: Xin Liu, Alejandro Lozano

5. Multimodal AI for Health: How to ef-
fectively integrate multiple data sources (e.g.,
Electronic Health Records (EHRs), images, ge-
nomics) for ML applications in healthcare? How
does this work in real-time in a hospital?

• Senior Chair: Marinka Zitnik

• Junior Chair: Jiacheng Zhu, Rafal Dariusz
Kocielnik

6. Health AI Model Development and Gen-
eralizability: Applying ML models in prac-
tice could face multiple challenges including
domain shift, annotation quality, and out-of-
distribution. How can we ensure the robustness
and generalizability of a model?

• Senior Chair: Berk Ustun

• Junior Chair: Haoran Zhang, Keith Harri-
gian

7. Health AI and Accessibility: Making AI ac-
cessible to all in healthcare is important, but “ac-
cessibility” could encompass many things such as
infrastructure, compute resources, or access to
healthcare in the first place. What are the dif-
ferent components of the healthcare system that
could improve patients’ accessibility to health
AI, and how do these different components play
into the development of AI models?

• Senior Chair: Edward Choi, Kristen Yeom

• Junior Chair: Edward Lee

8. Health AI and Patient Privacy: How can
we preserve patient privacy and maintain data
security while leveraging machine learning tech-
niques in healthcare?

• Senior Chair: Gamze Gürsoy

• Junior Chair: Milos Vukadinovic

9. Bias/Fairness in Health AI: Despite its po-
tential, the application of machine learning in
healthcare has often resulted in models that re-
flect and reinforce existing health disparities.
How can machine learning promote fairness and
enhance global health outcomes?
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Figure 1: Scope of the new ML4H Demo Track.

• Senior Chair: Marzyeh Ghassemi, Emma
Pierson

• Junior Chair: Aparna Balagopalan, Sarah
Jabbour

10. ML for Survival Analysis & Epidemiol-
ogy/Population Health: Where do we stand
with ML’s role in population health? How can
ML be applied for time-to-event survival anal-
ysis? How ML is aiding in preventing and re-
sponding to outbreaks of infectious diseases?

• Senior Chair: George Chen, Sanjat Kanjilal

• Junior Chair: Vincent Jeanselme

11. Causality: How can recent advances in AI/ML
help discover causal relations using clinical data?
To what extent can we use observational data to
emulate randomized trials, to evaluate the causal
effect of any treatment?

• Senior Chair: Michael Oberst, Linying
Zhang

• Junior Chair: Katherine Matton, Ilker
Demirel

2.6. Demonstrations Track

This year, ML4H is excited to introduce a new com-
ponent to the program - the Call for Demonstrations.
Increasing numbers of Machine Learning-based Soft-
ware as Medical Devices are approved by organiza-
tions such as US FDA, China NMPA, or EU CE
among others. As the ML4H field continues to ma-
ture and differentiate, there is a growing need for an
interface where assumptions prevalent in ML4H re-
search can be validated against the challenges, solu-
tions, and maturity of real-world ML4H tools. The

Figure 2: Flow of applications and accepted submis-
sions to the ML4H 2023 Demo Track.

ML4H Demo track aims at submissions that demon-
strate real-world applications of ML4H technologies,
bridging the gap from proof-of-concept to practical
utility (Figure 1). Submissions will be evaluated ac-
cording to the following process and criteria.

We received 27 applications for the first demo
track. Applicants had to submit a one-page spec
sheet and disclose information about the tool and its
machine learning components in a form. The submis-
sions were evaluated based on:

• Scope of demo falls within ML4H call

• Maturity of the tool or project (e.g., used but
approval not necessary, in approval process, ap-
proved by a notified body)

• Quality and clarity of the submission

• Highlighting the role of machine learning meth-
ods as a source of solutions or challenges during
the development or deployment of the tool.

Six submissions passed the selection criteria (Fig-
ure 2) and were invited to present their demos in-
person at the symposium. The first batch of ML4H
demos, in random order, comprise:

1. CarDIA-AI Angiogram Triage Tool by Jeremy
Petch, Shuang Di and Walter Nelson from CRE-
ATE, Hamilton Health Sciences

2. Vivalution: AI-Powered Digital Cell Morphol-
ogy Platform by S Sree Niranjanaa Bose, Murali
Mohan, S Guruprasad, Shefali Hemanth Karve,
Anandarama Marvi Hebbar, and Ayan Debnath
from Bosch Global Software Technologies, India

3. COMPASS: Versatile Research Platform for
Clinical Studies by Samuel Kim and Min Sang
Kim from Cipherome Inc., San Jose, USA
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4. CheXchoNet: A Tool for Structural Heart Dis-
ease Detection by Shreyas Bhave and Pierre
Elias from Columbia University, Department of
Biomedical Informatics

5. Vivaray hb/hb pro: Point-of-Care Hemoglobin
Measuring Solution by S Sree Niranjanaa Bose,
Murali Mohan, S Guruprasad, and Shefali He-
manth Karve from Bosch Global Software Tech-
nologies, India

6. A Clinically Actionable Finding on the Path to
Identifying and Predicting Pediatric Sepsis by
Shems Saleh, William Ratliff, Marshall Nichols,
Mike Revoir, Michael Gao, Mark Sendak, Suresh
Balu, and Emily Sterrett from Duke Institute for
Health Innovation

3. Analysis of Accepted Works

3.1. Structured Data Analysis

We asked authors to report the subject of their ac-
cepted proceedings and findings papers and used data
modalities. Accordingly, we also asked reviewers and
area chairs during registration for their expertise re-
garding the same topics and data modalities. Review-
ers and area chairs were allowed to select multiple
topics and data modalities. Note that due to a techni-
cal issue, authors were unable to choose the subjects
Transfer Learning and Computer Vision and the data
modality Graph and Network. Reviewers and area
chairs could not select Tabular as a data modality.
Figure 3 contains the ratios of the subjects for each
subgroup sorted by the accepted submissions. The
top five topics are Supervised Learning, Generative
Models, Representation Learning, Public and Social
Health, and Unsupervised Learning. In comparison
to the topic topics of last year (Parziale et al., 2022),
Generative Models gained and Explainability and In-
terpretabilty lost relevance. Generally, the overlap
between submitted papers and expertise reported by
reviewers and area chairs overlapped. Only very few
reviewers and area chairs chose the category Other.

The results for the data modalities are shown in
Figure 4. The top three data modalities are Time
Series, Tabular, and Images. Again, the overlap be-
tween submitted papers and reported expertise is
generally high.

3.2. Topic Modeling

Similar to last year (Parziale et al., 2022), we per-
formed topic modeling over the text of accepted pro-
ceedings and findings papers using a Latent Dirich-
let allocation (Blei et al., 2003; Syed, 2019). The
marginal topic distributions are shown in Figure 5.
The top topics are Representation Learning, Medical
Imaging Analysis, and NLP and Dataset. Compared
to the previous edition of the symposium, (Parziale
et al., 2022), only Medical Imaging Analysis, Treat-
ment Prediction, EHR, and ML4H or similar were
also identified last year. The topic distributions of
ML4H 2021 and 2020 (Roy et al., 2021; Sarkar et al.,
2020) are quite different indicating the change of in-
terest over the years.

4. The ML4H Community

The previous year has brought forth significant ad-
vancements in several fields in machine learning with
potential major implications for healthcare, from
large language models that have improved clinical
question answering (Singhal et al., 2023) and protein
design (Madani et al., 2023), to increased AI gov-
ernance as reflected by the US Executive Order on
the Safe, Secure, and Trustworthy Development and
Use of Artificial Intelligence (White House, 2023). As
a result, the size of the machine learning for health
community continues to grow, as reflected by both
the number of paper submissions (as described in Sec-
tion 2.2), and the number of attendees in symposiums
such as ML4H.

This year, following the lead of many machine
learning conferences, ML4H has returned to an in-
person only format. As of November 29th, 221 atten-
dees have registered for the event. This represents
an increase of 17% compared to the same date the
previous year. During registration, we asked several
optional questions to attendees, aiming to assess the
diversity within the community, as well as to guide
us in fostering equity, diversity, and inclusion in the
event program.

4.1. Geographic Distribution

Of the 87.1% of attendees who indicated their country
of residence, 69.3% reside in North America, 21.3%
reside in Europe, 7.9% reside in Asia, and the remain-
der from Africa and Oceania. The most represented
nation is the United States of America, followed by
Switzerland, the United Kingdom, and Canada.

8



ML4H 2023 Frontmatter

Figure 3: Self-reported topics of accepted submissions and expertise of reviewers and area chairs.

Figure 4: Self-reported data modalities of accepted submissions and expertise of reviewers and area chairs.
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Figure 5: LDA marginal topic distribution of accepted works in ML4H 2023.

4.2. Primary Community

Similar to previous years, we found that the major-
ity of participants (78.1%) identified Machine Learn-
ing / Computer Science as their primary community.
12.4% selected Health / Medicine as their primary
community, 4.8% selected Informatics, and 4.8% se-
lected Other.

4.3. Background and Experience

The ML4H symposium continues to attract partici-
pants from a diverse set of backgrounds. This year
57.4% of attendees are students. Of the remainder,
57.1% have a background in academia, 35.2% in in-
dustry, and 3.8% in government. We also see a broad
distribution in the levels of experience. Of the par-
ticipants who provided their age group, the majority
(56.3%) are between the ages of 21 and 30; 30.5% are
between 31 and 40, and 9.7% are older than 40.

5. Conclusions

The research field of machine learning for healthcare
is steadily growing and maturing. The third Ma-
chine Learning for Health symposium aimed to fur-
ther support this progress in the field and the commu-
nity. This year, we offered a Proceedings and Find-
ings track to submit research works. The submission
rate grew by over 40% and the preliminary registra-
tions by 17% emphasizing the relevance of the field.
Four paper awards were introduced to highlight ex-
ceptional submissions. ML4H 2023 brought together

machine learning researcher, clinicians, and health-
care data scientists. Invited talks and thematic ses-
sions pointed out timely challenges for the field. To
stimulate discussions and exchange of ideas among
participants, ML4H offered poster sessions, research
roundtables, and a social evening event. We intro-
duced a new Demonstrations Track to showcase suc-
cessful translations of machine learning for health re-
search into practical applications. A cornerstone of
ML4H are its mentorship programs to support new
members of the community with advice from more se-
nior researchers. In total, 338 mentors and mentees
from diverse backgrounds participated in these pro-
grams underlining its impact. ML4H continues to
serve as an interdisciplinary and international ex-
change platform for cutting-edge research in machine
learning for health.
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