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Abstract

The accurate classification of lymphoma sub-
types using hematoxylin and eosin (H&E)-
stained tissue is complicated by the wide range
of morphological features these cancers can ex-
hibit. We present LymphoML - an interpretable
machine learning method that identifies mor-
phologic features that correlate with lymphoma
subtypes. Our method applies steps to process
H&E-stained tissue microarray cores, segment
nuclei and cells, compute features encompass-
ing morphology, texture, and architecture, and
train gradient-boosted models to make diag-
nostic predictions. LymphoML’s interpretable
models, developed on a limited volume of H&E-
stained tissue, achieve non-inferior diagnostic
accuracy to pathologists using whole-slide im-
ages and outperform black box deep-learning on
a dataset of 670 cases from Guatemala spanning
8 lymphoma subtypes. Using SHapley Additive
exPlanation (SHAP) analysis, we assess the im-
pact of each feature on model prediction and
find that nuclear shape features are most dis-
criminative for DLBCL (F1-score: 78.7%) and
classical Hodgkin lymphoma (F1-score: 74.5%).
Finally, we provide the first demonstration that
a model combining features from H&E-stained
tissue with features from a standardized panel
of 6 immunostains results in a similar diagnostic
accuracy (85.3%) to a 46-stain panel (86.1%).
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1. Introduction

Lymphomas are abnormal proliferations derived from
lymphocytes (Jamil and Mukkamalla, 2021). The
process of precisely diagnosing lymphomas requires
knowledge of the clinical history (e.g. site of involve-
ment, history of solid organ transplant) and morpho-
logic evaluation of hematoxylin and eosin (H&E)-
stained tissue by a trained pathologist (Swerdlow
et al., 2016). After evaluation of the H&E-stained
slide and relevant clinical information, one or a few
diagnoses are deemed most likely to guide ancil-
lary testing: immunohistochemical (IHC) stains, flow
cytometry, and cytogenetic and molecular studies
(Wang and Zu, 2017; Sun et al., 2016). Unlike some
fields of pathology, in which a definitive diagnosis is
frequently possible using H&E-stained tissue alone,
for lymphoma diagnosis, IHC stains or flow cytome-
try are essential in most cases. This is because identi-
fying the cell of origin for lymphomas (B-cell, T-cell,
and NK cells) is essential for definitive diagnosis and
treatment (Nowakowski et al., 2019), but this can-
not be reliably determined based on the H&E-stained
section alone. In contrast to the H&E-stained sec-
tion, which is inexpensive and widely available, IHC
stains and flow cytometry require costly equipment,
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Figure 1: LymphoML Approach. We extract morphological, spatial, and textural features from seg-
mented nuclei and cells in pathology images. We characterize the statistical distribution of each feature
by computing summary metrics across the patch. These aggregated statistics are input features to train
machine learning models to predict lymphoma subtypes.

expensive reagents, and trained personnel. Experi-
enced pathologists often require fewer ancillary stud-
ies, and thus greater experience may lead to more ef-
ficient resource utilization. However, worldwide, the
shortage of pathologists is so great that modest im-
provements in the efficiency of pathologists is unlikely
to make a significant impact in reducing the costs of
lymphoma diagnosis (Metter et al., 2019; Eniu et al.,
2017). Thus, strategies that can help general patholo-
gists reduce the number of ancillary studies may help
to reduce the cost of lymphoma diagnosis.

Machine learning tools applied to diagnostic
pathology have shown promise in analyzing H&E-
stained images, achieving high accuracies ranging
from 94-100% when classifying between a small num-
ber of lymphomas (ranging from 2-4 diagnostic cate-
gories: diffuse large B-cell lymphoma (DLBCL), non-
DLBCL (Li et al., 2020); DLBCL, Burkitt lymphoma
(BL) (Mohlman et al., 2020); DLBCL, follicular lym-
phoma (FL), reactive lymphoid hyperplasia (Miyoshi
et al., 2020); chronic lymphocytic leukemia (CLL),
FL, mantle cell lymphoma (MCL) (Janowczyk and
Madabhushi, 2016; Brancati et al., 2019; Zhang et al.,
2020); benign, DLBCL, BL and small lymphocytic
lymphoma (Achi et al., 2019)). However, classifying
between a small number of lymphoma subtypes does
not reflect the full scope of complexity encompassed
in pathologist workflows. Tools that can accurately
distinguish among a larger number of diagnostic cat-
egories may provide greater clinical value for diagnos-
tic pathologists in real-world settings. Furthermore,
AI tools may be useful in low-middle income coun-

tries by 1) screening specimens to reduce the number
of slides that require pathologist review, 2) allowing
diagnoses to be made using inexpensive and widely
available H&E-stained sections alone, or 3) allowing
pathologists to maximize the diagnostic yield from
the H&E to minimize the number of IHC-stained sec-
tions necessary to make an accurate diagnosis.

Despite prior studies achieving high performance
using black-box deep-learning methods, our work
highlights an interpretable, feature-engineering ap-
proach for lymphoma subtyping. We hypothesized
that feature-engineering methods might out-perform
deep-learning due to the limited number of labeled
examples for specific lymphomas in our dataset. Ad-
ditionally, our model’s predictions can be explained
using techniques like SHapley Additive exPlanation
(SHAP) analysis (Lundberg and Lee, 2017). Model
explainability is a critical component for the safety
and acceptance of AI workflows in clinical practice
(Evans et al., 2022).

In this work, we introduce LymphoML, an inter-
pretable machine learning approach for lymphoma
subtyping into eight diagnostic categories. Lym-
phoML segments nuclei and cells, extracts morpho-
logical, textural, and architectural features, and ag-
gregates them into patch-level feature vectors to train
classification models. LymphoML achieves an accu-
racy of 64.3% on a dataset of 670 lymphoma cases
from Guatemala using only H&E-stained TMA cores
and demonstrates non-inferiority to hematopatholo-
gists and general pathologists. LymphoML’s inter-
pretable machine learning models outperform deep-
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learning: TripletNet (52.8%) and ResNet (53.5%)
due to small data samples for specific diagnostic cat-
egories. Using the SHapley Additive exPlanation
(SHAP) method, we find that nuclear shape features
are most discriminative, especially for diffuse large
B-cell lymphoma (F1-score: 78.7%), classic Hodgkin
lymphoma (F1-score: 74.5%), and mantle cell lym-
phoma (F1-score: 71.0%). Finally, combining infor-
mation from the H&E-based model with a limited
set of immunohistochemical (IHC) stains results in a
similar diagnostic accuracy (85.3%) as with a larger
set of IHC stains (86.1%). Our work suggests a po-
tential way to incorporate machine learning into clin-
ical practice to reduce the number of expensive IHC
stains while achieving similar diagnostic accuracy.

2. Methods

2.1. Dataset

The cases used for this study were selected and tis-
sue microarrays (TMAs) were constructed as previ-
ously published (Valvert et al., 2021). Valvert et al.
(2021) retrospectively reviewed medical records to
identify formalin-fixed, paraffin-embedded (FFPE)
biopsy specimens obtained at Instituto de Cancerolo-
gia y Hospital Dr. Bernardo Del Valle (INCAN) be-
cause of clinical suspicion of lymphoma between 2006
and 2018. One-half of each FFPE block was shipped
to Stanford University for H&E whole-slide image
(WSI) generation. Two hematopathologists reviewed
the slides, selected regions of interest (ROIs), and in-
cluded two cores from each sample for tissue microar-
ray (TMA) construction. The H&E-stained TMAs
were scanned at 40x magnification (0.25 µm per pixel)
on an Aperio AT2 scanner (Leica Biosystems, Nuss-
loch, Germany) in ScanScope Virtual Slide (SVS) for-
mat. Diagnoses were established based on the World
Health Organization (WHO) classification (Swerdlow
et al., 2016) and then binned into 8 categories: ag-
gressive B-cell (Agg BCL), diffuse large B-cell (DL-
BCL), follicular (FL), classic Hodgkin (CHL), mantle
cell (MCL), marginal zone (MZL), natural killer T-
cell (NKTCL), or mature T-cell lymphoma (TCL).
The selected categories were therapeutically driven
as described in Supplemental Table 2A in Valvert
et al. (2021); diagnoses that are binned together re-
quire administration of similar treatment procedures.
Only a relatively small number of relevant categories
were not included such as CLL, small lymphocytic
leukemia, carcinoma, plasma cell neoplasm, and non-

malignant cases (reactive lymphoid hyperplasia). For
a full list of the categories considered in this study
and the categories excluded, see Supplemental Table
2A in Valvert et al. (2021). All of the TMA blocks
(seven total) were also stained for 46-different mark-
ers by IHC stains (Valvert et al., 2021). Each IHC-
stained TMA was assessed by a hematopathologist
to determine if the lymphoma cells were positive or
negative for the marker. The complete list of cases
with the associated IHC results is provided in Sup-
plementary Table 2. The distribution of cases in each
lymphoma subtype is provided in Table B.1. Of 670
FFPE biopsy specimens, 68 failed quality control (did
not have sufficient tissue per core, missing ground-
truth diagnoses) and were excluded from the dataset.
The remaining 602 samples were split at a core-level
into training, validation, and test splits with 70% of
the tissue microarray (TMA) cores for training, 10%
for validation to tune hyperparameters, and 20% for
testing. Stratified sampling was used to proportion-
ally represent the eight diagnostic categories in each
of the training, validation, and test sets (Figure A.3).

2.2. Patch Extraction

The H&E-stained tissue cores were indicated by
hematopathologists using Qupath (Bankhead et al.,
2017). From each tissue core, we extracted a fixed
number of non-overlapping patches at 40x magnifica-
tion, starting from the top-left and proceeding until
the bottom-right corner. We omitted patches that
were mostly white and contained little tissue. Specif-
ically, background was defined as pixels with satura-
tion value less than 0.05 in HSV space, and we ex-
cluded patches where more than 95% of the pixels
were background.

2.3. Nuclei and Cell Segmentation

We considered two different deep-learning based nu-
clear segmentation models: HoVer-Net (Graham
et al., 2019) and StarDist (Schmidt et al., 2018) to
segment every nucleus inside the H&E-stained TMA
cores. HoVer-Net uses a neural network based on a
pre-trained ResNet-50 architecture to extract image
features. StarDist is powered by a pre-trained deep-
learning CNN that predicts a suitable shape repre-
sentation (star-convex polygon) for each cell nucleus.
We normalized the input image pixel intensities to
the range 0.0 to 1.0 using percentiles of 1 and 99 to
clip the bottom and top 1% of pixel values to 0.0 and
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1.0. Then, we ran StarDist, which operated inde-
pendently on each TMA core and produced an out-
put image segmenting all individual cell nuclei in the
core. We selected StarDist as the nuclei segmentation
algorithm for all our cases. We measured the agree-
ment of HoVer-Net’s and StarDist’s nuclei segmenta-
tions by computing the mean Intersection over Union
(mIOU) over all segmented patches. We obtained a
mIOU of 0.762. Additionally, we found that the best-
performing H&E-only models utilizing features ex-
tracted from StarDist achieved marginally higher top-
1 accuracy (64.3%) than the best-performing models
using features extracted from HoVer-Net (61.5%).

2.4. Feature Extraction

We used the per-nucleus binary segmentation masks
output by StarDist to compute geometric features
for each cell nucleus using methods similar to those
by Vrabac et al. (2021). Using manually extracted
features allowed our models to produce interpretable
results and facilitated identification of features that
were most important in driving the classification us-
ing SHAP (SHapley Additive exPlanations, described
below) (Lundberg and Lee, 2017). We calculated fea-
tures such as Feret diameters, convex hull area of
the segmented nucleus, and derived geometric fea-
tures including measures of circularity, elongation,
and convexity. To obtain a richer feature set, we
used CellProfiler (Carpenter et al., 2006), an open-
source tool for analyzing biological images, to extract
quantitative features of the morphology, color inten-
sity, and texture of segmented nuclei and cells. We
constructed an image analysis pipeline in CellProfiler
consisting of modules to process the H&E cores, iden-
tify nuclear and cell boundaries, and measure features
of the identified objects (Figure 1). First, a color
deconvolution was performed on each patch to cre-
ate separate hematoxylin and eosin-stained images in
grayscale. Next, we ran StarDist on the hematoxylin
image to produce a binary mask segmenting the nu-
clei. The nuclei were subsequently used as a refer-
ence to identify secondary objects such as the cells
and cytoplasm. Finally, we extracted size, shape (e.g.
bounding box area, minor axis length), color intensity
(e.g. mean intensity, integrated intensity), and tex-
tural features from the detected cells and nuclei. The
full list of features extracted by CellProfiler is pro-
vided in Table B.3 (Stirling et al., 2021). To obtain a
single feature vector for each patient, each of the fea-
tures was aggregated across all nuclei in a patch by

their mean, standard deviation, skew, kurtosis, and
percentiles, yielding a total of 1595 features for each
patient.

Spatial Relationship Features. To model spatial
relationships between nuclei, we considered architec-
tural features from two sources: 1) CPArch: features
that contain architectural information provided by
CellProfiler (BoundingBoxMaximum, Center), and 2)
CT: spatial features representing clustering tendency
(CT) using Ripley’s K function. We followed the
steps described in Subramanian et al. (2018) to com-
pute CT. We used centroid coordinates (in pixels) to
define cell locations in each patch and computed val-
ues of the self-K function at different radii. The op-
timal radii range was determined by cross-validation.
The resulting vector consisting of self-K function val-
ues at each radius was used as the patch’s CT feature.
When performing lymphoma subtype predictions, we
concatenated CPArch and CT vectors directly with
the rest of the features.

2.5. Models

We used LightGBM (Ke et al., 2017), a tree-based
machine learning algorithm that employs a gradient
boosting framework. We handled class-imbalance by
preserving the label distribution when splitting the
dataset and made sure patches from the same pa-
tient were in the same data split. To correct the
bias induced by class-imbalance during model train-
ing, we used focal loss (Lin et al., 2017) and turned on
‘balanced’ mode in LightGBM to adjust weights in-
versely proportional to class frequencies in the input
data. We used 5-fold cross-validation for all experi-
ments. We experimented with hyperparameter tun-
ing on the number of leaves, maximum depth, and
number of epochs for gradient-boosting models.

For deep-learning models, we divided cores into
patches of 224x224 pixels with 50% overlap data
augmentation and filtered patches as described in
“Patch Extraction.” Patch pixels were normalized
to have mean 0, variance 1. We fine-tuned two
open-source models pretrained on H&E patches – a
ResNet-50 self-supervised on several tasks and can-
cers with H&E and IHC-stained slides (He et al.,
2016) and a specialized TripletNet architecture pre-
trained on CAMELYON16 (dataset of breast cancer
H&E WSIs) (Srinidhi et al., 2022). We experimented
with hyperparameter tuning on the learning rate (in
the range: 1e-2, 1e-3, 1e-4, 1e-5) and unfreezing dif-
ferent numbers of layers of the pre-trained Triplet-
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Net and ResNet while fine-tuning. The deep-learning
results we reported use the best identified hyperpa-
rameters (learning rate: 0.001, allowing weights in all
layers to update during fine-tuning) on the validation
set. Focal loss was used to handle class-imbalance
with normalized weights generated from label pro-
portions on the training set and a gamma parameter
of 2.0. The model was updated by an Adam Opti-
mizer (Kingma and Ba, 2014) with a learning rate of
0.001 and batch size of 128 for 100 epochs.

2.6. Feature Importances

We used the SHapley Additive exPlanation (SHAP)
method to quantify the impact of each feature
on the trained model (Lundberg and Lee, 2017).
The SHAP method explains prediction by allocating
credit among input features; feature credit is calcu-
lated using Shapley Values as the change in the ex-
pected value of the model’s predicted score for a la-
bel when a feature is present versus absent. We also
grouped related morphological features into different
categories and ran SHAP on the feature groups. We
summed the raw SHAP values within each group to
estimate the group’s importance.

2.7. Evaluation

We assessed the performance of our models (index
test) in predicting the ground-truth WHO diagno-
sis (reference standard) for each case. The asses-
sors of the reference standard reviewed H&E slides
and IHC results to classify each specimen accord-
ing to the WHO classification (Valvert et al., 2021).
We additionally compared our models to human-
benchmark pathologists. The H&E-stained TMA
cores/WSIs were reviewed by hematopathologists
who were blinded to all other clinical data including
immunohistochemical stains and the final histopatho-
logic diagnosis (reference standard result). Other
than the H&E-stained tissue, no additional clinical
information were provided to the human-benchmark
pathologist or to our models.
We analyzed model performance by top-1 accuracy,

F1 score, AUROC, sensitivity, and specificity. Top-1
accuracy, the proportion of examples for which the
predicted label matches the target label, provides a
direct measure of model/pathologist performance and
was used in several prior works including Li et al.
(2020) and Steinbuss et al. (2021). We calculated
metrics for each label individually and their weighted
average across all labels. We weight by the support,

the number of true instances for each label, to account
for class imbalance. Let k represent the total number
of labels, n represent the total number of examples,
and |yi| represent the number of examples with label
i. We compute the weighted F1 score:

Weighted F1 Score =
1

n

k∑
i=1

|yi| ∗ F1 Scorei (1)

We followed a similar procedure to calculate
weighted sensitivity, specificity, and AUROC met-
rics. We computed 95% CIs using non-parametric
bootstrapping from 1,000 bootstrap samples. These
metrics are summarized in Table B.6 for models us-
ing features extracted from H&E-stained tissue only.
We performed paired t-tests checking for any signif-
icant differences and equivalence (TOST) relation-
ships by comparing the top-1 accuracy of the Best
H&E Model with pathologists on H&E-stained TMA
cores and WSIs. The two-tailed paired t-test between
the Best H&E Model and Pathologist checks whether
the mean difference for a particular metric (e.g. top-1
accuracy) between the two methods is zero. The sig-
nificance level is 5%. Let µBest H&E Model represent
the mean of a metric (e.g. mean top-1 accuracy) for
the Best H&E Model and µPathologist represent the
mean of a metric for the Pathologist. TOST consists
of two one-tailed paired t-tests with the following null
hypothesis:

|µBest H&E Model − µPathologist| ≥ +∆ (2)

Statistical test results are summarized in Table
B.10. This study was conducted in compliance with
STARD guidelines (Supplementary Table 1).

3. Results

3.1. Nuclear Morphology

We first tested whether nuclear shape features had
higher diagnostic yield than nuclear texture or cyto-
plasmic features for classifying lymphoma subtypes.
The model using only nuclear features achieved 59.7%
([51.2%, 68.2%]) top-1 test accuracy, while models
using nuclear texture or cytoplasmic features alone
achieved slightly lower accuracy (Table B.6). Adding
nuclear texture or cytoplasmic features to the nuclear
shape features marginally improved performance by
1-2%. We analyzed model performance by lymphoma
subtype using per-class F1 scores. Nuclear features
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were most discriminative for diffuse large B-cell lym-
phoma (DLBCL) (F1 score: 76.2%), classic Hodgkin
lymphoma (CHL) (F1 score: 65.3%), and mantle cell
lymphoma (MCL) (F1 score: 51.6%) (Table B.7). To
extract morphologic features from H&E-stained im-
ages, we used the data processing, feature extraction,
and modeling workflow described in Figure A.1.

Feature Importances. We utilized the SHAP
method to investigate whether area shape features
played the biggest role in classifying lymphoma sub-
types among all nuclear features. We reported the
resulting Shapley values for the top 20 nuclear fea-
tures on individual predictions. We also trained a
parsimonious model using only the top eight most
impactful features for each class as determined by
SHAP; the resulting model achieved a top-1 test ac-
curacy of 61.2% ([53.4%, 69.0%]) using just 10% of
all features. The majority of the top 20 nuclear fea-
tures were area shape features such as mean radius,
minor axis length, maximum feret diameter, solidity,
orientation, maximum radius length, and nuclei area.
For select features, we analyzed their ability to dis-

tinguish patients with specific lymphoma subtypes.
For example, the MinorAxisLength parameter was
significantly different between cases of DLBCL and
MCL (Figure A.2). The minor axis length (MAL)
is the length (in pixels) of the ellipse that has the
same normalized second central moments as the nu-
cleus region (Stirling et al., 2021). DLBCL gener-
ally has cells with a larger minor axis length, consis-
tent with the WHO definition of DLBCL as a B-cell
lymphoma with large cells (Swerdlow et al., 2016).
We grouped related morphological features into dif-
ferent categories and ran SHAP on the resulting fea-
ture groups. The nuclear size feature group had the
largest mean absolute SHAP value (Figure A.4), sug-
gesting that of all nuclear features, size features were
most helpful for classifying DLBCL, CHL, and MCL.

3.2. Nuclear Architecture

We hypothesized that incorporating architectural fea-
tures such as clustering tendency among nuclei would
improve accuracy on certain types of lymphoma over
nuclear morphological features alone. The best model
utilizing architectural and nuclear features was “Nu-
clear Morphological + Cytoplasm + Intensity +
CPArch” (referred to as “Best H&E Model” below).
It achieved 64.3% ([55.7%, 72.9%]) top-1 accuracy,
the highest accuracy among all models using H&E
features, though statistical tests did not suggest it

being significantly different from the Nuclear Mor-
phological Model. Although Best H&E Model, which
uses all inputs except CT, slightly outperforms the
model using all available features, the difference be-
tween their performances is not statistically signifi-
cant (Figure 2). We examined Best H&E Model’s
per-class performance to find that it achieved 71.0%
([55.0%, 87.0%]) F1 score in predicting MCL, 19.4%
higher than the Nuclear Morphological Model’s F1
score for MCL (51.6% [32.2%, 71.0%]), though this
difference did not achieve statistical significance.

3.3. Comparison to Black-Box Features

We hypothesized that the interpretable machine
learning models produced by LymphoML would
outperform deep-learning methods (TripletNet and
ResNet) used in prior studies given the scarcity of
labeled examples. There was no significant differ-
ence between the test performance of the two deep-
learning methods. ResNet, which achieved better test
accuracy than TripletNet, was significantly inferior to
the Best H&E Model. It was also worse than the Nu-
clear Morphological Model in both test accuracy and
F1 score by a margin of ∼5% (top-1 test accuracy
of TripletNet: 52.8% [44.2%, 61.4%], top-1 test ac-
curacy of ResNet: 53.5% [44.8%, 62.2%]). For each
class, the baseline generally had better performances.

3.4. Pathologist Comparison

We compared the performance of the Best H&E
Model from Section 3.2 with pathologists on H&E-
stained TMA cores and WSIs (Figure 3). Best H&E
Model’s test accuracy (64.3% [55.7%, 72.9%]) sur-
passed all pathologists (Table 1). Statistical tests
verified that Best H&E Model was non-inferior to the
General Pathologist on WSIs and Hematopathologist
1 on TMAs, and there was no evidence of its perfor-
mance being statistically different from any patholo-
gist’s performance (Table B.10). A similar conclusion
can be derived from other metrics (sensitivity, speci-
ficity, and AUROC). We compared the per-class per-
formance of our methods. On one hand, compared
to pathologists’ predictions, the Best H&E Model
failed to effectively identify any case in MZL and
TCL while pathologists generally achieved 30% and
23.5% F1 scores in diagnosing MZL and TCL respec-
tively. On the other hand, Best H&E Model achieved
a 71.0% F1 score ([55.0%, 87.0%]) in MCL, surpass-
ing all hematopathologists by a margin >18% (Table
2) and statistically superior to Hematopathologist 1
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on H&E TMAs and Hematopathologist 3 on WSIs.
Best H&E Model achieves consistent and better per-
formance than hematopathologists only for the 3 cat-
egories of DLBCL, CHL, and MCL for which we have
a sufficiently large number of cases in our cohort.

Figure 2: Performance summary for all H&E mod-
els with Majority Selection line representing a base-
line that always predicts the most prevalent class and
Random Selection line representing a baseline that
performs random classification. The best performing
model (“Best H&E Model”) is marked with a star.

3.5. Additional Stains

The ground-truth diagnosis for our cohort was based
on review by hematopathologists of the H&E-stained
whole-slide images and a panel of 46 immunohis-
tochemical (IHC) stains that were performed on
all cases. For each case and immunostain, a
hematopathologist scored the lymphoma cells as pos-

itive or negative for the immunostain (e.g. CD30-
positive) or “cannot interpret.” We set out to deter-
mine the diagnostic accuracy of using this IHC infor-
mation alone, using a limited set of IHC stain results,
and using a limited set of IHC stain results in con-
junction with the H&E-based model.

We considered six candidate immunostains based
on our impression of markers that would provide
the highest yield considering the diagnostic cate-
gories in our cohort: CD10, CD20, CD3, EBV-ISH,
BCL1/cyclin D1, and CD30. For each immunostain,
the pathologist’s score was included as an additional
categorical feature to the Best H&E Model. We also
grouped lymphoma subtypes into five categories that
are similar in terms of clinical behavior and thera-
peutic approaches: B-cell lymphomas (DLBCL, Agg
BCL), CHL, FL and MZL, MCL, and T-cell lym-
phomas (NKTCL, TCL). We evaluated the accuracy
and F1 scores of models using features extracted from
H&E stains along with different combinations of im-
munostain indicator features. The baseline model us-
ing 46 immunostains (and no H&E) achieved a top-
1 accuracy of 86.1% ([80.0%, 92.2%]). Using the
six selected immunostains alone, without the H&E,
the model achieved an accuracy of 75.2% ([68.2%,
82.2%]), statistically inferior to the model using all
46 immunostains (Figure 3). The Best H&E Model
augmented by six immunostains (CD10, CD20, CD3,
EBV-ISH, BCL1, CD30) achieved an accuracy of
85.3% ([79.9%, 90.7%]) and showed no evidence of
difference from the model using all 46 immunostains.

4. Discussion

In this study, we assessed the performance of inter-
pretable and deep-learning approaches in the classifi-
cation of eight lymphoma categories using a cohort of
670 lymphoma cases. Using only H&E-stained TMA
material, LymphoML achieves performance compara-
ble to that of experienced hematopathologists review-
ing only the H&E-stained tissue. The highest per-
formance was achieved using an interpretable model.
Combining information from the H&E-based model
with a limited set of IHC stains resulted in a similar
diagnostic accuracy as with a much larger set of IHC
stains. It is notable that our interpretable models,
developed on a limited volume of tissue, achieved the
same diagnostic accuracy as hematopathologists us-
ing whole-slide images. Our study suggests that com-
putational tools can extract more diagnostic informa-
tion from less tissue than a pathologist. The growing
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Method Accuracy Sensitivity Specificity AUROC F1 Score

Hematopathologist 1 on H&E TMAs 56.1± 8.1 56.5± 9.7 82.1± 5.4 N/A 53.5± 8.5
Hematopathologist 2 on H&E TMAs 60.1± 7.5 60.5± 8.2 82.8± 5.4 N/A 58.8± 8.4

Hematopathologist 3 on WSIs 63.5± 7.4 63.9± 9.9 92.9± 2.8 N/A 66.0± 8.2
General Pathologist on WSIs 56.1± 7.4 55.8± 9.7 93.2± 1.9 N/A 65.1± 7.3

Best H&E Model 64.3± 8.6 66.9± 6.0 88.7± 2.6 85.9± 2.9 58.5± 9.5

Table 1: Overall class-weighted performance metrics of Best H&E Model vs pathologists using TMAs/WSIs.

Method DLBCL HL Agg BCL FL
Hematopathologist 1 on H&E TMAs 73.3± 7.8 63.8± 14.9 25.0± 25.0 35.7± 23.6
Hematopathologist 2 on H&E TMAs 73.3± 7.4 86.4± 9.4 0.0 42.9± 21.6

Hematopathologist 3 on WSIs 82.1± 6.6 86.4± 9.4 0.0 58.3± 24.5
General Pathologist on WSIs 67.8± 9.3 80.0± 12.3 0.0 54.5± 21.4

Best H&E Model 78.7± 7.7 74.5± 13.4 0.0 31.6± 24.8
Method MCL MZL NKTCL TCL

Hematopathologist 1 on H&E TMAs 36.4± 23.6 28.6± 28.6 0.0 23.5± 23.5
Hematopathologist 2 on H&E TMAs 43.5± 23.2 17.4± 17.4 26.7± 26.7 0.0

Hematopathologist 3 on WSIs 20.0± 20.0 30.8± 30.7 70.0± 20.0 23.5± 23.5
General Pathologist on WSIs 52.2± 23.7 50.0± 38.9 1.0 23.5± 23.5

Best H&E Model 71.0± 16.0 0.0 25.0± 25.0 0.0

Table 2: Per-class F1 score comparison of Best H&E Model to pathologists using TMAs/WSIs.

use of needle core biopsies in clinical practice makes
judicious use of tissue even more critical. Computa-
tional tools that maximize the diagnostic yield of the
H&E-stained slide could potentially reduce the num-
ber of ancillary stains and thus avoid the need for
repeat biopsy or an excisional biopsy.

Feature engineering effective on limited data.
Prior studies that applied machine learning methods
to lymphoma diagnosis have achieved accuracies of
94% to 100%, but it is not clear how these tools can
be employed in the real-world given the limited num-
ber of diagnostic categories studied. Our study was
performed on a cohort that contains 2- to 4-fold more
diagnostic categories than prior studies. Though our
cohort contains the second-largest number of cases
thus far used to develop machine learning tools for
lymphoma diagnosis, the number of cases is within
the same order of magnitude as that used in other
studies. In real-world settings with a large number
of possible diagnoses, deep-learning methods will re-
quire a proportionate increase in the number of cases
to perform well. With a limited number of exam-
ples for specific diagnostic categories, models can only
learn a small range of the wide morphological vari-
ability present in these subtypes. Therefore, feature-

engineering approaches may yet provide superior di-
agnostic yield when the number of cases per diagnosis
is insufficient to use deep-learning. Furthermore, we
note that deep-learning models will have compara-
ble performance to prior work (e.g. DLBCL vs non-
DLBCL by Li et al. (2020)) if they are limited to the
same number of classes and provided a sufficiently
large number of samples per class.

Nuclear features align with pathologist re-
view. Pathologists use features similar to the nu-
clear shape features identified by SHAP including
nuclear-to-cytoplasmic ratio, nuclear contour irreg-
ularities, and nuclear size as one of many clues to
determine if cells are normal or malignant. DLBCL,
by definition, consists of sheets of large B-cells, with
‘large’ defined as nuclei that are at least the size of a
histiocyte nucleus or two-times the size of a normal
lymphocyte. Consistent with this definition used to
render the ground-truth diagnosis, our interpretable
model showed that nuclear size features differed be-
tween DLBCL and other lymphoma subtypes. Spe-
cific features that provided the greatest diagnostic
yield included mean radius, minor axis length, maxi-
mum Feret diameter, solidity, and orientation.
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Figure 3: Performance comparison between
hematopathologists and the best-performing H&E
model (left). Performance comparisons of models us-
ing features extracted from H&E and selected im-
munostains (right).

Combining assessment with immunostains can
be cost-effective. In our study, we provide the
first demonstration that a model that incorporates
immunophenotypic features from six selected IHC
stains and features extracted from H&E-stained sec-
tions achieves the same diagnostic accuracy as a
model that uses a larger number of immunostains.
As H&E-stained slides are cheaper than IHC stains
by at least an order of magnitude, extracting the
maximal diagnostic yield from H&E can reduce the
number of IHC stains ordered and costs without a
reduction in diagnostic accuracy. Additionally, we
note that pathologists usually order a custom panel
of IHC stains for each case. In our study, we showed
that models combining H&E features with a standard
set of six IHC stains can arrive at the correct diagno-
sis (85.3%). Standardizing IHCs reduces variability
in practice and improves cost effectiveness.

Strengths. The best LymphoML models achieved
top-1 test accuracy, sensitivity, and specificity equiv-

alent to that of experienced hematopathologists. Us-
ing feature importance analysis, our computational
methods help pathologists better understand the pri-
mary characteristics of the lesion that contribute
to the model’s prediction. Our study cohort from
Guatemala, a population that is not represented in
current digital pathology datasets, will prove valuable
in the effort to build diverse datasets for computa-
tional tools in medicine. Most prior works focused on
the use of whole-slide images, often with expensive,
manually-generated patch-level annotations. WSIs
often require manual annotations because these larger
images usually contain both cancerous and normal
surrounding tissue. Here, we use TMAs, which do not
require expensive manual annotations because cores
are already enriched for lymphoma. Using TMAs,
computational tools are more cost-effective and us-
able in low-middle income countries where acquisition
of labeled data can prove costly.

Limitations. First, the data were collected and
processed in a single institution by a single slide
scanner. We should evaluate the model’s generaliz-
ability on cohorts from other institutions collected
using different technical setups and slides scanned
on different machines. Next, TMAs capture only a
small portion of the full tumor volume and are much
smaller than WSIs (Beck et al., 2011). Thus, we
could have likely trained more powerful models by
analyzing WSIs. The heavy class imbalance meant
that only a small number of examples were available
for Agg BCL, MZL, TCL (<10 patients), which can
only display a small subset of the wide morphological
variability present in these subtypes. Finally, to im-
plement LymphoML in a clinical setting, pathologists
would have to suspect one of the validated diagnos-
tic categories, select a region of interest, and then
the model would render a favored diagnosis. Future
studies with more diagnostic categories, and a more
diverse set of background tissues may someday en-
able automated identification of target lesion(s) and
subsequent diagnostic categorization.

Data and Code Availability

The datasets used and/or analyzed during the cur-
rent study are available from Sebastian Fernandez-
Pol (sfernand@stanford.edu) on reasonable request.
We are acquiring a Data Use Agreement (DUA) to
be able to share the raw data. Our code is made
available on Github at this link.
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Appendix A. Supplementary Figures

Figure A.1: LymphoML Approach. Patches of a fixed size are extracted from each TMA core. We
used the StarDist algorithm to produce a nuclei segmentation mask. Using the H image and the nuclei
segmentation mask together, we used CellProfiler to identify the cell boundaries. We identified the cy-
toplasm by “subtracting” the nuclei objects from the cell objects. For each identified nucleus, cell, and
cytoplasm, the following groups of features were extracted and measured: (a) nuclear morphology features,
(b) spatial/architectural features (c) texture/intensity features. For each measurement obtained, the mean,
standard deviation, skew, kurtosis, and interquartile range (IQR) were calculated for the entire population
of objects present in a patch. The aggregated features were packed into a patch-level feature vector. Using
the feature vector as input, models were trained to predict the most likely lymphoma subtype for the patch.
The plurality vote across the patch-level model predictions was used to obtain the final core-level prediction.
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Figure A.2: Comparison of Minor Axis Length (MAL) across lymphoma subtypes. For selected cases from
(i) DLBCL, (ii) CHL/HL, and (iii) MCL, we plot a heatmap superimposed on the tissue microarray (TMA)
cores showing the variability in nuclei minor axis length across the core. We also mark the patches with the
largest (1) and smallest (2) mean MAL. For each patch, we display the segmented nuclei using StarDist. In
(iv), we show the distribution of nuclei MAL in the maximum (1) and minimum (2) patches for each case. In
(v), we show the distribution of nuclei MAL in the overall cores. In (vi), we show the distribution of mean
MAL across cores in the entire TMA. DLBCL cases generally have the largest nuclei and greater variability
in nuclei size than either CHL or MCL cases. In (vii), we display a waterfall plot of the mean minor axis
length across patients. For each case/patient, we plot the mean of the top five patches with the highest minor
axis length. DLBCL cases generally have the largest mean minor axis lengths of all lymphoma subtypes. In
(viii), we show a Kernel density estimation plot. The distribution of minor axis length is clearly further to
the right for DLBCL than for CHL and MCL. In (ix), we show a feature importance analysis plot by SHAP
values. The top 10 nuclear features by percentage importance using SHAP are shown: minor axis length
interquartile range (IQR) is the second-most important feature. All of the top 10 features are area-shape
features.
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Figure A.3: Of 670 FFPE biopsy specimens, 68 failed quality control (e.g. did not have sufficient tissue per
core, at least two full samples per patient, were missing ground-truth diagnoses, missing immunohistochemi-
cal stains, etc.) and were excluded from the dataset used to train and evaluate the model. The remaining 602
samples were split at a core-level into training, validation, and test splits to ensure that all extracted image
patches from the same patient are in the same data split with 70% of the total tissue microarray (TMA) cores
for training, 10% for validation to tune model hyperparameters, and 20% for testing. Stratified sampling
was used to proportionally represent the eight diagnostic categories in each of the training, validation, and
test sets.

Figure A.4: Feature importance analysis by SHapley Additive exPlanation (SHAP) values, while grouping
related morphological features into different categories. The nuclear size feature group has the largest mean
absolute SHAP value, suggesting that of all nuclear features, size features were the most helpful for classifying
DLBCL, CHL, and MCL.
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Figure A.5: The SHAP value breakdown of the top 20 morphological features in each diagnosis with the
most important features in the “size” group circled.
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Appendix B. Supplementary Tables

Diagnosis Number of Cases
DLBCL 272
CHL 97

Agg BCL 10
FL 53
MCL 63
MZL 25

NKTCL 46
TCL 36

Table B.1: Dataset distribution presenting the
number of available cases per lymphoma subtype.

Diagnosis Patches (train split) Cases (train split)
DLBCL 32926 188
CHL 11829 67

Agg BCL 1303 7
FL 6562 35
MCL 7559 42
MZL 3321 17

NKTCL 5458 31
TCL 4198 24

Table B.2: Dataset size: the number of
patches/cases in the training set per-class.
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Feature
Name

Feature Type Feature Description

Area
Morphological (Area

Shape)
The number of pixels in the region.

Bounding Box
Area

Morphological (Area
Shape)

The area of a box containing the object.

Bounding Box
Min/Max

Spatial /
Architectural

The minimum/maximum x-, y-, and (for 3D objects)
z- coordinates of the object.

Center X,
Center Y,
Center Z

Spatial /
Architectural

The x-, y-, and (for 3D objects) z- coordinates of the
point farthest away from any object edge (the

centroid).
Central
Moment
Features

Spatial /
Architectural

Similar to spatial moments, but normalized to the
object’s centroid. These are therefore not influenced

by an object’s location within an image.

Compactness
Morphological (Area

Shape)

The mean squared distance of the object’s pixels
from the centroid divided by the area. A filled circle
will have a compactness of 1, with irregular objects
or objects with holes having a value greater than 1.

Convex Hull
Area

Morphological (Area
Shape)

The number of pixels in the convex hull of the object.

Eccentricity
Morphological (Area

Shape)

The eccentricity of the ellipse that has the same
second-moments as the region. The eccentricity is the
ratio of the distance between the foci of the ellipse
and its major axis length. The value is between 0

and 1 (0 and 1 are degenerate cases; an ellipse whose
eccentricity is 0 is actually a circle, while an ellipse

whose eccentricity is 1 is a line segment.)
Equivalent
Diameter

Morphological (Area
Shape)

The diameter of a circle or sphere with the same area
as the object.

Euler Number
Morphological (Area

Shape)

The number of objects in the region minus the
number of holes in those objects, assuming

8-connectivity.

Form Factor
Morphological (Area

Shape)
Calculated as 4 ∗ π ∗

(
Area

Perimeter

)2
. Equals 1 for a

perfectly circular object.

Hu Moment
Features

Morphological (Area
Shape)

Hu’s set of image moment features. These are not
altered by the object’s location, size or rotation. This
means that they primarily describe the shape of the

object.
Inertia Tensor

Features
Morphological (Area

Shape)
A representation of rotational inertia of the object

relative to its center.
Inertia Tensor
Eigenvalues
Features

Morphological (Area
Shape)

Values describing the movement of the Inertia Tensor
array.

Integrated
Intensity

Texture / Intensity The sum of the pixel intensities within an object.

Integrated
Intensity Edge

Texture / Intensity The sum of the edge pixel intensities of an object.

Lower Quartile
Intensity

Texture / Intensity
The intensity value of the pixel for which 25% of the

pixels in the object have lower values.
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Feature
Name

Feature Type Feature Description

MAD Intensity Texture / Intensity
The median absolute deviation (MAD) value of the
intensities within the object. The MAD is defined as

the median(| xi −median(x) |).

Major/Minor
Axis Length

Morphological (Area
Shape)

The length (in pixels) of the major/minor axis of the
ellipse that has the same normalized second central

moments as the region.

Mass
Displacement

Texture / Intensity
The distance between the centers of gravity in the

gray-level representation of the object and the binary
representation of the object.

Max Intensity Texture / Intensity The maximal pixel intensity within an object.
Max Intensity

Edge
Texture / Intensity The maximal edge pixel intensity of an object.

Maximum
Radius

Morphological (Area
Shape)

The maximum distance of any pixel in the object to
the closest pixel outside of the object. For skinny

objects, this is 1
2 of the maximum width of the object.

Max/Min Feret
Diameter

Morphological (Area
Shape)

The Feret diameter is the distance between two
parallel lines tangent on either side of the object

(imagine taking a caliper and measuring the object
at various angles). The maximum and minimum

Feret diameters are the largest and smallest possible
diameters, rotating the calipers along all possible

angles.
Mean Intensity Texture / Intensity The average pixel intensity within an object.
Mean Intensity

Edge
Texture / Intensity The average edge pixel intensity of an object.

Mean Radius
Morphological (Area

Shape)
The mean distance of any pixel in the object to the

closest pixel outside of the object.
Median
Intensity

Texture / Intensity The median intensity value within the object.

Median Radius
Morphological (Area

Shape)
The median distance of any pixel in the object to the

closest pixel outside of the object.
Min Intensity Texture / Intensity The minimal pixel intensity within an object.
Min Intensity

Edge
Texture / Intensity The minimal edge pixel intensity of an object.

Normalized
Moment
Features

Morphological (Area
Shape)

Similar to central moments, but further normalized
to be scale invariant. These moments are therefore

not impacted by an object’s size (or location).

Orientation
Morphological (Area

Shape)

The angle (in degrees ranging from -90 to 90 degrees)
between the x-axis and the major axis of the ellipse
that has the same second-moments as the region.

Perimeter
Morphological (Area

Shape)
The total number of pixels around the boundary of

each region in the image.

546



LymphoML: Interpretable AI for Lymphoma Diagnosis

Feature
Name

Feature Type Feature Description

Solidity
Morphological (Area

Shape)

The proportion of the pixels in the convex hull that
are also in the object, i.e.,

ObjectArea/ConvexHullArea.
Spatial Moment

Features
Spatial /

Architectural
A series of weighted averages representing the shape,

size, rotation and location of the object.

Std Intensity Texture / Intensity
The standard deviation of the pixel intensities within

an object.
Std Intensity

Edge
Texture / Intensity

The standard deviation of the edge pixel intensities
of an object.

Upper Quartile
Intensity

Texture / Intensity
The intensity value of the pixel for which 75% of the

pixels in the object have lower values.

Zernike shape
Features

Morphological (Area
Shape)

These metrics of shape describe a binary object (or
more precisely, a patch with background and an

object in the center) in a basis of Zernike
polynomials, using the coefficients as features

(Boland et al., 1998). Currently, Zernike polynomials
from order 0 to order 9 are calculated, giving in total

30 measurements. While there is no limit to the
order which can be calculated (and indeed you could
add more by adjusting the code), the higher order

polynomials carry less information.

Table B.3: The full list of features extracted by our CellProfiler pipeline. All feature definitions
are provided in: https://cellprofiler-manual.s3.amazonaws.com/CellProfiler-4.0.5/modules/

measurement.html (Stirling et al., 2021).
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Study
Current
study

Zhu et al. (2022) Steinbuss et al. (2021) Mohlman et al. (2020)

Large non-
Hodgkin B-
cell lymphoma
(n = 286),
Total small
B-cell
lymphomas
(n = 154),
CHL (n = 91),
Total T and
NK cell
lymphoma
(n = 96),
TLL (n = 6),
BLL (n = 5),
Plasma cell
neoplasm
(n = 8),
Histiocytic
sarcoma
(n = 1),
RFH (n = 23),
Total = 670

FL
(n = 1129),
CLL (n = 212),
MCL (n = 613),
DLBCL
(n = 1002),
CHL (n = 232),
MZL (n = 888),
AITL (n = 76),
BL (n = 95),
Total = 4247

CLL (n = 129),
DLBCL (n = 119),
Control LNs
(n = 381),
Total = 629

DLBCL (n = 36),
BL (n = 34),
Total = 70

Number of
diagnostic
categories

8 8 3 2

Average
number
of cases per
diagnostic
category

84 531 210 35

Interpret-
ability
of models

Yes
Not

described
No No

Accuracy of
best model

85% 81% 95.56% 94%
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Study Miyoshi et al. (2020) Li et al. (2020) Zhang et al. (2020)

DLBCL (n = 259),
FL (n = 89),
RFH (n = 40),
Total = 388

DLBCL
(n = 867),

Non-DLBCL
(n = 887),

Total = 1754

CLL (n = 113),
FL (n = 139),
MCL (n = 122),
Total = 374

Number of
diagnostic
categories

3 2 3

Average
number
of cases per
diagnostic
category

129 877 125

Interpret-
ability
of models

No No No

Accuracy of
best model

97% 99.71-100% 99.2-100%

Study Achi et al. (2019) Brancati et al. (2019) Janowczyk and Madabhushi (2016)
Benign (n = 32),
DLBCL (n = 32),

BL (n = 32),
SLL (n = 32),
Total = 128

CLL (n = 113),
FL (n = 139),
MCL (n = 122),
Total = 374

CLL (n = 113),
FL (n = 139),
MCL (n = 122),
Total = 374

Number of
diagnostic
categories

4 3 3

Average
number
of cases per
diagnostic
category

32 125 125

Interpret-
ability
of models

No No No

Accuracy of
best model

95% 97.06% 96.58%

Table B.4: Summary of case types assessed in studies that apply computer vision tools to lymphoma diagno-
sis. CLL = chronic lymphocytic leukemia, SLL = small lymphocytic lymphoma, FL = follicular lymphoma,
MCL = mantle cell lymphoma, DLBCL = diffuse large B-cell lymphoma, BL = Burkitt lymphoma, RFH =
reactive follicular hyperplasia, TLL = T-lymphoblastic lymphoma, BLL = B-lymphoblastic leukemia, LN =
lymph nodes
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Study
Current
study

Yu et al. (2021) Gupta et al. (2010) Lesty et al. (1986)

Large non-
Hodgkin B-
cell lymphoma
(n = 286),
Total small
B-cell
lymphomas
(n = 154),
CHL
(n = 91),
Total T and
NK cell
lymphoma
(n = 96),
TLL
(n = 6),
BLL
(n = 5),
Plasma cell
neoplasm
(n = 8),
Histiocytic
sarcoma
(n = 1),
RFH
(n = 23),
Total = 670

MEITL (n = 26),
ITL-NOS
(n = 10),
Borderline cases
(n = 4),
Total = 40

Fine needle
aspiration cytology
smears of 5 cases.
SLL (n = 13),
FL (n = 9),
DLBCL centroblastic
(n = 14), DLBCL
anaplastic (n = 4),
DLBCL immunoblastic
(n = 2), lymphoblastic
lymphoma (n = 8),
Total = 50

Lymphomas
classified according
to the International
Working Formulation.

Small noncleaved
lymphocytes,
CLL (n = 8),
Predominantly small
cleaved cell; follicular
or diffuse or both
(n = 7), Mixed diffuse
small and large;
cleaved or noncleaved
cells (n = 13), Large
diffuse noncleaved
cells (n = 7), Large
diffuse cleaved cells
(n = 10),
Total = 45

Total number
of cases

670 40 50 45

Number of
diagnostic
categories

8 2 3* 5**

Average number
of cases per
diagnostic
category

84 20 16 9

Interpretability
of models

Yes Yes Yes Yes

Accuracy of
best model

85% 95% 97% 97%

Table B.5: Notable features of studies that identify interpretable features for lymphoma diagnosis. CLL
= chronic lymphocytic leukemia, SLL = small lymphocytic lymphoma, FL = follicular lymphoma, MCL =
mantle cell lymphoma, DLBCL = diffuse large B-cell lymphoma, BL = Burkitt lymphoma, RFH = reactive
follicular hyperplasia, TLL = T-lymphoblastic lymphoma, BLL = B-lymphoblastic leukemia, WSI = whole
slide images, TMA = tissue microarrays, MEITL = monomorphic epitheliotropic intestinal T-cell lymphoma,
ITL-NOS = intestinal T-cell lymphoma, not otherwise specified.

∗By the World Health Organization Classification, centroblastic, immunoblastic, and anaplastic variants of diffuse large B-cell
lymphoma are not separate diagnostic categories.
∗∗Diagnostic categories were based on the International Working Formulation.
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Model Type Model Features
# of

features
Test

Accuracy
Test

Sensitivity
Test

Specificity

Nuclear
Morphology

Nuclear
Morphological

Features
310 59.7± 8.5 58.9± 10.1 84.9± 4.2

Nuclear
Intensity
Features

225 58.9± 7.8 57.4± 9.3 84.7± 4.4

Cytoplasmic
Features

470 57.4± 9.3 55.0± 9.3 84.2± 4.4

Nuclear
Morphological +

Intensity
Features

630 61.2± 8.6 60.5± 10.0 87.1± 4.2

Nuclear +
Cytoplasmic
Features

950 62.0± 8.5 59.7± 9.3 86.8± 3.7

Nuclear
Morphological

Model:
Parsimonious

36 61.2± 7.8 57.4± 9.3 84.0± 4.4

Architectural
Features

CPArch +
CT

217 44.9± 8.6 43.3± 10.6 74.7± 5.5

Nuclear +
CPArch

475 60.5± 7.7 62.2± 9.1 86.2± 4.1

Nuclear +
CPArch +

CT
675 59.8± 7.9 52.0± 10.5 75.3± 6.2

Nuclear +
Cytoplasm +
Intensity

1530 62.0± 8.5 62.8± 10.1 88.8± 3.3

Nuclear +
Cytoplasm +
Intensity +
CPArch

1595 64.3± 8.6 66.9± 6.0 88.7± 2.6

Nuclear +
CPArch +

Cytoplasm +
Intensity +

CT

1695 64.1± 7.8 64.1± 8.6 86.2± 4.2

Deep
Learning

ResNet-50
(Self-Supervised

H&E)
N/A 53.5± 8.7 55.5± 10.6 82.6± 5.3

TripletNet
finetuned

(Camelyon)
N/A 52.8± 8.6 53.7± 9.3 75.7± 6.0
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Model Type Model Features
Test

AUROC
Test

F1 Score

Nuclear
Morphology

Nuclear
Morphological

Features
82.0± 6.3 54.1± 8.9

Nuclear
Intensity
Features

82.8± 5.4 54.1± 9.9

Cytoplasmic
Features

83.1± 5.9 52.8± 9.4

Nuclear
Morphological +

Intensity
Features

84.2± 5.5 56.4± 9.3

Nuclear +
Cytoplasmic
Features

84.6± 6.0 56.4± 9.2

Nuclear
Morphological

Model:
Parsimonious

81.5± 6.6 57.0± 8.6

Architectural
Features

CPArch +
CT

66.5± 7.9 39.8± 9.2

Nuclear +
CPArch

82.7± 6.7 54.7± 9.5

Nuclear +
CPArch +

CT
76.1± 6.9 51.1± 9.4

Nuclear +
Cytoplasm +
Intensity

85.3± 5.1 56.5± 9.0

Nuclear +
Cytoplasm +
Intensity +
CPArch

85.9± 2.9 58.5± 9.5

Nuclear +
CPArch +

Cytoplasm +
Intensity +

CT

85.5± 5.0 58.0± 10.1

Deep
Learning

ResNet-50
(Self-Supervised

H&E)
82.4± 3.5 51.7± 9.8

TripletNet
finetuned

(Camelyon)
81.7± 2.3 45.7± 9.6

Table B.6: Overall performance summary of feature-based models using different feature combinations and
deep-learning models. All features are extracted from H&E stains only. All metrics are calculated using a
weighted average across all labels. We weight by the support, the number of true instances for each label.
CPArch = CellProfiler Architectural features, CT = clustering tendency.
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Model Type Model Features
Per-Class Test F1

DLBCL HL
Agg
BCL

FL

Nuclear
Morphology

Nuclear
Morphological
Features

76.2± 8.0 65.3± 17.3 0.0 11.1± 11.1

Nuclear
Intensity
Features

76.0± 6.6 64.0± 15.1 0.0 27.0± 25.6

Cytoplasmic
Features

77.0± 8.5 60.0± 14.4 0.0 25.0± 22.6

Nuclear
Morphological +
Intensity
Features

77.0± 8.0 69.4± 13.3 0.0 28.6± 25.2

Nuclear +
Cytoplasmic
Features

79.0± 6.9 76.6± 13.6 0.0 34.8± 22.3

Nuclear
Morphological
Model:
Parsimonious

74.6± 8.0 69.2± 13.6 0.0 38.1± 25.9

Architectural
Features

CPArch +
CT

68.2± 7.8 33.3± 17.5 0.0 20.0± 20.0

Nuclear +
CPArch

76.2± 7.0 69.4± 14.6 0.0 11.1± 11.1

Nuclear +
CPArch +
CT

75.8± 7.7 75.0± 13.4 0.0 0.0

Nuclear +
Cytoplasm +
Intensity

78.1± 7.0 70.6± 14.5 0.0 30.0± 25.2

Nuclear +
Cytoplasm +
Intensity +
CPArch

78.7± 7.7 74.5± 13.4 0.0 31.6± 24.8

Nuclear +
CPArch +
Cytoplasm +
Intensity +
CT

80.0± 7.7 70.8± 14.4 0.0 22.2± 22.2

Deep
Learning

ResNet-50
(Self-Supervised
H&E)

72.5± 8.2 59.7± 17.7 0.0 27.7± 24.5

TripletNet
finetuned
(Camelyon)

70.3± 8.1 30.1± 21.0 0.0 30.6± 27.7
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Model Type Model Features
Per-Class Test F1

MCL MZL NKTCL TCL

Nuclear
Morphology

Nuclear
Morphological
Features

51.6± 19.4 22.2± 22.2 42.9± 29.1 0.0

Nuclear
Intensity
Features

56.0± 20.2 0.0 29.0± 29.0 0.0

Cytoplasmic
Features

51.0± 19.6 0.0 25.0± 25.0 0.0

Nuclear
Morphological +
Intensity
Features

66.7± 16.6 0.0 26.7± 26.7 0.0

Nuclear +
Cytoplasmic
Features

51.6± 19.4 0.0 14.3± 14.3 0.0

Nuclear
Morphological
Model:
Parsimonious

64.5± 17.9 25.0± 25.0 26.7± 26.7 0.0

Architectural
Features

CPArch +
CT

16.7± 16.7 33.3± 33.3 0.0 0.0

Nuclear +
CPArch

53.3± 18.9 22.2± 22.2 40.0± 30.0 0.0

Nuclear +
CPArch +
CT

46.7± 20.0 0.0 16.7± 16.7 0.0

Nuclear +
Cytoplasm +
Intensity

62.1± 17.9 0.0 25.0± 25.0 0.0

Nuclear +
Cytoplasm +
Intensity +
CPArch

71.0± 16.0 0.0 25.0± 25.0 0.0

Nuclear +
CPArch +
Cytoplasm +
Intensity +
CT

71.0± 16.0 0.0 26.7± 26.7 0.0

Deep
Learning

ResNet-50
(Self-Supervised
H&E)

51.1± 23.9 0.0 34.1± 25.2 0.0

TripletNet
finetuned
(Camelyon)

49.2± 20.6 0.0 29.0± 29.0 0.0

Table B.7: Per-class performance summary of feature-based models using different feature combinations and
deep-learning models. All features are extracted from H&E stains only. CPArch = CellProfiler Architectural
features, CT = clustering tendency.
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Method
Test

Accuracy

Test
Weighted
Sensitivity

Test
Weighted
Specificity

Test
Weighted
AUROC

F1 Score

Baseline:
Hematopathologist 1 on

H&E TMAs
73.0± 7.4 72.5± 8.2 73.2± 7.6 N/A 73.1± 6.6

Baseline:
Hematopathologist 2 on

H&E TMAs
73.0± 6.7 72.9± 8.1 73.0± 7.9 N/A 73.0± 7.0

Baseline:
Hematopathologist 3 on

WSIs
83.8± 5.4 82.8± 6.2 82.6± 6.6 N/A 83.8± 5.4

Baseline: General
Pathologist on WSIs

73.6± 6.8 69.0± 7.6 68.3± 8.6 N/A 73.1± 6.9

Best Model with nuclear
size/area features only

76.0± 6.9 76.0± 8.5 74.7± 9.0 81.7± 7.5 75.9± 7.1

Best H&E Model 79.8± 6.2 81.3± 7.1 81.8± 6.8 78.9± 6.9 81.5± 6.9

Table B.8: Performance comparison of the Best H&E Model to hematopathologists on the DLBCL vs
non-DLBCL classification task.
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Method
Test

Accuracy

Test
Weighted
Sensitivity

Test
Weighted
Specificity

Test
Weighted
AUROC

Test
Weighted
F1 Score

Baseline: Best H&E
Model

69.0± 7.7 69.8± 8.5 86.4± 4.5 85.5± 5.2 65.7± 8.4

Baseline: CD10, CD20,
CD3, EBV ISH, BCL1,

CD30
75.2± 7.0 75.2± 7.0 86.4± 5.4 89.7± 4.5 70.9± 8.7

Baseline: best model with
all immunostains

86.1± 6.1 86.0± 7.0 93.2± 3.4 96.7± 2.2 85.1± 6.0

H&E + CD20 78.3± 6.2 79.1± 7.7 93.1± 3.5 93.3± 3.5 78.1± 6.9
H&E + CD3 79.1± 6.2 81.4± 7.0 92.9± 3.8 93.2± 3.3 78.3± 7.4

H&E + CD3, CD20 82.9± 6.2 82.9± 7.8 94.2± 3.3 94.7± 2.8 82.6± 6.1
H&E + CD3, CD20,

BCL1
83.7± 6.2 83.7± 7.0 94.4± 3.3 95.5± 2.6 83.4± 6.1

H&E + CD10, CD20,
CD3, EBV ISH, BCL1,

CD30
85.3± 5.4 84.5± 7.0 93.5± 3.7 95.7± 2.7 84.7± 6.5

Method
Per-Class F1

B-Cell HL FL, MZL MCL T-cell
Baseline: Best H&E

Model
78.0± 7.2 72.3± 12.8 62.9± 17.1 75.9± 15.5 17.4± 21.1

Baseline: CD10, CD20,
CD3, EBV ISH, BCL1,

CD30
78.7± 7.2 81.1± 12.2 9.1± 9.1 87.5± 10.2 87.2± 9.8

Baseline: best model with
all immunostains

86.7± 6.0 92.3± 7.7 58.1± 19.3 93.3± 6.7 97.3± 2.7

H&E + CD20 85.0± 6.3 74.4± 13.4 66.7± 15.7 80.0± 13.8 74.3± 14.6
H&E + CD3 84.7± 6.5 76.2± 13.3 58.1± 18.4 75.9± 15.0 86.5± 10.3

H&E + CD3, CD20 87.7± 4.5 82.1± 11.5 66.7± 15.4 80.0± 14.1 89.5± 8.1
H&E + CD3, CD20,

BCL1
85.7± 6.2 85.0± 10.5 64.9± 15.7 90.3± 9.7 91.9± 8.1

H&E + CD10, CD20,
CD3, EBV ISH, BCL1,

CD30
87.2± 5.9 84.2± 10.2 70.6± 16.1 90.3± 9.7 91.9± 8.1

Table B.9: Performance comparison of the best H&E-only model, models using only immunostains, and
models using features from H&E combined with selected immunostains. All experiments are performed on
the five-way grouped classification task.
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Comparison Accuracy
Difference

(Method 1 -
Method 2)

Two-tailed
Paired t-test

(Bootstrapping)

Test for
Equivalence
(TOST with

Bootstrapping)

Conclusion
(α = 5%)

Method 1 Method 2

95%
CI

Lower
Bound

95%
CI

Upper
Bound

90%
CI

Lower
Bound

−∆

90%
CI

Upper
Bound

+∆

Best
H&E
Model

Hemato-
pathologist
1 on TMAs

0.082 -0.030 0.193 -0.015 -0.050 0.173 0.050 Non-inferior

Best
H&E
Model

Hemato-
pathologist
2 on TMAs

0.040 -0.072 0.155 -0.056 -0.050 0.138 0.050 –

Best
H&E
Model

Hemato-
pathologist
3 on WSIs

0.005 -0.119 0.119 -0.090 -0.050 0.102 0.050 –

Best
H&E
Model

General
Pathologist
on WSIs

0.080 -0.036 0.197 -0.021 -0.050 0.175 0.050 Non-inferior

Comparison Accuracy
Difference

(Method 1 -
Method 2)

Two-tailed
Paired t-test

(Bootstrapping)

Test for
Equivalence
(TOST with

Bootstrapping)

Conclusion
(α = 5%)

Method 1 Method 2

95%
CI

Lower
Bound

95%
CI

Upper
Bound

90%
CI

Lower
Bound

−∆

90%
CI

Upper
Bound

+∆

Best
H&E
Model

TripletNet
finetuned

(Camelyon)
0.121 0.003 0.246 – -0.050 – 0.050

Significant
Difference

Table B.10: Summary of statistical tests comparing the best H&E-only model to pathologists and deep-
learning models.
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Comparison Accuracy
Difference

(Method 1 -
Method 2)

Two-tailed
Paired t-test

(Bootstrapping)

Test for
Equivalence
(TOST with

Bootstrapping)

Conclusion
(α = 5%)

Method
1

Method
2

95%
CI

Lower
Bound

95%
CI

Upper
Bound

90%
CI

Lower
Bound

−∆

90%
CI

Upper
Bound

+∆

6 Stains
Only

(CD10,
CD20,
CD3,

EBV ISH,
BCL1,
CD30)

All 46
Stains

-0.112 -0.209 -0.016 – -0.050 – 0.050
Significant
Difference

H&E
Features
Only

-0.173 -0.271 -0.078 – -0.050 – 0.050
Significant
Difference

H&E
Features
+ 6 Stains

-0.009 -0.101 0.070 -0.085 -0.050 0.062 0.050 –

Table B.11: Summary of statistical tests comparing different models (model with selected immunostains,
model using features extracted from H&E and selected immunostains) to a baseline model using all 46
available immunostains.

Number of Patches per Core Patch-Level CV Accuracy Core-Level CV Accuracy
1 54.1% 55.4%
4 52.4% 58.3%
9 48.7% 57.4%
16 46.8% 57.9%
25 44.9% 57.5%
36 43.3% 55.2%
49 42.7% 53.6%
64 41.6% 53.9%
81 40.9% 53.6%
100 40.8% 53.6%

Table B.12: There is no standard patch size (Steinbuss et al., 2021) so we performed patch-resolution
experiments to select the best patch size for feature-based models (at the extreme, using one patch to
represent the core). We present patch-level and core-level cross-validation (CV) accuracies for the nuclei-
only model trained using different numbers of patches per-core. We considered cases when each core was
divided into a perfect square number of patches (1, 4, 9, . . . , 100 patches). Using this patch extraction
method, we divided the width and height of each TMA core into a fixed number of segments to produce a
grid of equally-sized patches. Since TMA cores come in varying sizes, this method preserves the same label
distribution in the patch-level dataset as in the original core-level dataset as we simply scale up the number
of examples by a constant. We compared models fitted using features aggregated from patches of different
sizes, and selected the best model based on the 5-fold cross-validation accuracy. We found experimentally
that extracting a small number of patches per core (specifically, 4 patches per core) led to the best model
performance, and in particular, better performance than core-level model training and prediction.
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