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Abstract
Large-scale genome-wide association studies (GWAS) have offered an exciting opportunity to dis-
cover putative causal genes or risk factors associated with diseases by using SNPs as instrumental
variables (IVs). However, conventional approaches assume linear causal relations partly for sim-
plicity and partly for the availability of GWAS summary data. In this work, we propose a novel
model for transcriptome-wide association studies (TWAS) to incorporate nonlinear relationships
across IVs, an exposure/gene, and an outcome, which is robust against violations of the valid IV
assumptions, permits the use of GWAS summary data, and covers two-stage least squares (2SLS)
as a special case. We decouple the estimation of a marginal causal effect and a nonlinear trans-
formation, where the former is estimated via sliced inverse regression and a sparse instrumen-
tal variable regression, and the latter is estimated by a ratio-adjusted inverse regression. On this
ground, we propose an inferential procedure. An application of the proposed method to the ADNI
gene expression data and the IGAP GWAS summary data identifies 18 causal genes associated
with Alzheimer’s disease, including APOE and TOMM40, in addition to 7 other genes missed
by 2SLS considering only linear relationships. Our findings suggest that nonlinear modeling is
required to unleash the power of IV regression for identifying potentially nonlinear gene-trait asso-
ciations. The source code and accompanying software nl-causal can be accessed through the
link: https://github.com/statmlben/nonlinear-causal.
Keywords: nonlinear causal effect, sliced inverse regression, GWAS, TWAS

1. Introduction

Causal inference methods in transcriptome-wide association studies (TWAS) have successfully dis-
covered numerous (putative) causal genes associated with complex traits and diseases (Gusev et al.,
2016), using genetic variants, typically single nucleotide polymorphisms (SNPs), as instrumental
variables (IVs) (Yang et al., 2010). Understanding these gene-to-disease associations has consider-
able ramifications in the field of genomics, possibly spearheading a much-anticipated revolution in
personalized and precision medicine.
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2SLS in TWAS. Conventional TWAS applies two-sample two-stage least squares (2SLS; Kang
et al. (2016b)) to integrate expression quantitative trait locus (eQTL) data for gene expression and
genome-wide association study (GWAS) summary data for a trait of interest, thereby pinpointing
potential causal genes for disease risk, such as Alzheimer’s Disease (AD). Specifically, we denote
instrumental variables as z ∈ Rp, a scalar exposure as x ∈ R, and a scalar outcome as y ∈ R.
For example, SNPs (z) are used as instrumental variables for a gene’s expression (x) to identify its
causal association with AD risk (y). 2SLS assumes that (z, x, y) satisfy a two-stage linear model:

x = z⊺θ + w, y = βx+ z⊺α+ ε, (1)

where (w, ε) are the error terms independent of the instruments z, however, w and ε may be corre-
lated due to underlying confounders, and β ∈ R, α ∈ Rp, θ ∈ Rp are unknown parameters.

The primary objective of 2SLS is for statistical inference on the causal effect β of the exposure x
on the outcome y based on (1). The estimation of β via 2SLS can be executed in two stages: (Stage
1) 2SLS utilizes IVs z to predict the exposure x via linear regression, subsequently providing an
estimate θ̂; (Stage 2) the estimated “debiased” exposure (obtained as x̂ = θ̂⊺z) is used to estimate
the causal effect β via a regression from x̂ to y. Consequently, 2SLS produces unbiased estimation
of the causal effect from exposure to the outcome by mitigating confounder-induced bias. Another
key benefit of 2SLS is its ability to infer based solely on the summary statistics of x-z and y-z
correlations. This feature is particularly beneficial for privacy-constrained datasets, such as SNP
genotype data. In the content of TWAS, for each gene being treated as an exposure, 2SLS first
builds a predictive model using its cis-SNPs around this gene as IVs for the expression level with
the eQTL data. Then the predicted gene expression is obtained with the GWAS summary data and
tested for association with the trait to determine whether the gene is putatively causal to the trait.

Confounder
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(Alzheimer's disease)??Exposure

(Gene expression)
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2SIR: 
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(SNPs)

Invalid IV
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Figure 1: Left. A structure plot of the proposed 2SIR model, which admits a nonlinear causal
effect from exposure to outcome. Right. Estimated transformations of TOMM40 (a
well-known AD gene) based on 2SLS, PT-2SLS, and our 2SIR+AIR, and the resulting
p-values are included in the title, yielding that TOMM40 is only identified by our method.
Moreover, the R2s for the stage one model on ϕ̂(x) ∼ θ̂⊺z are 0.230 (2SLS), 0.230 (PT-
2SLS), and 0.253 (2SIR), suggesting that the nonlinear model (2) is suited for this data.

Despite the substantial advantages of the TWAS using 2SLS in causal inference, a primary lim-
itation surfaces due to its inherent assumption of linearity. Previous TWAS studies (Gamazon et al.,
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2015; Gusev et al., 2016; Zhu et al., 2016) generally propose a linear relationship between cis-SNPs
and gene expression in the first stage and between gene expression and a GWAS trait/outcome in
the subsequent stage. This framework overlooks the likely existence of nonlinear effects (Mackay,
2014). On the other hand, to our knowledge, none of the existing non-parametric IV regression
methods are applicable to GWAS summary data, while individual-level GWAS data are usually un-
available due to privacy and logistic issues, presenting challenges to incorporating flexible nonlinear
models into TWAS with GWAS summary data. In our motivating example, the individual-level AD
GWAS data from many sub-studies are unavailable, but its meta-analyzed summary data are avail-
able. Some recently proposed methods (Zhang and Ghosh, 2017; Okoro et al., 2021) relax the linear
assumption in stage 1, while others do so in stage 2 (He et al., 2023), which however requires the
use of individual-level data. Misspecification of a nonlinear effect as a linear (or other specific) one
may distort subsequent causal inference, damping the statistical power of the TWAS method. For
illustration, we consider the eQTL data for a well-known AD-related gene, TOMM40, from our real
data example; see Section 4 for more details. Figure 1 provides some compelling evidence for the
nonlinear effects in both stages of TWAS. In the first stage, it displays a nonlinear relationship be-
tween the cis-SNPs and the gene expression level of TOMM40, as evidenced by a higher R2 value
of the nonlinear model over those of its linear competitors. In the second stage, a nonlinear causal
association of TOMM40 with the AD risk is strongly corroborated by the highly significant p-value
obtained with our method. Consequently, this well-known AD gene is successfully identified by
our proposed method (2SIR+AIR) but missed by both 2SLS and its power-transformed extension
(PT-2SLS), suggesting the necessity of nonlinear modeling in TWAS.

Moreover, as an IV regression method, conventional TWAS relies on three key IV assumptions
to remove the hidden confounding effects: (IV1) the IVs are associated with the exposure, (IV2)
the IVs only affects the outcome through the exposure, and (IV3) the IVs are not associated with
the unmeasured confounders. While (IV1) is straightforward to handle, (IV2) and (IV3) are fragile
in practice due to the widespread pleiotropy of SNPs (Solovieff et al., 2013). This phenomenon
refers to the situation when an SNP affects the GWAS trait/disease not mediated through exposure,
violating (IV2) and/or (IV3) and causing severe bias in causal inference. A line of recent works
(Kang et al., 2016a; Windmeijer et al., 2019; Guo et al., 2018) has been focusing on the violation
of (IV2) and/or (IV3). Of note, these methods use linear models, and their nonlinear counterparts
remain unexplored.

Other methods. Besides TWAS, Mendelian Randomization (MR) is another important and popular
subject in genetics that uses SNPs as IVs to infer a causal relationship between an exposure and
an outcome, typically two complex traits (Morrison et al., 2020; Xue et al., 2021). Both TWAS
and conventional MR are two-stage IV regression methods for causal inference, and they share
many similarities, yet their implementations are different due to distinct types of data being used.
Although both TWAS and conventional MR use GWAS summary data in the second stage, in the
first stage MR uses GWAS summary data of sample size typically in tens of thousands or even
larger, while TWAS typically uses individual-level eQTL data of sample size in a few hundreds
or at most one or two thousands. Usually, SNPs being used in TWAS are around the target gene
(i.e. cis-SNPs) and are correlated, while most MR methods use independent SNPs from the whole
genome. Due to these distinctions, the existing typical MR methods do not fit the TWAS analysis.

In a nutshell, nonlinear modeling that is robust to the violation of IV assumptions and at the
same time leverages large-scale GWAS summary data lacks for TWAS analysis. To addressing the
limitations of existing methods, we develop an approach with the following novel aspects.
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• We propose a flexible model to admit an arbitrary unknown nonlinear causal relationship be-
tween an exposure and an outcome. Importantly, the proposed model is applicable to GWAS
summary data while being robust to invalid IVs, and covers 2SLS as a special case.

• Based on the proposed model, we decouple the estimation of a causal effect and a nonlinear
causal transformation. The inference of the causal effect are established by the proposed
2SIR based on sliced inverse regression. Then, the unknown nonlinear transformation can be
estimated by the proposed AIR. The validity of the proposed hypothesis testing and interval
estimation is ensured by our theoretical result, and verified by extensive simulation study.

• The ADNI data and the IGAP GWAS summary data confirm the efficacy of our approach.
The results (Section 4) indicate that our method successfully replicates the significant AD
genes identified by 2SLS, while uniquely identifying 7 additional causal genes. Our real data
analysis suggests that nonlinear modeling is suited to unleash the power of TWAS.

2. Nonlinear modeling of TWAS data

We denote a vector of IVs as z ∈ Rp, a scalar exposure as x ∈ R, and a scalar outcome as y ∈ R.
In our TWAS case study (cf. Section 4), SNPs are used as instrumental variables for a gene’s
expression to identify its causal association with the AD risk. Without loss of generality, we assume
(z, x, y) has mean zero. Suppose (z, x, y) satisfy a nonlinear model

ϕ(x) = z⊺θ + w, y = βϕ(x) + z⊺α+ ε, (2)

where (w, ε) are the error terms independent of the instruments z, and β ∈ R, α ∈ Rp, θ ∈ Rp are
unknown parameters, and ϕ(·) is an unknown transformation.

The following provides some in-depth motivations for the proposed model (2). First, as shown
by others (Lin et al., 2022; He et al., 2023) and to be shown here, there is empirical evidence to
support the existence of non-linear effects that certain genes have on various traits, thus the possible
non-linear function ϕ(x) in (2). Second, it is well known that, due to the small effect sizes of SNPs
on complex traits, linear models for the effects of SNPs perform well in practice, hence we adopt
the widely-used linearity assumption of z, which (implicitly) connects the two-stage models in (2).
An alternative, and perhaps more popular, non-linear model as used in Hartford et al. (2017); He
et al. (2023) would be a linear model of the effects of SNPs z on the gene expression x in Stage 1
but a similar non-linear Stage 2 model as in (2), which however would imply a non-linear model for
the effects of SNPs z on trait y. This perhaps is debatable: since the causal pathway is likely to be
from SNPs z to gene x then to trait y, the effect sizes of SNPs (i.e. their heritabilities) are expected
to be smaller on y than on x, suggesting that if a linear model of z on x is reasonable, another
linear model of z on y should approximately hold. In fact, it was shown empirically that, even if
a linear model of the effects of SNPs z on a gene’s expression level x was reasonable in Stage 1,
assuming a linear model of z on x2 (Stage 1 in our model) performed better than a non-linear model
(as implied by the linearity of z on x), again likely due to the small effect sizes of SNPs and the
parsimony of linear models (see Remarks subsection in Materials and Methods section of Lin et al.
(2022)). Importantly, the implicit linear structure allows the use of GWAS summary data of our
method, in contrast to requiring individual-level data by the other non-linear models.
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Furthermore, our model (2) holds two significant advantages over 2SLS (1). First, the assump-
tions of (2) are weaker than the classical 2SLS. Specifically, (2) admits an arbitrary nonlinear trans-
formation ϕ(·) across z, x and y, relaxing the linearity assumption in the standard TWAS/2SLS.
Second, it includes 2SLS and Yeo-Johnson power transformation 2SLS (PT-2SLS) (Yeo and John-
son, 2000) as special cases. It is worth mentioning that the proposed method remains competitive
against 2SLS/PT-2SLS even if the linear assumption or normality assumption holds; see Section 3.
Overall, the proposed model (2) is a natural extension of 2SLS.

In (2), βϕ(·) represents the influence of the exposure on the outcome, which is our primary
focus, while α and θ are nuisance parameters. In particular, α ̸= 0 indicates the violation of the
second and/or third IV assumptions. Generally, the effect βϕ(·) may not be identifiable with the
presence of invalid IVs. In the literature, additional structural constraints are imposed to avoid this
issue. For example, if ∥α∥0 < p/2 is known a priori, then βϕ(·) becomes well-defined (Kang et al.,
2016b). Furthermore, note that β and ϕ are only identifiable up to a multiplicative scalar, even if
βϕ(·) is well-defined in (2). Thus, we fix ∥θ∥2 = 1 and β ≥ 0 in the subsequent discussion so that
β and ϕ are identifiable.

On this ground, Definition 1 summarizes the quantities of interest.

Definition 1 (Causal effect and transformation) In (2), let ∥θ∥2 = 1 and β ≥ 0. Then,
(i) β is called the marginal causal effect;
(ii) ϕ(·) is called the nonlinear transformation (of the exposure);
(iii) βϕ(·) is called the nonlinear effect function.

Specifically, β summarizes the marginal effect of the causal influence of the exposure x on
the outcome y, in that β > 0 indicates the presence of the causal relation, and the corresponding
hypothesis testing and confidence interval are developed in Sections 2.1. It is worth noting that β
in (2) only represents the magnitude of the causal effect, which does not imply a positive/negative
relation as in 2SLS, due to the nonlinear transformation ϕ(·). If the model (2) is well-specified, the
nonlinear effect function βϕ(·) in (iii) can be used to measure the average treatment effect (ATE)
between two exposure/treatment levels. In our case study, β > 0 indicates the presence of the
causal influence of a gene on the AD risk, and if the model (2) is well-specified, ϕ(·) represents the
potentially nonlinear pattern of a putative causal association.

Let (Zν ,Xν ,Yν) be nν × (p+2) matrix, where each row (zνi, xνi, yνi), 1 ≤ i ≤ nν , ν = 1, 2,
represents an independent observation from (2). In what follows, assume that we have two indepen-
dent samplesD1 = {Z1,X1} andD2 = {n−1

2 Z⊺
2Z2, n

−1
2 Z⊺

2Y2, n
−1
2 Y ⊺

2 Y2} from (2). Without loss
of generality, we assume that Y2 is pre-normalized as n−1

2 Y ⊺
2 Y2 = 1. Importantly, we require nei-

ther that all variables (z, x, y) are observed simultaneously, nor the availability of individual-level
data (Z2,X2,Y2), allowing the application to summary statistics, like GWAS summary data, for
the second sample. Our goal is to infer β and βϕ(·) from the observed data D1,D2. In the sequel,
we propose estimating the marginal causal effect β and the nonlinear transformation ϕ separately.

2.1. Estimation and inference of marginal causal effect

The proposed procedure for estimating β consists of two stages. In the first stage, note that x ⊥⊥ z |
z⊺θ in (2), which coincides with a single index model (Duan and Li, 1991; Cook, 2009), and the
sliced inverse regression (SIR; Li (1991)) can be used to estimate θ. Specifically, given the dataset
D1, SIR divides the range of xi into S non-overlapping slices Slices(s = 1, · · · , S), and estimates

5797



DAI LI XUE PAN SHEN

θ as the eigenvector of Σ̂−1Γ̂ associated with the largest eigenvalue:

θ̂ = argmax
θ∈Rp

θ⊺Γ̂θ, s.t. θ⊺Σ̂θ = 1, (3)

where Σ̂ is the sample covariance matrix of z, and Γ̂ is the between slice covariance matrix, with
n1s being the number of samples in the s-th slice Slices:

Σ̂ =
1

n1

n1∑
i=1

z1iz
⊺
1i, Γ̂ =

S∑
s=1

n1s
n1

z̄(s)z̄
⊺
(s), z̄(s) =

1

n1s

∑
xi∈Slices

z1i,

In the second stage, we estimate β via a sparse instrumental variable regression using the data
D2. Specifically, note that the second equation in (2) can be rewritten as

y = z⊺θβ + z⊺α+ e, e = wβ + ε, E(e) = 0, E(e2) = σ2e . (4)

Recall that αj ̸= 0 indicate zj violates (IV2) and/or (IV3). Motivated by Xue et al. (2021), we
separate the potential bias due to invalid IVs from the causal effect β via a sparse regression:

min
α,β

(θ̂β +α)⊺Z⊺
2Z2(θ̂β +α)− 2Y ⊺

2 Z2(θ̂β +α) s.t. ∥α∥0 ≤ K, (5)

where ∥α∥0 =
∑p

j=1 I(αj ̸= 0) and K ≥ 0 is an integer tuning parameter indicating the number
of invalid IVs. For implementation, ∥ · ∥0 penalty can be replaced by a sparsity-inducing surrogate
penalty, such as SCAD (Fan and Li, 2001), TLP (Shen and Huang, 2010), and MCP (Zhang, 2010).
In our data analysis, we use the SCAD as a computational surrogate; see Appendix B.1 for details.

Taken together, the proposed procedure consists of the estimation of θ via a Sliced Inverse
Regression, and that of β via a Sparse Instrumental Regression. This methodology is named Two-
Stage Instrumental Regression (2SIR), as summarized in Algorithm 1.

Algorithm 1: Two-stage instrumental regression (2SIR) for β estimation
Input: Datasets D1 and D2

1 (Stage 1: Sliced inverse regression) Estimate θ̂ via (3) with D1 ;
2 (Stage 2: Sparse instrumental regression) Estimate β̂ via (5) with D2 and θ̂;
3 (Sign adjustment for identifiability) θ̂ ← sign(β̂)θ̂, β̂ ← |β̂|;
4 return Estimated causal effect (β̂, θ̂)

Next, we turn to present inferential procedures for the marginal causal effect β, including hy-
pothesis testing and confidence intervals. Before proceeding, Theorem 2 summarizes the asymptotic
properties of the 2SIR estimator.

Theorem 2 Let β̂ be the 2SIR estimator produced by Algorithm 1 with ∥ · ∥0 penalty, SCAD, TLP,
or MCP being used in (5). Assume Conditions C.1 and C.2 in Appendix C.2. If K = |A| in (5) and
(w, ε) is normally distributed, then

n
1/2
2 (β̂ − β) = |n1/22 β + ζ − η| − n1/22 β + op(1), ζ ⊥⊥ η,

ζ ∼ N(0,ΩXσ
2
e), η ∼

√
rβΩXθ⊺Σ̃ξ,

where A = {j : αj ̸= 0}, n2/n1 → r and n
1/2
1 (θ̂ − θ)

d−→ ξ, Σ̃ = Σ − Σ∗AΣ
−1
AAΣA∗,

ΩX = (θ⊺Σ̃θ)−1, and Σ∗A,ΣA∗ denote the columns and rows of Σ indexed by A, respectively.
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In Theorem 2, (w, ε) is assumed to be normally distributed for simplicity, which is not critical
to large-sample inference. Now, we infer β based on Theorem 2. First, consider the hypotheses:

H0 : β = 0 versus Ha : β > 0,

where rejecting the null hypothesis H0 indicates evidence for causal influence of the exposure x on
the outcome y. Define the pivotal test statistic

T̂ =
n
1/2
2 β̂

σ̂e(θ̂⊺Σ̂θ̂ − θ̂⊺Σ̂∗A(Σ̂AA)−1Σ̂A∗θ̂)1/2
. (6)

Given a significance level α ∈ (0, 1), the null hypothesis H0 is rejected if and only if T̂ >
Φ−1
N(0,1)(1− α/2), where Φ−1

N(0,1)(·) denotes the quantile function of N(0, 1). As a consequence of
Theorem 2, Corollary 3 justifies the proposed test.

Corollary 3 Assume the conditions in Theorem 2. The following statements are true.
(i) Under the null hypothesis H0 : β = 0, we have

lim sup
n2→∞

PH0

(
T̂ > Φ−1

N(0,1)(1− α/2)
)
≤ α. (7)

(ii) Under the alternative hypothesis Ha : β = n
−1/2
2 h, we have

lim inf
n2→∞

PHa

(
T̂ > Φ−1

N(0,1)(1−
α

2
)
)
≥ P

(
|N(Ω

−1/2
X σ−1

e h, 1)| > Φ−1
N(0,1)(1−

α

2
)
)
.

Empirically, Section 3 shows that the proposed test can control the Type I error under the null
hypothesis H0 while possessing desirable power under Ha. Moreover, we developed a combined
test over a different number of slices for 2SIR, see Appendix B.2.

Next, we consider constructing a valid CI for β. Indeed, this can be challenging, since the
asymptotics of the SIR estimator depends on an unknown distribution z | x (Zhu and Ng, 1995),
which is intractable. To overcome this difficulty, we propose a resampling-based CI in light of
Theorem 2. Specifically, by the triangle inequality, n1/22 |β̂ − β| ≤ |ζ − η| + op(1). Therefore, the
CI of β can be produced by resampling |ζ − η|.

For implementation, we first compute (θ̂, β̂) via Algorithm 1, denote Σ̂R = Σ̂−Σ̂∗AΣ̂
−1
AAΣ̂A∗,

Ω̂X = (θ̂⊺Σ̂Rθ̂)
−1, and σ̂2e = n−1

2 (Y ⊺
2 Y2 − Y ⊺

2 Z2(Z2Z2)
−1Z⊺

2Y2). Then the bootstrap estimates
θ̂∗
l s are computed as θ̂∗

l = sign(θ̂⊺θ̃∗
l )θ̃

∗
l , where θ̃∗

l is computed via Step 1 (SIR) in Algorithm 1
based on resampling D1, and ζ∗l ∼ N(0, Ω̂X σ̂

2
e) is generated according to its asymptotic distribu-

tion; l = 1, . . . ,M , where M is the Monte-Carlo size. In this way, we approximate the distribution
of η by the Monte-Carlo sample: for l = 1, . . . ,M, η∗l = 1

2n
1/2
2 β̂Ω̂X

(
(θ̂∗

l )
⊺Σ̂Rθ̂

∗
l − θ̂⊺Σ̂Rθ̂

)
.

Hence, the (1− α)-confidence interval is:

β ∈
[
max(0, β̂ − n−1/2

2 Q̂∗(1− α)), β̂ + n
−1/2
2 Q̂∗(1− α)

]
, (8)

where Q̂∗(·) is the quantile function of (|ζ∗l − η∗l |)Ml=1. It is worth noting that if β = 0, then
|ζ − η| = |ζ| and n1/22 β̂ = |ζ| + op(1) by Theorem 2, and the test based on (6) is thus optimal.
However, in the case of β ≈ 0, the bootstrap quantile Q̂∗(1− α) is usually larger than the quantile
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Q(1 − α) of |ζ − η|, due to additional variations of η∗. Hence, the CI in (8) is less efficient than
the test (7) when detecting a small signal β ≈ 0. Finally, for interval estimation of βϕ(·), there is
ample literature devoted to constructing nonparametric confidence bands; see (Hall et al., 2013).

Section 3 indicates that the proposed method yields peak performance in the estimation and
inference of the marginal causal effect in various simulated examples. Yet, in practice, visualization
of ϕ may shed light on the specific relationship between the exposure and outcome. In the next
section, we develop an algorithm to estimate the nonlinear transformation ϕ.

2.2. Estimation of nonlinear transformation

The challenge of estimating ϕ(·) is twofold. First, individual-level data of (z, x, y) are usually
unavailable, preventing the estimation of ϕ from the second equation of (2). Second, w is correlated
with ϕ(x) in (2), rendering a biased estimator when for example a least-squares regression of z⊺θ
is conducted over x. To address these issues, we propose an Adjusted Inverse Regression (AIR)
for consistent estimation of ϕ. An important observation is made in Proposition 4, showing that the
transformation ϕ is proportional to the least-squares estimator.

Proposition 4 Suppose E(z⊺θ | x) = E(z⊺θ | ϕ(x)) and (z⊺θ, w) has an elliptically symmetric
distribution. Then there exists a constant ρ such that ϕ(x) = ρE(z⊺θ | x).

In light of Proposition 4, ϕ can be estimated by a two-stage procedure. First, we estimate the
conditional mean E(z⊺θ | x) via the least-squares regression:

m̂ = argmin
m∈F

1

2n1

n1∑
i=1

(
z⊺
1iθ̂ −m(x1i)

)2
, (9)

where F is a class of functions, and (9) includes various nonparametric methods, such as spline
regression (Wahba, 1990), and gradient boosting regression (Friedman, 2001). Then, ρ̂ is estimated
base on the uncorrelatedness between z⊺θ and w, that is,

1

n1

n1∑
i=1

(z⊺
1iθ̂)

(
z⊺
1iθ̂ − ρ̂m̂(x1i)

)
= 0, ρ̂ =

θ̂⊺∑n1
i=1(z1iz

⊺
1i)θ̂

θ̂⊺
∑n1

i=1 m̂(x1i)z1i
. (10)

Finally, the AIR estimator is ϕ̂ = ρ̂m̂. It is worth noting that AIR allows the estimation of a non-
invertible transformation ϕ, this is in contrast to the existing literature on data transformation (see
Yeo and Johnson (2000)), where only invertible transformations are considered. In Section 3, the
numerical results demonstrate the advantages of our method in detecting a quadratic relationship.
For interval estimation of βϕ(·), there is ample literature devoted to constructing nonparametric
confidence bands; see Hall et al. (2013) and references therein.

2.3. Robustness to misspecified nonlinearity

The proposed model (2) considerably relaxes the linearity assumption in 2SLS. Nevertheless, it is
possible that the nonlinear transformation ϕ(·) in (2) could be misspecified in practice, especially
when two structural equations do not share the same transformation for the exposure:

ϕ(x) = z⊺θ + w, y = βψ(x) + z⊺α+ ε, (11)
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where ϕ ̸= ψ are two different nonlinear functions. In TWAS, it is generally impossible to consis-
tently estimate ψ from the summary statistics. Yet, testing in Section 2.1 remains valid.

Corollary 5 Assume the conditions in Theorem 2, then under H0, (7) still holds for the model (11).

As a result, in our TWAS analysis, the p-values of the putative causal genes produced by 2SIR
remain reliable regardless of whether the transformations are correctly specified. The simulation
indicates that the proposed test enables control of the Type I error and outperforms its competitors
in power in the misspecified cases; see Example 6 in Appendix B.7.

3. Simulations

This section examines the performance of the proposed 2SIR and AIR methods. Moreover, for
hypothesis testing, we propose to combine tests based on different slices, denoted as Comb-2SIR.
Let S be a collection of candidate slices, we combine p-values based on different slices S ∈ S using
the Cauchy combining method (Liu and Xie, 2020). More discussion about the Cauchy combining
version of 2SIR over the number of slices is included in Appendix B.2. Specifically, the results
are compared against 2SLS and PT-2SLS. For PT-2SLS, the optimal parameter λ for minimizing
skewness is estimated using maximum likelihood, c.f., Section 3 in Yeo and Johnson (2000).

The performance for both β and ϕ(·) are considered. Due to space constraints, this section
only reports the performance of controlling Type I and II errors, coverage, and effectiveness of
confidence intervals of β, details and results about ϕ(·) estimation are provided in the Appendix A.

The simulated data D = (zi, xi, yi)
n
i=1 is generated as follows. First, zi is generated indepen-

dently fromN(0p,Σ), andwi = u2i+γi, where ui and γi are independently generated fromN(0, 1).
Second, xi is generated as xi = ϕ−1(θ⊺zi + wi) when ϕ is invertible, and xi is randomly selected
from the solution set {x : ϕ(x) = θ⊺zi + wi} when ϕ is non-invertible. Third, yi = βϕ(xi) + εi,
where εi = ui + ζi, and ζi ∼ N(0, 1), thus ui acts as a confounder, and wi is dependent with εi.
Finally, the first half of the data is provided as D1, and the summary data D2 is produced by the
second half of the data to mimic the GWAS data. Six transformations are considered: (1) linear:
ϕ(x) = x; (2) logarithm: ϕ(x) = log(x); (3) cube root: ϕ(x) = x1/3; (4) inverse: ϕ(x) = 1/x; (5)
piecewise linear: ϕ(x) = xI(x ≤ 0) + 0.5xI(x > 0); (6) quadratic: ϕ(x) = x2.

For Type I error and power analysis, we compute the proportions of rejecting out of 1,000
simulations under H0 and out of 100 simulations under Ha, respectively. For constructing the CI,
we report the averaged coverage and CI length out of 1,000 simulations. Note that the CIs for 2SLS
and PT-2SLS are generated based on the asymptotic variance in Inoue and Solon (2010), the CIs for
2SIR are generated based on (8), and all CIs are left truncated at 0 since β ≥ 0.
Example 1 (Standard setting). In this example, we examine the proposed method under a standard
setting. Specifically, we set Σ = Ip, θ ∼ N(0, Ip) and normalize it by its norm. We examine four
cases: (i) β = 0, (ii) β = .05, (iii) β = .10, (iv) β = .15. Note that case (i) is for Type I error
analysis, while β > 0 in (ii) - (iv), suggests power analysis. Moreover, the CI is produced based on
(ii) β = 0.05. All empirical results are summarized in Figure 2 (testing) and Table 1 (CI).
Examples 2-6. Additional examples, including Example 2 (Invalid IVs), Example 3 (Categorical
IVs), Example 4 (Weak IVs), Example 5 (Non-additive effects), Example 6 (Misspecified models)
can be found in Appendix B to assess the performance of our methods under various data situations.

In summary, the simulation suggests the efficacy of the proposed 2SIR in managing all types of
nonlinear transformations across various scenarios. The key conclusions are itemized below.
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• For testing, as suggested in Figure 2, the proposed 2SIR and its combined test yield competi-
tive performance for “linear”, “cube-root” and “PL” cases compared with 2SLS and PT-2SLS;
and superior performance for “log”, “inverse”, and “quad” cases.

• For CI, as indicated in Table 1, 2SLS and PT-2SLS fail to provide valid CIs when “inverse”
and “quad” transformations are used. For other cases, the proposed 2SIR yields competitive
performance. In general, 2SIR is the only one that can provide a valid CI under an unknown
nonlinear transformation.

• As suggested in Figures B.2 - B.6, and Tables B.1 - B.5, the proposed 2SIR continues to
perform well with invalid, weak or categorical IVs. As indicated in Figure A.4 and Table A.4,
2SIR is also the most robust method against dominance and epistatic effects. As indicated in
Figure B.7, the proposed methods can control Type I errors and are more powerful than the
competitors when the transformation is misspecified.

Figure 2: Empirical Type I error (β0 = 0) and power (β0 > 0) of marginal effect inference in
Example 1 of Section 3. (n, p) = (2000, 50), (5000, 50), (5000, 100) from up to bottom.
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2SLS PT-2SLS 2SIR (proposed)
(n, p) coverage length coverage length coverage length

(2000, 10) linear 0.944 0.132 0.943 0.132 0.967 0.138
log 0.946 156.422 0.946 0.133 0.925 0.136

cube-root 1.000 0.390 1.000 0.436 0.975 0.138
inverse 0.964 0.522 0.930 0.134 0.979 0.138

PL 0.950 0.134 0.949 0.134 0.971 0.138
quad 0.831 0.093 0.823 0.092 0.951 0.139

(2000, 50) linear 0.941 0.128 0.943 0.129 0.974 0.136
log 1.000 176.916 0.913 0.123 0.935 0.136

cube-root 1.000 0.328 0.940 0.132 0.976 0.136
inverse 0.990 0.149 0.882 0.096 0.979 0.131

PL 0.943 0.126 0.944 0.127 0.982 0.134
quad 0.743 0.084 0.743 0.083 0.976 0.134

(5000, 50) linear 0.950 0.094 0.952 0.095 0.978 0.095
log 1.000 95.559 1.000 0.090 0.972 0.097

cube-root 1.000 0.215 0.999 0.095 0.982 0.097
inverse 0.801 0.209 0.640 0.060 0.972 0.096

PL 0.951 0.096 0.960 0.096 0.977 0.096
quad 0.522 0.052 0.523 0.051 0.976 0.095

(10000, 50) linear 0.952 0.074 0.955 0.074 0.958 0.074
log 1.000 76.293 0.925 0.072 0.955 0.074

cube-root 0.949 0.174 0.960 0.074 0.944 0.074
inverse 0.532 0.126 0.380 0.042 0.969 0.075

PL 0.954 0.075 0.956 0.075 0.959 0.075
quad 0.287 0.040 0.291 0.043 0.931 0.074

Table 1: Empirical coverage and length of the CI for in Example 1 of Section 3.

4. Real data analysis

In this section, we implement the proposed method for an analysis of the AD Neuroimaging Initia-
tive (ADNI) dataset and the International Genomics of Alzheimer’s Project (IGAP; Lambert et al.
(2013)) GWAS summary dataset to identify putative causal AD genes. Specifically, the ADNI
dataset consists of 819 individual-level subjects, 17,201 genes, and 620,901 SNPs. The IGAP
dataset consists of summary statistics of about 7 million SNPs to AD based on 54,162 samples.
Data preprocessing. To facilitate the analysis, we pre-process the dataset and refine the candidate
SNPs as follows. For the ADNI dataset, we first exclude SNPs with MAF≤ 0.05, with missing val-
ues, or failing the Hardy-Weinberg equilibrium test at the significant level of 0.001. Next, we further
prune the SNPs to ensure that any of their pairwise Pearson correlations in absolute values were no
more than 0.6. For the IGAP GWAS dataset, we conduct imputation for missing SNPs by using the
software ImpG (Pasaniuc et al., 2014), based on 489 unrelated individuals with European ancestry
from the 1000 Genomes Project (The 1000 Genomes Project Consortium, 2015), yet remove the im-
puted SNPs with imputation accuracy smaller than 0.3. Finally, we define the cis-region of the gene
by expanding 100kb upstream and downstream of its coding region, and take the top 50 intersecting
SNPs (available both on the ADNI dataset and imputed IGAP dataset), with the largest absolute cor-
relations with the gene’s expression level. Taken together, the pre-processed dataset consists of 712
individual-level genotypes and gene expression with 50 SNPs and independent summary statistics
for the associated SNPs based on 54,162 samples.
Results. Next, all methods are applied to the pre-processed data. As indicated in Figure 3, with
the Bonferroni adjusted significance cutoff 0.05/17201, 20 genes are identified as significantly re-
lated to AD by at least one method. Specifically, among them 12 were significant by 2SLS and/or
PT-2SLS, 18 are significant by Comb-2SIR. Two genes, APOE and TOMM40 on chromosome 19,
are well-known to be related to AD (Bu, 2009; Mise et al., 2017; Lyall et al., 2014); the former is
identified by all three methods while the latter is only identified by Comb-2SIR. Besides TOMM40,
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Figure 3: Upper. The bar-plot for significant AD genes, where the x-axis represents genes, the
y-axis represents − log10(p). Middle. Fitted transformations of two illustrative genes.
APOC1 (left) is identified by all methods. BCL3 (right) is only identified by our method.
Lower. QQ-plots for 2SLS, PT-2SLS, and 2SIR on ADNI negative control outcomes.

7 genes, BCL3, BIN1, CEACAM19, CHRNA2, CLPTM1, FBXO46, NKPD1, are only identified
by Comb-2SIR. We searched these 7 genes in large-scale GWAS results and found all of them ex-
cept FBXO46 contained genetic variants that have been reported to be significantly associated with
AD (Jansen et al., 2019; Marioni et al., 2018; Beecham et al., 2014). A further literature search
gives more supporting evidence about their associations with AD. Specifically, BCL3 has been dis-
covered to be associated with late-onset familial AD (Nho et al., 2017; Pericak-Vance et al., 1991);
in AD brains, BIN1 has increased expression levels (De Jager et al., 2014; Chapuis et al., 2013);
CEACAM19 has been suggested as a candidate gene related to human aging (Evans and Cummings,
2019); CHRNA2 has been implicated in potentially contributing to learning and memory functions
(Nichol, 2015) and as a potential target of clinical AD drugs (Cummings et al., 2019).

For illustration, Figure 3 (middle panel) shows the fitted transformations for two genes: APOC1
and BCL3 (others are included in Supplementary). For APOC1, which is successfully detected by
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2SLS, the estimated transformation by our method is roughly in agreement with the linear pattern
estimated by 2SLS. For BCL3, in contrast, the estimated transformation by our method is largely
different from that of 2SLS and PT-2SLS, indicating that the linear pattern might be invalid here.
This may be a reason for less significance given by 2SLS and PT-2SLS, offering practical and
empirical evidence for nonlinear causal effects in a real dataset.
Negative control outcomes. We also demonstrate Type I error control based on the ADNI dataset
with negative control outcomes. Specifically, we implement the methods based on individual-level
SNPs and gene expressions while generating negative control outcomes by simulating random
noises so that no gene is causal to the outcome. In this case, the p-value is expected to follow a
uniform distribution. Figure 3 exhibits the QQ plots of the methods, suggesting that the p-values
provided by 2SLS, PT-2SLS, and 2SIR are appropriately distributed in this negative control dataset.

5. Discussion and conclusions

Nonlinear modeling in TWAS has potential significance in identifying causal gene-trait associations.
However, it is plagued by the lack of individual-level GWAS data (with only summary statistics
for the outcome available). In this paper, we have proposed a flexible causal model for summary
data while allowing an arbitrary nonlinear causal effect, substantially relaxing the assumption of
linearity in the current practice of TWAS. A novel method called 2SIR+AIR is developed to estimate
the marginal causal effect and the nonlinear transformation, covering 2SLS as a special case. In
addition, we have developed inferential tools to assess exposure-outcome associations, including
hypothesis testing and interval estimation; in particular, our test is robust to model misspecification.

We have demonstrated the applicability of the proposed model and methods by studying the
ADNI gene expression and the IGAP GWAS datasets to identify putative causal genes for AD. Our
results suggest that the proposed method agrees with two existing methods (2SLS and PT-2SLS)
in 10 of 12 putative causal genes, but it additionally identifies 7 other potential AD genes. We
also observe higher R2’s for the stage one model of our method than existing models, offering
another source of evidence that nonlinear causal effects are likely to be present in real data. Our
finding reasonably suggests potential nonlinearity in gene-trait causal associations based on GWAS
data. We believe that the proposed method has great potential and could further advance research
in TWAS, including nonlinear treatment effect analysis, subgroup analysis, and robustness analysis.
Finally, in addition to TWAS, the proposed method can be equally applied to study other exposure-
outcome causal relationships in a more general context.
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Appendix A. Simulation for transformation estimation

This subsection examines the proposed adjusted inverse regression (2SIR+AIR) in (A.1) under vari-
ous nonlinear transformations, and the estimation accuracy is measured by mean square error (MSE)
and uniform error (UE):

MSE(ϕ̂, ϕ0) = E
((
ϕ̂(x)− ϕ0(x)

)2)
, UE(ϕ̂, ϕ0) = E sup

x∈X

∣∣ϕ̂(x)− ϕ0(x)∣∣ (A.1)

where X is a region of causal interest, which is replaced as 100 grid points of [5%-quantile, 95%-
quantile] of x for evaluation. We also compare the results with a conditional mean function to
highlight the role of the ratio correction in (10).

Specifically, we set θ = (p−1/2, · · · , p−1/2)⊺ and β = 1 in (2). Note that D1 and D2 are
generated with the same setting in Example 1 in Section 3 with wi = ui + γi, ui and γi are
independently generated from N(0, 1). Five nonlinear transformations are considered: (1) linear:
ϕ(x) = x; (2) logarithm: ϕ(x) = log(x); (3) cube root: ϕ(x) = x1/3, (4) piecewise linear (PL):
ϕ(x) = xI(x ≤ 0) + 0.5xI(x > 0), (5) quadratic (quad): ϕ(x) = x2. Note that the conditional
mean regression (9) is conducted based on a KNN model with the number of neighbors as 100. The
simulation is replicated 100 times with n = 2000, p = 10, 50, 100, the resulting MSEs and UEs are
summarized in Table A.1, and the fitted transformations for p = 10 is illustrated in Figure A.1.

It is evident that the proposed 2SIR+AIR method substantially outperforms 2SLS and PT-2SLS
in most cases, except that 2SLS yields better performance in the “linear” case where the proposed
model in (2) becomes a linear structural equation model. For other cases, the amount of improve-
ment is significant, with the largest improvement of (MSE: 99.9%, UE: 96.6%) and (MSE: 92.2%,
UE: 64.4%) over 2SLS and PT-2SLS, respectively.

Appendix B. Implementation and additional simulations

B.1. Computation and hyperparameter tuning

To solve (4), we first approximate the ∥ · ∥0 penalty by the SCAD (Fan and Li, 2001), and then
consider the corresponding regularized problem:

min
α,β

(θ̂β +α)⊺Z⊺
2Z2(θ̂β +α)− 2Y ⊺

2 Z2(θ̂β +α) + λpa(α), (B.1)
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2SLS PT-2SLS
p MSE UE MSE UE

10 linear 0.000(.000) 0.000(.000) 0.525(.005) 1.216(.005)
log 363.405(48.756) 9.892(0.045) 0.619(.004) 1.362(.004)

cube-root 346.575(6.023) 21.777(0.042) 1.293(.009) 1.737(.009)
PL 1.026(.005) 2.130(.002) 0.540(.004) 1.284(.005)

quad 2.461(.009) 3.073(.004) 2.083(.009) 2.824(.004)
50 linear 0.000(.000) 0.000(.000) 0.535(.005) 1.171(.004)

log 223.565(22.881) 12.106(.028) 0.616(.004) 1.342(.003)
cube-root 355.761(5.317) 19.961(.038) 1.302(.010) 1.738(.008)

PL 1.022(.004) 2.134(.002) 0.546(.005) 1.256(.005)
quad 2.474(.009) 3.287(.003) 2.095(.008) 3.033(.004)

100 linear 0.000(.000) 0.000(.000) 0.526(.004) 1.204(.004)
log 615.467(32.895) 7.429(.044) 0.623(.005) 1.580(.004)

cube-root 354.663(5.198) 20.571(.023) 1.300(.009) 1.740(.010)
PL 1.018(.005) 2.103(.002) 0.541(.004) 1.176(.004)

quad 2.468(.009) 3.097(.004) 2.092(.008) 2.851(.004)

Cond-mean(KNN) 2SIR+AIR (proposed)
p MSE UE MSE UE

10 linear 3.530(.179) 3.076(.090) 0.117(.003) 0.615(.012)
log 3.471(.205) 2.945(.094) 0.118(.002) 0.589(.016)

cube-root 3.336(.205) 2.766(.099) 0.113(.002) 0.584(.016)
PL 2.853(.207) 2.614(.104) 0.123(.003) 0.645(.016)

quad 1.323(.060) 1.568(.042) 0.123(.004) 0.638(.013)
50 linear 3.305(.214) 3.022(.096) 0.125(.003) 0.598(.015)

log 3.273(.214) 2.829(.104) 0.124(.002) 0.534(.016)
cube-root 3.408(.216) 2.922(.100) 0.121(.003) 0.561(.013)

PL 3.113(.214) 2.965(.100) 0.119(.003) 0.583(.016)
quad 1.162(.069) 1.581(.055) 0.163(.006) 0.837(.020)

100 linear 3.203(.217) 3,019(.095) 0.142(.003) 0.570(.010)
log 3.591(.220) 2.741(.111) 0.148(.003) 0.539(.011)

cube-root 3.818(.217) 3.157(.104) 0.140(.003) 0.565(.012)
PL 3.638(.219) 3.057(.107) 0.142(.003) 0.572(.015)

quad 1.201(.076) 1.492(.057) 0.232(.009) 1.015(.023)

Table A.1: Mean square error (MSE) and uniform error (UE) (standard errors in parentheses) for
the simulated example in Section A. Here cond-mean(KNN), and 2SIR+AIR denote
nonparametric regression in (9), and the proposed method in (10), respectively.

where pa(α) =
∑p

j=1 pa(αj) is the SCAD penalty, λ > 0 is a tuning parameter controlling the
sparsity of the solution, and a > 0 is a parameter in the SCAD, c.f. (C.1). For each choice of λ, the
solution (α̂λ, β̂λ) of (B.1) can be efficiently computed by the local linear approximation algorithm
(Zou and Li, 2008). Next, fixing K, we refit an ordinary least squares (OLS) regression with θ̂⊺z
and the top K variables in α̂λ for each λ. Let (α̂λ,K , β̂λ,K) be the resulting OLS estimate. Then
define

(α̂K , β̂K) = argmin
(α̂λ,K ,β̂λ,K)

RSS2(α̂λ,K , β̂λ,K)

as the solution to (4), where RSS2(α̂λ,K , β̂λ,K) is the residual sum of squares.
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Figure A.1: Fitted transformations of the simulated example in Section A, where the true transfor-
mations are: (1,1) linear; (1,2) logarithm; (2,1) cubic root; (2,2) quadratic.

To choose the best performing K, we use BIC for tuning criteria. Specifically, define

B̂IC(K) =
RSS2(α̂K , β̂K)

σ̂2e
+ log(n2)(K + 1),

where σ̂2e = RSS2(α̂ols, 0)/n2 is an estimate of σ2e in (4) and α̂ols = (Z⊺
2Z2)

−1Z⊺
2Y2. Then we

choose K that minimizes B̂IC(K), and use (α̂K , β̂K) for the subsequent data analysis.

B.2. Stability combination of p-values

In (8), the slicing scheme is treated as fixed. Although the number of slices S has been regarded as
a hyperparameter of minor importance (Li, 1991; Cook, 2009), our experiments and existing liter-
ature (Becker and Gather, 2007) suggest that the numerical results may vary greatly as S changes.
Specifically, we produce p-values for significant genes in Section 4 with a different number of slices
based on the proposed method. Figure B.1 clearly suggests that p-values significantly affected by
the number of slices (S = 2, 3, 5, 10). Hence, a gap in the choice of S exists between theory and
practice.

To bridge this gap, we propose to combine the tests based on different slicing schemes. Specif-
ically, let S be a collection of candidate slicing schemes. We combine p-values based on different
slices S ∈ S based on the Cauchy combination method (Liu and Xie, 2020):

p∗ = 0.5− (arctan t0)/π, t0 =
∑
S∈S

wi tan
((

0.5− PW (|W | > T̂S)
)
π
)
, (B.2)
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Figure B.1: The bar-plot for the negative logarithm of p-values of significant genes in Section 4
with different numbers of slices (S = 2, 3, 5, 10) based on the proposed method.

where the weights wis are nonnegative and
∑|S|

i=1wi = 1, T̂S is the test statistic in (8) with the
subscript emphasizing its dependence on S, and W ∼ N(0, 1) is a standard normal variable in-
dependent of the data. For illustration, we focus on a combined version of the proposed method
with wi = 1/|S|. Note that we could apply other types of combining such as order statistics of the
p-values, and corrected arithmetic and geometric means (Vovk and Wang, 2020).

B.3. Simulation results for Invalid IVs with or without correlated pleiotropy

Example 2 (Invalid IVs). In this example, we examine the proposed method with invalid IVs.
Specifically, zi is generated with Σij = ν|i−j|. Then, xi is generated based on the same procedure
in Example 1. Finally, yi is generated as yi = βϕ(xi)+α⊺zi+ϵi. Here α = (1, 1, 1, 1, 1, 0, · · · , 0)
indicates that the first five elements are invalid IVs. We examine four cases: (i) β = 0, (ii) β =
.03, (iii) β = .05, (iv) β = .10. We construct CIs for (iii) β = .05. All empirical results are
summarized in Figure B.2 (testing) and Table B.1 (CI) based on (n, p) = (10000, 50), and ν =
0.0, 0.5. Moreover, we further consider invalid IVs with correlated pleiotropy, where θ = θ0 + µ
and α = α0 + µ where θ0 and α0 are simulated with the same procedure in Example 1, and
µ = (µ1, · · · , µ5, 0, · · · )⊺ with µj ∼ N(0, 1). All empirical results are summarized in Figure B.3
(testing) based on n = 10000, p = 50, and ν = 0.5.

B.4. Simulation results for categorical IVs

Example 3 (Categorical IVs). Note that the proposed method requires that the IVs follow an el-
liptically symmetric distribution, which is usually invalid for categorical data. Yet, in practice, a
categorical IV is often involved in causal inference, such as SNP data. In this example, we examine
if the proposed method can be applied to categorical IVs. Specifically, the IVs (zi)i=1,··· ,n are gen-
erated as zi = τi+τ ′

i to mimic the SNP data, where τi and τ ′
i are independent Bernoulli trials, each

with a probability of success 0.3. Moreover, we set θ ∼ N(0, Ip) and normalize it by its norm,
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Figure B.2: Empirical Type I error (β0 = 0) and power (β = 0.05, 0.10, 0.15) for the simulated
example (invalid IVs) in Example 2. ν = 0.0, 0.5 from top to bottom.

2SLS PT-2SLS 2SIR (proposed)
ν coverage length coverage length coverage length
0.0 linear 0.945 0.078 0.945 0.078 0.948 0.078

log 0.999 79.988 0.928 0.078 0.952 0.078
cube-root 0.965 0.190 0.972 0.079 0.949 0.079
inverse 0.598 0.159 0.510 0.050 0.954 0.078

PL 0.951 0.079 0.950 0.079 0.951 0.079
quad 0.443 0.043 0.456 0.043 0.964 0.079

0.5 linear 0.951 0.050 0.951 0.050 0.945 0.050
log 1.000 213.678 0.948 0.056 0.946 0.050

cube-root 1.000 0.216 0.945 0.051 0.943 0.049
inverse 0.827 0.210 0.645 0.062 0.940 0.050

PL 0.942 0.050 0.912 0.049 0.936 0.050
quad 0.541 0.055 0.514 0.055 0.946 0.049

Table B.1: Empirical coverage and length of the CI for in Example 2 (invalid IVs).

then xi and yi are generated following the same procedure in Example 1. All empirical results are
summarized in Table B.2 (testing), Table B.3 (CI), and Figure 2 (boxplot).

B.5. Simulation results for weak IVs

Example 4 (Weak IVs). In this example, we examine the performance and stability of the proposed
method with weak IVs. Specifically, we set θ ∼ N(0, Ip), θj = 0; j = 1, · · · , ⌊πp⌋, and normalize
it by its norm, then xi and yi are generated following the same procedure in Example 1 based on
(n = 5000, p = 50), and π = 0.0, 0.1, 0.3. All empirical results are summarized in Figure B.5
(testing), Table B.4 (CI).
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Figure B.3: Empirical Type I error (β0 = 0) and power (β = 0.05, 0.10, 0.15) of the proposed
nonlinear causal test for the simulated example (invalid IVs with correlated pleiotropy)
in Example 2 of Section 3.

2SLS PT-2SLS 2SIR (proposed) Comb-2SIR (proposed)
(n, p) Type I Power Type I Power Type I Power Type I Power

(2000, 10) linear .040 (0.20, 0.37, 0.47) .040 (0.20, 0.39, 0.51) .048 (0.20, 0.40, 0.52) .046 (0.18, 0.40, 0.54)
log .050 (0.03, 0.14, 0.14) .058 (0.07, 0.25, 0.52) .055 (0.06, 0.23, 0.60) .057 (0.09, 0.22, 0.60)

cube-root .052 (0.08, 0.16, 0.36) .055 (0.10, 0.32, 0.54) .057 (0.13, 0.35, 0.53) .054 (0.13, 0.35, 0.55)
inverse .050 (0.05, 0.07, 0.15) .044 (0.03, 0.08, 0.12) .060 (0.14, 0.24, 0.57) .066 (0.14, 0.25, 0.58)

PL .058 (0.13, 0.30, 0.52) .059 (0.15, 0.29, 0.52) .055 (0.15, 0.28, 0.51) .055 (0.14, 0.30, 0.52)
quad .051 (0.08, 0.02, 0.14) .053 (0.08, 0.03, 0.15) .040 (0.10, 0.23, 0.58) .043 (0.10, 0.17, 0.56)

(2000, 50) linear .070 (0.11, 0.19, 0.52) .069 (0.13, 0.21, 0.56) .060 (0.10, 0.18, 0.59) .062 (0.11, 0.18, 0.59)
log .065 (0.04, 0.08, 0.12) .062 (0.08, 0.15, 0.28) .061 (0.08, 0.18, 0.46) .063 (0.06, 9.18, 0.47)

cube-root .059 (0.05, 0.09, 0.14) .061 (0.04, 0.18, 0.46) .042 (0.07, 0.21, 0.54) .045 (0.06, 0.24, 0.49)
inverse .050 (0.05, 0.06, 0.06) .055 (0.04, 0.11, 0.09) .059 (0.08, 0.25, 0.49) .069 (0.10, 0.21, 0.45)

PL .050 (0.09, 0.26, 0.50) .053 (0.08, 0.33, 0.51) .061 (0.08, 0.30, 0.49) .059 (0.07, 0.33, 0.51)
quad .061 (0.05. 0.06, 0.06) .062 (0.05, 0.06, 0.06) .064 (0.13, 0.20, 0.58) .069 (0.09, 0.16, 0.52)

(5000, 50) linear .058 (0.24, 0.59, 0.86) .054 (0.23, 0.59, 0.88) .053 (0.26, 0.62, 0.89) .060 (0.27, 0.61, 0.88)
log .062 (0.06, 0.13, 0.11) .051 (0.17, 0.46, 0.68) .066 (0.20, 0.64, 0.86) .068 (0.22, 0.66, 0.84)

cube-root .053 (0.16, 0.26, 0.31) .056 (0.22, 0.61, 0.88) .046 (0.24, 0.57, 0.88) .042 (0.26, 0.58, 0.89)
inverse .047 (0.02, 0.09, 0.03) .040 (0.03, 0.11, 0.05) .056 (0.24, 0.58, 0.90) .058 (0.22, 0.58, 0.87)

PL .058 (0.21, 0.52, 0.86) .054 (0.23, 0.55, 0.88) .058 (0.22, 0.56, 0.89) .054 (0.22, 0.56, 0.89)
quad .053 (0.10, 0.09, 0.06) .053 (0.11, 0.09, 0.06) .043 (0.24, 0.59, 0.86) .051 (0.22, 0.52, 0.83)

(5000, 100) linear .052 (0.15, 0.54, 0.85) .049 (0.17, 0.56, 0.87) .050 (0.14, 0.62, 0.89) .056 (0.17, 0.60, 0.89)
log .044 (0.07, 0.09, 0.03) .064 (0.16, 0.32, 0.61) .064 (0.21, 0.57, 0.86) .069 (0.25, 0.58, 0.86)

cube-root .050 (0.06, 0.14, 0.35) .055 (0.22, 0.52, 0.85) .047 (0.21, 0.58, 0.86) .053 (0.26, 0.56, 0.88)
inverse .053 (0.07, 0.08, 0.08) .061 (0.03, 0.07, 0.11) .048 (0.17, 0.55, 0.88) .063 (0.18, 0.49, 0.83)

PL .055 (0.21, 0.50, 0.80) .058 (0.25, 0.56, 0.87) .055 (0.25, 0.59, 0.88) .060 (0.22, 0.58, 0.85)
quad .056 (0.07, 0.04, 0.10) .057 (0.06, 0.04, 0.10) .050 (0.26, 0.61, 0.87) .051 (0.23, 0.51, 0.84)

Table B.2: Empirical Type I error and power of the proposed nonlinear causal test for the simulated
example (categorical instrument variables) in Example 3 of Section 3.

B.6. Simulation results for non-additive and epistatic effects

Example 5 (Non-additive and epistatic effects). In this example, we examine the performance and
stability of the proposed method under non-additive and epistatic genetic effects. First, (zi)i=1,··· ,n
are generated based on the same setting in Example 3. To incorporate the non-additive and epistatic
effects, xi = ϕ−1(θ⊺

aI(zi = 1) + θ⊺
dI(zi = 2) +

∑
(j,j′)∈J δj,j′zijzij′ + wi). Here, we set θa ∼

N(0, Ip), and θd = λθa presents non-additive effects when λ ̸= 2. Besides, δ ∼ N(0, 0.1I|J |)
presents epistatic (i.e. interaction) effects, and J is a set of randomly selected pairs, where each
pair is uniformly sampled. Finally, yi is generated following the same procedure in Example 3. In
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2SLS PT-2SLS 2SIR (proposed)
(n, p) coverage length coverage length coverage length

(2000, 10) linear 0.939 0.179 0.940 0.179 0.980 0.198
log 1.000 331.983 0.936 0.184 0.974 0.199

cube-root 1.000 0.694 0.930 0.181 0.979 0.201
inverse 0.998 0.503 0.810 0.130 0.980 0.199

PL 0.959 0.183 0.957 0.184 0.965 0.199
quad 0.863 0.126 0.834 0.122 0.986 0.197

(2000, 50) linear 0.951 0.178 0.955 0.179 0.975 0.197
log 0.953 370.745 0.937 0.158 0.982 0.195

cube-root 1.000 0.610 0.954 0.166 0.980 0.198
inverse 0.996 0.802 0.922 0.134 0.991 0.198

PL 0.964 0.173 0.953 0.175 0.974 0.197
quad 0.892 0.143 0.893 0.140 0.964 0.202

(5000, 50) linear 0.960 0.129 0.961 0.129 0.979 0.133
log 1.000 250.982 0.910 0.112 0.978 0.133

cube-root 1.000 0.312 0.945 0.125 0.975 0.134
inverse 0.968 0.461 0.781 0.085 0.980 0.133

PL 0.956 0.129 0.961 0.130 0.972 0.135
quad 0.783 0.086 0.785 0.085 0.957 0.135

(10000, 50) linear 0.960 0.102 0.954 0.102 0.977 0.104
log 1.000 145.694 0.964 0.101 0.976 0.104

cube-root 1.000 0.218 0.932 0.101 0.971 0.103
inverse 0.892 0.589 0.670 0.060 0.979 0.104

PL 0.958 0.103 0.956 0.103 0.982 0.103
quad 0.673 0.067 0.666 0.066 0.987 0.103

Table B.3: Empirical coverage and length of the CI for the simulated example (marginal effect
inference) with categorical instrument variables in Example 3 of Section 3.

Figure B.4: The boxplot for estimated marginal causal effect β for both normal distributed and cate-
gorical instrument variables based on an “inverse” transformation function in Example
3 of Section 3 with n = 2000, p = 10, β = .15.
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Figure B.5: Empirical Type I error (for β0 = 0) and power (for β0 = 0.05, 0.10, 0.15) of the
proposed nonlinear causal test for the simulated example (marginal effect inference) in
Example 4 (weak IVs) of Section 3, π = 0.0, 0.1, 0.3 from up to bottom. Here 2SLS,
PT-2SLS, 2SIR, and Comb-2SIR denote two-stage least square, Yeo-Johnson power
transformed two-stage least square, the proposed method, and the Cauchy combined
proposed method, respectively.

this example, we set n = 5000, p = 50, λ = 0.3, 0.5 and |J | = ⌊0.1p⌋, ⌊0.3p⌋. All empirical
results are summarized in Figure B.6 (testing), Table B.5 (CI).

B.7. Simulation results for misspecified models

Example 6 (Misspecified models). We examine the performance and stability of the proposed
method for misspecified models. Specifically, (zi, xi)i=1,··· ,n are generated with the same procedure
in Example 1. In Stage 2, we consider misspecified models: yi = βψ(xi) + ϵi with ψ(x) = x,
ψ(x) = exp(x), ψ(x) = |x|, ψ(x) = 1/x, and ψ(x) = log(|x|). According to the simulation
results in Example 1, we mainly consider ϕ(x) = x2 and ϕ(x) = 1/x to highlight the differences
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2SLS PT-2SLS 2SIR (proposed)
π coverage length coverage length coverage length

0.0 linear 0.950 0.094 0.952 0.095 0.978 0.095
log 1.000 95.559 1.000 0.090 0.972 0.097

cube-root 1.000 0.215 0.999 0.095 0.982 0.097
inverse 0.801 0.209 0.640 0.060 0.972 0.096

PL 0.951 0.096 0.960 0.096 0.977 0.096
quad 0.522 0.052 0.523 0.051 0.976 0.095

0.1 linear 0.952 0.096 0.952 0.096 0.972 0.095
log 1.000 104.281 0.947 0.090 0.965 0.095

cube-root 1.000 0.206 0.947 0.094 0.968 0.094
inverse 0.775 0.485 0.607 0.059 0.960 0.094

PL 0.952 0.095 0.955 0.095 0.971 0.094
quad 0.584 0.054 0.578 0.054 0.969 0.094

0.3 linear 0.945 0.096 0.947 0.096 0.968 0.095
log 1.000 118.202 0.936 0.091 0.955 0.095

cube-root 1.000 0.222 0.958 0.097 0.966 0.096
inverse 0.775 1.026 0.597 0.054 0.964 0.094

PL 0.936 0.095 0.943 0.095 0.971 0.094
quad 0.566 0.054 0.567 0.054 0.975 0.094

Table B.4: Empirical coverage and length of the confidence interval for the simulated example
(marginal effect inference) in Example 4 (weak IVs) of Section 3.

between the proposed methods and other competitors. All empirical results are summarized in
Figure B.7 (testing).

B.8. R-squared values for the estimated equation

This subsection includes the R-squared values for the estimated equation (z-x) based on the ADNI
dataset. The numerical results are summarized in the folder ”app S11 r2”.

Appendix C. Supplementary results and technical proofs

C.1. Selection bias

In the real data application, we pre-screen SNPs based on multiple criteria. This subsection analyzes
the potential selection bias in our procedure. To this end, consider the following situation. Suppose
(z, x, y) comes from the model

ϕ(x) = z⊺θ + w, y = βϕ(x) + z⊺α+ ε,

where z ∈ Rd, θ = (θM ,0), |M | ≪ d, and the other settings remain the same as model (1).
The prescreening procedure based on (Z1,X1) ∈ Rn1×(d+1) selects a model M̂ with cardinality
|M̂ | = p≪ d being fixed. Assume the prescreening procedure satisfies the sure screening property
(Fan and Lv, 2008) in that P (M̂ ⊇ M) → 1. Moreover, A = {j : αj ̸= 0} ⊆ M . For any
M ′ ⊇M with |M ′| = p, we have a submodel

ϕ(x) = z⊺
M ′θ

(M ′) + w, y = βϕ(x) + z⊺
M ′α

(M ′) + ε,
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Figure B.6: Empirical Type I error (for β0 = 0) and power (for β0 = 0.05, 0.10, 0.15) of
the proposed nonlinear causal test for the simulated example (marginal effect in-
ference) in Example 5 (non-additive and epistatic effects) of Section 3, (λ, |J |) =
(0.3, ⌊0.1p⌋), (0.5, ⌊0.1p⌋), (0.3, ⌊0.3p⌋), (0.5, ⌊0.3p⌋) from up to bottom.

where θ(M ′) = (θM ,0) ∈ R|M ′| and α(M ′) = (αA,0) ∈ R|M ′|. Let θ̂(M ′) be the SIR estimator

based on M ′. Then by Theorem 4 of (Zhu and Ng, 1995), we have
√
n1(θ̂

(M ′)− θ(M ′))
d−→ ξ(M

′)

for a subgaussian random variable ξ(M
′). Since there are

(
d

p−|M |
)
≤ (ed/(p− |M |))p−|M | possible
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2SLS PT-2SLS 2SIR (proposed)
(λ, |J |) coverage length coverage length coverage length

(1.3, 0.1p) linear 0.945 0.115 0.942 0.116 0.992 0.123
log 1.000 221.321 0.889 0.103 0.989 0.124

cube-root 1.000 0.281 0.915 0.115 0.987 0.125
inverse 0.979 0.331 0.796 0.087 0.992 0.123

PL 0.937 0.115 0.932 0.116 0.986 0.125
quad 0.787 0.084 0.780 0.084 0.998 0.125

(1.3, 0.3p) linear 0.923 0.113 0.925 0.113 0.989 0.123
log 1.000 234.423 0.892 0.103 0.992 0.124

cube-root 1.000 0.275 0.907 0.112 0.989 0.123
inverse 0.977 1.920 0.772 0.087 0.982 0.123

PL 0.918 0.112 0.914 0.113 0.985 0.123
quad 0.785 0.084 0.784 0.083 0.990 0.123

(1.5, 0.1p) linear 0.948 0.115 0.952 0.116 0.992 0.124
log 1.000 188.532 0.893 0.105 0.991 0.121

cube-root 1.000 0.268 0.917 0.112 0.982 0.123
inverse 0.977 0.334 0.801 0.088 0.989 0.124

PL 0.944 0.115 0.945 0.116 0.991 0.124
quad 0.776 0.082 0.773 0.082 0.988 0.124

(1.5, 0.3p) linear 0.931 0.115 0.942 0.114 0.989 0.123
log 1.000 210.321 0.882 0.104 0.991 0.123

cube-root 1.000 0.281 0.942 0.114 0.995 0.124
inverse 0.974 0.583 0.799 0.085 0.986 0.124

PL 0.926 0.114 0.928 0.115 0.986 0.123
quad 0.789 0.085 0.788 0.085 0.990 0.123

Table B.5: Empirical coverage and length of the CI for the simulated example (marginal effect
inference) in Example 5 (non-additive and epistatic effects) of Section 3.

M ′, we have

max
M ′⊇M :|M ′|=p

√
n1|θ̂(M ′) − θ(M ′)| = Op

(√
(p− |M |) log(d)

)
.

Thus, θ̂ = θ̂(M̂) is consistent provided that n1 ≫ (p − |M |) log(d). It follows that β̂ is also

consistent in this situation. In view of Theorem 1,
√
n2β̂

d−→ |N(0, (θ⊺Σ̃θ)−1σ2e)| when β = 0.
Consequently, the test (8) of H0 : β = 0 remains valid after a sure screening procedure. To
conclude, our procedure seems largely immune to the potential selection bias provided that the
sample size n1 ≫ (p− |M |) log(d) and a sure screening method is used.

C.2. Regularity conditions and supplementary results

We impose the following regularity conditions for 2SIR and AIR. In particular, Condition C.1 is
used to establish the asymptotic distribution of SIR estimate θ̂, Conditions C.1 and C.2 are used
to derive the asymptotic properties of 2SIR estimate β̂, and Conditions C.1 and C.3 are used to
quantify the convergence rate of AIR estimate ϕ̂.

Condition C.1 Assume the following conditions for sliced inverse regression.
(i) E(z | z⊺θ) is linear in z⊺θ;
(ii) c− ≤ λmin(Σ) ≤ λmax(Σ) ≤ c+, where Σ = Ezz⊺;
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Figure B.7: Empirical Type I error (β0 = 0) and power (β0 = 0.1, 0.2, 0.3, 0.4) of the proposed
nonlinear causal test for the simulated example with misspecified causal transformation
in Example 6 of Section 3. Here ϕ(x) = x2 and ϕ(x) = 1/x are specified for two rows,
respectively; and ψ(x) = x, ψ(x) = ex, ψ(x) = |x|, ψ(x) = 1/x, ψ(x) = log(|x|)
are specified for five columns.

(iii) E ∥z∥4 <∞;
(iv) E(z | x) has a total variation of order 1/4 in that

lim
n1→∞

1

n
1/4
1

sup
Πn1 (D)

n1−1∑
i=1

∥E(z | x∗(i+1))− E(z | x∗(i))∥ = 0,

where Πn1(D) is the collection of all n1-point partitions, −D ≤ x∗(1) ≤ · · · ≤ x∗(n1)
≤ D of the

interval [−D,D], D > 0 and ∥ · ∥ is the Euclidean norm;
(v) There exist a nondecreasing real-valued function M and a real number D0 > 0 such that

for any two points x1, x2 < −D0 or x1, x2 > D0,

∥E(z | x1)− E(z | x2)∥ ≤ |M(x1)−M(x2)|,

and M4(t)P (x > t)→ 0 as t→∞, as n1 →∞;
(vi) Let Cov(u | x) has a total variation of order 1 in that

lim
n1→∞

1

n1
sup

Πn1 (D)

n1−1∑
i=1

∥Cov(u | x∗(i+1))− Cov(u | x∗(i))∥F = 0,

where u = z − E(z | x) and ∥ · ∥F is the Frobenius norm.
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Condition C.1 is common in the sufficient dimension reduction literature (Zhu and Ng, 1995;
Zhu et al., 2006). Note that (i) and (ii) impose distributional assumptions on z, where (i) is equiv-
alent to that z has an elliptically symmetric distribution (Cook and Weisberg, 1991). However, it
can be approximately extended to categorical IVs as indicated in (Hall and Li, 1993). Moreover,
the numerical performance in Example 3 of Section 3 also suggests that the proposed method can
apply to categorical IVs. Condition C.1 (iii)-(vi) are used to derive the asymptotic distribution of
θ̂; see (Zhu and Ng, 1995) for details. Under Condition 1, we have n1/21 (θ̂ − θ)

d−→ ξ, where the
distribution of ξ is given in Theorem 4 of (Zhu and Ng, 1995).

For estimating β, we aim to solve a sparse regression problem in (4) of the main text. In (4),
∥ · ∥0 penalty is used. For theoretical analysis, we also consider its surrogates SCAD, TLP, and
MCP, defined as follows:

• (SCAD)

pa(t) =


4|t|/3a |t| ≤ a/2,
1− 4(|t| − a)2/3a2 a/2 < |t| ≤ a
1 |t| > a,

(C.1)

• (TLP)

pa(t) =

{
|t|/a |t| ≤ a,
1 |t| > a,

(C.2)

• (MCP)

pa(t) =

{
2|t|/a− |t|2/a2 |t| ≤ a,
1 |t| > a,

(C.3)

where a > 0 is a hyperparameter.

Condition C.2 Assume the following conditions are satisfied.
(i) |A| < p/2, where A = {j : αj ̸= 0};
(ii) ∥α∥min = minj∈A |αj | ≥ 32σe

√
c+c

−1
−
√
log(n)/n;

(iii) n2/n1 → r ∈ (0,∞).
(iv) 0 < a <

√
c+ log(n)/(2pλmax(Z

⊺
2Z2)) when SCAD, TLP, or MCP is used.

Condition C.2 (i) is an assumption for identifiability of β, cf. Corollary 1 of (Kang et al., 2016b),
while (ii) is nearly necessary for the consistent selection of invalid instruments (Wainwright, 2009).
Condition C.2 (iii) is a common assumption in two-sample inference (Pacini and Windmeijer, 2016).

For the estimation of nonlinear transformation ϕ, we impose the following condition.

Condition C.3 Assume m̂ satisfies the following properties.
(i) E ∥m̂−m∥∞ ≤ c1n−κ1

1 , where ∥m∥∞ = supx∈X |m(x)| and κ1 > 0;
(ii) En−1

1

∑n1
i=1 |m̂(x1i)−m(x1i)|2 ≤ c2n−κ2

1 , where κ2 > 0.
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In Condition C.3, (i) specifies the local estimation quality via the sup-norm convergence rate
over the treatment region of interest X , while (ii) specifies the global estimation quality via the
convergence rate in the empirical L2-norm. The convergence results of various nonparametric re-
gressions have been extensively studied; see (Tsybakov, 2008) for an overview.

Theorem 6 presents the convergence rate for estimating nonlinear transformation ϕ(·) and non-
linear causal effect βϕ(·).

Theorem 6 Assume Conditions C.1 and C.3 in Section C.2 and conditions in Proposition 1. Then
∥ϕ̂ − ϕ∥∞ ≤ Op(max(

√
p/n1, n

−min(κ1,κ2)
1 )). If in addition Condition C.2 in Section C.2 holds,

then ∥β̂ϕ̂− βϕ∥∞ = Op(max(
√
p/n1,

√
1/n2, n

−min(κ1,κ2)
1 )), where ∥ · ∥∞ is sup-norm given in

Condition C.3, and κ1, κ2 > 0 are convergence rates of m̂ in (5).

Theorem 6 shows that the convergence rate of β̂ϕ̂ is determined by the slowest rate of estimating
θ, β, and m(·). Note that the estimation of θ and β possesses a parametric root-n rate. Hence, the
overall convergence rate ∥β̂ϕ̂− βϕ∥∞ is usually determined by that of the nonparametric function
estimation.

C.3. Technical proofs

Proof [Proof of Proposition 1] Note that E(z⊺θ | x) = E(z⊺θ | ϕ(x)) = E(z⊺θ | z⊺θ + w). By
the property of elliptical symmetry, E(z⊺θ | z⊺θ + w) = ρ(z⊺θ + w) = ρϕ(x).

Lemma 7 (Theorem 1 of (Zhu and Ng, 1995)) Assume Condition C.1 is satisfied, then we have
n
−1/2
1 (θ̂ − θ)

d−→ ξ, where the distribution of ξ is given in Theorem 1 of (Zhu and Ng, 1995).

Lemma 8 Under Condition C.2, if K = |A|, then P (Â ̸= A) ≤ 4n−3
2 , where Â = {j : α̂j ̸= 0}.

Proof [Proof of Lemma 8] Denote X̂2 = (z⊺
21θ̂, . . . ,z

⊺
2n2

θ̂)⊺, and let Z̃ = (Z2, X̂2) ∈ Rn2×(p+1)

be the augmented data matrix and γ̂◦ = (α̂◦, β̂◦) be the oracle estimator. Let B = {j : γ̂◦j ̸= 0} =
A ∪ {p+ 1} and B̂ = {j : γ̂j ̸= 0} = Â ∪ {p+ 1}.

First, suppose ∥ · ∥0 penalty is used in (4). Since γ̂ is the solution of (4), we have n−1
2 ∥Y −

Z̃γ̂∥22 ≤ n
−1
2 ∥Y − Z̃γ̂◦∥22, which, after rearrangement, yields that

1

n2
∥Z̃(γ̂ − γ̂◦)∥22 ≤

2

n2
ê⊺Z̃(γ̂ − γ̂◦),

where ê = Y − Z̃γ̂◦ is the residual vector of the oracle estimator. By the first-order optimality
condition of the oracle estimator γ̂◦, we have ê⊺Z̃B = 0. Moreover, we have γ̂

(B̂∪B)c
− γ̂◦

(B̂∪B)c
=

0. Hence, we have

1

n2
∥Z̃

B̂∪B(γ̂B̂∪B − γ̂◦
B̂∪B)∥

2
2 ≤

2

n2
ê⊺Z̃

B̂\B(γ̂B̂\B − γ̂◦
B̂\B)

≤ 2

n2
∥ê⊺Z̃

B̂\B∥2∥γ̂B̂\B − γ̂◦
B̂\B∥2.

(C.4)
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Further,

1

n2
∥Z̃

B̂∪B(γ̂B̂∪B − γ̂◦
B̂∪B)∥

2
2 ≥ λmin(n

−1
2 Z̃⊺

B̂∪B
Z̃

B̂∪B)∥γ̂B̂∪B − γ̂◦
B̂∪B∥

2
2.

Note that ∥γ̂
B̂∪B − γ̂◦

B̂∪B
∥2 ≥

√
|B̂ \B|∥α∥min and ∥γ̂

B̂∪B − γ̂◦
B̂∪B
∥2 ≥ ∥γ̂B̂\B − γ̂◦

B̂\B
∥2.

Combining the above results, we obtain

λmin(n
−1
2 Z̃⊺

B̂∪B
Z̃

B̂∪B)

√
|B̂ \B|∥α∥min ≤

2

n
sup

{S:|S\B|=|B̂\B|}
∥ê⊺Z̃S\B∥2.

Now, let E = E1 ∩ E2, where

E1 =
{
λmin(n

−1Z̃⊺

B̂∪B
Z̃

B̂∪B) >
c−
2

}
,

E2 =

{
sup

{S:|S\B|=k}
∥ê⊺Z̃S\B∥2 ≤ 4

√
c+σe

√
k log(n)/n, 1 ≤ k ≤ |B|

}
.

Then on event E , we have 2−1c−

√
|B̂ \B|∥α∥min < 8σe

√
c+

√
|B̂ \B|

√
log(n)/n. However,

by Condition C.2 (iii), we have ∥α∥min ≥ 32σe
√
c+c

−1
−
√
log(n)/n. This implies that |Â \ A| =

|B̂ \B| = 0, and hence Â = A on event E .
Next, suppose a surrogate penalty (SCAD, TLP, or MCP) is used in (4). Let Â∗

1 = {j : |α̂j | > a}
and Â∗

2 = {j : |α̂j | ≤ a}. Then (C.4) needs a modification,

1

n2
∥Z̃

B̂∪B(γ̂B̂∪B − γ̂◦
B̂∪B)∥

2
2 ≤

2

n2
ê⊺Z̃

Â∗
1\A

(γ̂
Â∗

1\A
− γ̂◦

Â∗
1\A

)

+
2

n2
ê⊺Z̃

Â∗
2\A

(γ̂
Â∗

2\A
− γ̂◦

Â∗
2\A

)

≤ 2

n2
∥ê⊺Z̃

Â∗
1\A
∥2∥γ̂Â∗

1\A
− γ̂◦

Â∗
1\A
∥2

+
2

n2
∥ê∥2∥Z̃Â∗

2\A
(γ̂

Â∗
2\A
− γ̂◦

Â∗
2\A

)∥2

≤ 2

n2
∥ê⊺Z̃

Â∗
1\A
∥2∥γ̂Â∗

1\A
− γ̂◦

Â∗
1\A
∥2

+
3σe√
n2

√
pλmax(Z⊺Z)a.

(C.5)

We have ∥γ̂
B̂∪B − γ̂◦

B̂∪B
∥2 ≥

√
|Â∗

1 \A|∥α∥min and ∥γ̂
B̂∪B − γ̂◦

B̂∪B
∥2 ≥ ∥γ̂Â∗

1\A
− γ̂◦

Â∗
1\A
∥2.

Thus,

λmin(n
−1
2 Z̃⊺

B̂∪B
Z̃

B̂∪B)

√
|Â∗

1 \A|∥α∥min ≤
2

n
sup

{S:|S\A|=|Â∗
1\A|}

∥ê⊺Z̃S\B∥2

+
3σe√
n2

√
pλmax(Z⊺Z)a

≤ 2

n
sup

{S:|S\A|=|Â∗
1\A|}

∥ê⊺Z̃S\B∥2 +
√
c+σe

√
log(n)

n
,

32824



INFERENCE OF NONLINEAR CAUSAL EFFECTS

where the second inequality follows from Condition C.2 (iv). Similarly, on event E , we have

2−1c−

√
|Â∗

1 \A|∥α∥min < 8σe
√
c+(
√
|Â∗

1 \A|+ 1)
√
log(n)/n.

However, ∥α∥min ≥ 32σe
√
c+c

−1
−
√
log(n)/n. This implies that |Â∗

1 \ A| = 0, and hence
Â = A on event E .

Finally, note that P (Â ̸= A) ≤ P (Ec) ≤ P (Ec1)+P (Ec2), where the Gaussian tail bounds yields
that

P (Ec1) ≤ n−3, P (Ec2) ≤
|A|∑
k=1

2 exp(−3k log(n)) ≤ 3n−3.

The proof is completed.

Proof [Proof of Theorem 1] By Lemma 8, it suffices to consider the event {Â = A}. Denote the
oracle estimator by (β̂◦, α̂◦

A), namely the OLS estimator with A known. Then

(
β̂◦

α̂◦
A

)
=

(
X̂⊺X̂ X̂⊺ZA

Z⊺
AX̂ Z⊺

AZA

)−1(
X̂⊺Y
Z⊺

AY

)
.

It follows from matrix algebra that

β̂◦ = Ω̂XX̂⊺Y − Ω̂XX̂⊺ZA(Z
⊺
AZA)

−1Z⊺
AY ,

Ω̂X = (X̂⊺X̂ − X̂⊺ZA(Z
⊺
AZA)

−1Z⊺
AX̂)−1.

By Lemma 7,
√
n1(θ̂ − θ)

d−→ ξ. Then by direct calculation,

√
n2(β̂

◦ − β)
=
√
n2Ω

−1
X θ⊺Z⊺(I − PZA

)e−
√
rβΩ−1

X (θ⊺Z⊺Z − θ⊺Z⊺ZA(Z
⊺
AZA)

−1Z⊺
AZ)ξ + op(1)

=ζ − η + op(1),

where PZA
= ZA(Z

⊺
AZA)

−1Z⊺
A. Since two samples are independent, we have ζ ⊥⊥ η. Finally,

note that by Lemma 8, P (β̂ = |β̂◦|) → 1. Hence, we have n1/22 (β̂ − β) = |n1/22 β + ζ − η| −
n
1/2
2 β + op(1), which completes the proof.

Proof [Proof of Corollaries 1 and 2] The desired results follow immediately from Theorem 1.

Proof [Proof of Theorem 6] Let

a = n−1
1

n1∑
i=1

(z⊺
1iθ̂)

2, ã = n−1
1

n1∑
i=1

(z⊺
1iθ)

2,

b = n−1
1

n1∑
i=1

m̂(x1i)z
⊺
1iθ̂, b̃ = n−1

1

n1∑
i=1

m0(x1i)z
⊺
1iθ.
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Let Σ̂ = n−1
1

∑n1
i=1 z1iz

⊺
1i and note that ∥Σ̂ − Σ∥2 ≤ c1

√
p/n1. Let Ĉzw = n−1

1

∑n1
i=1 z

⊺
1iθw1i

and note that |Ĉzw| ≤ c3
√
1/n1. Then we have

|a− ã| = |(θ̂ + θ)⊺Σ̂(θ̂ − θ0)| ≤ c2
√
p/n1,

|ã− θ⊺Σθ| = |θ⊺(Σ̂−Σ)θ| ≤ c1
√
p/n1,

|b− b̃| = |n−1
1

n1∑
i=1

(m̂(x1i)−m(x1i))z
⊺
1iθ̂ + n−1

1

n1∑
i=1

m(x1i)z
⊺
1i(θ̂ − θ0)|

≤

√√√√n−1
1

n1∑
i=1

(m̂(x1i)−m(x1i))2
√
θ̂⊺Σ̂θ̂ + C

√
p/n1

≤ cn−κ2
1 + C

√
p/n1,

|̃b− ρ−1θ⊺Σθ| = |ρ−1θ⊺(Σ̂−Σ)θ + Ĉzw| ≤ (c1 + c3)
√
p/n1.

Thus,

|ρ̂− ρ| ≤
∣∣∣∣ab − ã

b̃

∣∣∣∣+ ∣∣∣∣ ã
b̃
− ρ
∣∣∣∣ ≤ c4max(

√
p/n1, n

−κ2
1 ).

Taken together, we have

∥ϕ̂− ϕ∥∞ ≤ |ρ̂− ρ|∥m̂∥∞ + |ρ|∥m̂−m∥∞ ≤ c5max(
√
p/n1, n

−min(κ1,κ2)
1 ).

This completes the proof.
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