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Abstract
We investigate the relationship between system identification and intervention design in dynamical
systems. While previous research demonstrated how identifiable representation learning methods,
such as Independent Component Analysis (ICA), can reveal cause-effect relationships, it relied on a
passive perspective without considering how to collect data. Our work shows that in Gaussian Lin-
ear Time-Invariant (LTI) systems, the system parameters can be identified by introducing diverse
intervention signals in a multi-environment setting. By harnessing appropriate diversity assump-
tions motivated by the ICA literature, our findings connect experiment design and representational
identifiability in dynamical systems. We corroborate our findings on synthetic and (simulated)
physical data. Additionally, we show that Hidden Markov Models, in general, and (Gaussian)
LTI systems, in particular, fulfil a generalization of the Causal de Finetti theorem with continuous
parameters. The project’s repository is at github.com/rpatrik96/lti-ica.
Keywords: Independent Component Analysis, identifiability, interventions, experiment design,
LTI, dynamical systems

1. Introduction

Dynamical systems model temporal phenomena and are prevalent in physics and engineering. They
are often Linear Time-Invariant (LTI), e.g., electronic circuits consisting of resistors, capacitors, and
inductors, or even some hydraulic and electromechanical systems (Borutzky, 2011). Due to their
practical relevance, control theory focuses on LTI systems to understand and control them.

LTI system identification (Åström and Eykhoff, 1971; Ljung, 1998; Pintelon and Schoukens,
2004), i.e., learning the model parameters, has been intensely studied since the 1960s, starting with
Rudolf Kálmán’s seminal work (Kalman, 1960b) —nonetheless, this field is still quite active, e.g.
the ICML 2022 outstanding paper award went to a recent theoretical work on learning mixtures
of linear dynamical systems (Chen and Poor (2022)). Dynamical system identification has two
main approaches: 1) in the temporal domain regression is used to minimize the Mean Squared
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Figure 1: Left: Machine Learning (ML) methods categorized based on active data collection (in-
terventions) and identifiability. Right: components of the training pipeline for each method on
the left. General ML methods use pre-collected data to learn a representation (black components
only); Reinforcement Learning (RL) additionally leverages interventions via agency (i.e., interac-
tions with the world; black+red); Independent Component Analysis (ICA) uses pre-collected data
with underlying assumptions to achieve identifiability (blue+black); whereas our method uses as-
sumptions about the system to design interventions, i.e., actively collecting data to achieve identifi-
ability (red+blue+black+green)

Error (MSE), which yields Maximum Likelihood Estimation (MLE) for Gaussian random variables
(RVs) (Ljung, 1998); 2) in the frequency domain the (discrete) Fourier transform is deployed (Ljung,
1998; Pintelon and Schoukens, 2004).

On the other hand, causality (Spirtes et al., 2000; Pearl, 2009) and Independent Component
Analysis (ICA) (Comon, 1994; Hyvärinen and Oja, 2000) developed independently from dynam-
ical systems theory, though all three fields attempt to explain natural phenomena via identifiable
statistical models. Here, identifiability means that a unique parameter set fits the model, and it
can be unambiguously recovered and used for downstream tasks such as explanation, planning, or
generalization. Dynamical systems are inextricably linked to causality since the arrow of time pre-
scribes causality. Despite their similarities, these fields use different perspectives: in control theory,
interventions and control signals (e.g., by applying force to contract a spring) provide an active per-
spective: i.e., system identifiability results from interactions. On the other hand, ICA studies passive
identifiability from pre-collected data by imposing distributional and/or functional assumptions.

Our work connects these perspectives: we provide an active data collection strategy—relying
on sufficiently varying environments—with identifiability guarantees in Gaussian LTI systems. Our
results suggest that equipping ICA with active data collection can yield interventional identifiability
in Causal Representation Learning (CRL), as illustrated in Fig. 11. Our learning method maximizes
the control signals’ log-likelihood, by only assuming knowledge of the control signal distribution
(a zero-mean factorized Gaussian with known diagonal covariance) but not the control–observation

1. Grouping all other ML methods into one category is obviously a simplification; we do this to stress that, in general,
for most practical problems, a data set is given, and the world (the data generating process) is not explicitly modeled;
though data-specific inductive biases (e.g., using Convolutional Neural Networks (CNNs) for images) are used
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pairs (also called trajectories), which relaxes the assumptions of conventional regression-based al-
gorithms. We further emphasize the causality connection by showing that the recently proposed
Causal de Finetti (CdF) theorem (Guo et al. (2022)) is satisfied in Hidden Markov Models (HMMs)
(as a superset of LTI systems), and provide an example for Gaussian LTI systems. This work relies
on (Reizinger et al., 2023; Guo et al., 2022) and recent developments in the ICA and CRL literatures
(Hyvarinen and Morioka, 2016; Schölkopf et al., 2021). Our contributions are:
• We prove formally and demonstrate that diverse control signals across multiple environments

suffice for identifying a Gaussian LTI system. Therefore, active, diverse data collection can enable
system identification, giving a strategy for practitioners for data collection.

• We propose an estimation method based on log-likelihood maximization for system identification
in the multi-environment setting.

• We show that Hidden Markov Model in general, and (Gaussian) LTI systems in particular, fulfil a
generalization of the Causal de Finetti theorem with continuous parameters.

2. Background

Linear Time-Invariant Systems We focus on learning the system parameters of discrete LTI
systems, which are first-order auto-regressive dynamical systems modeling temporal data.

Definition 1 (Discrete LTI System) For time step t with a hidden state xt ∈ X ⊆ Rdx , an ob-
served state yt ∈ Y ⊆ Rdy , and a (hidden) control signal ut ∈ U ⊆ Rdu with system parameters
A ∈ Rdx×dx , B ∈ Rdx×du and C ∈ Rdy×dx , a discrete LTI system’s dynamics is given by

xt+1 = Axt +But + εx

yt = Cxt + εy,
(1)

where εx, εy are independent noise variables referred to as the process and observation noise, mod-
eling epistemic (εx) and aleatoric (εy) uncertainty. A is the state transition, B the control, and C
the observation matrix. We make standard assumptions on the LTI system as follows:

Assumption 2 (LTI system properties) We assume that the LTI system of Defn. 1 satisfies:
(i) The system is controllable and observable; i.e., the controllability matrix Mc (Defn. 13) and

the observability matrix Mo (Defn. 15) are full rank;
(ii) the control signal u has a zero-mean factorized Gaussian distribution, εx, εy are Gaussian

and all three are independent.
(iii) The system is stable, i.e., A has eigenvalues with magnitude less than 1.

Observability and controllability ensure that the entire state space can be observed and controlled,
i.e., we can collect information about the whole of X . Gaussianity is a common distributional
assumption, and system stability is necessary to prevent the system from exploding—i.e., a finite
control signal induces a finite system output. Next, we define the transfer function of an LTI system,
which characterizes the system in frequency domain and is widely used in engineering—it also
elucidates the sufficient equivalence class of system parameters we need to identify (cf. Lem. 20).

Definition 3 (Transfer function) The transfer function H (z) of a noiseless LTI system relates the
control signal and (scalar) output components in the discrete frequency domain (z is the discrete
complex frequency variable):

H (z) = C(zI −A)−1B (2)

343



RAJENDRAN REIZINGER BRENDEL RAVIKUMAR

The transfer function is the z-transform of the impulse response, which is a theoretical construct
describing the system output for a Dirac-delta excitation (Ljung, 1998). Practitioners often use the
transfer function for analysis and design, therefore identifiability guarantees for transfer functions
are highly desirable. Learning the system parameters from observed data is traditionally estimated
via the Markov parameter matrix given by:

Definition 4 (Markov parameter matrix) For an LTI system and horizon T ≥ 0, the Markov
parameter matrix is

G = [I,CB,CAB, . . . ,CAT−1B] (3)

Once the Markov parameter matrix is estimated, the Ho-Kálmán algorithm (Ho and Kálmán, 1966)
can be used for system identification. Our approach is similar, though working with multiple envi-
ronments poses additional complexity.

Structural Equation Models (SEMs). We exploit the inherent connection of dynamical systems
to causality (Spirtes et al., 2000; Pearl, 2009) and focus on the linear case (Peters et al., 2017;
Rajendran et al., 2021; Squires and Uhler, 2022), where the causal relationships among d observed
variables x = [x1, . . . , xd] are given as x = Ax+ε,where the matrix A encodes a Directed Acyclic
Graph (DAG) via its non-zero entries. This model is closely related to LTI systems but without the
temporal component: non-temporal SEMs only model instantaneous effects, e.g., when the discrete
time steps are longer than the propagation time of a change within a system; though some extensions
consider both instantaneous and temporal effects (Hyvarinen et al., 2010; Lippe et al., 2022b).

Independent Component Analysis (ICA). ICA (Comon, 1994; Hyvarinen et al., 2001) models
observed variables via a deterministic function f and independent source (latent) variables ε, i.e.
x = f(ε). ICA studies identifiable models where ε can be recovered up to indeterminacies, e.g.,
scaling, permutation, and coordinate transformations. Recent work has generalized this to latent
variable models with potentially dependent sources (Kivva et al., 2021; Hyvärinen et al., 2023) and
CRL (Schölkopf et al., 2021). However, the connection to LTI systems has not been fully realized.

Identifiability. Identifiability postulates the uniqueness of system parameters that fit the data, e.g.,
f , ε in ICA and A,B,C in LTI systems. If multiple parameter sets generate the same observed
data, then it is impossible to uniquely learn the ground-truth parameters. Since non-identifiability
causes problems during learning (D’Amour et al., 2022; Wang et al., 2021), identifiability is crucial
for provable system identification. For LTI systems practice, perfect identifiability is impossible
since we do not directly observe the raw control signals. Even having access to the true Markov
parameters could only guarantee system parameter identifiability up to similarity transformations
(Oymak and Ozay, 2019). However, this is sufficient for LTI systems since the transfer function is
invariant to similarity transformations (cf. Lem. 20).

3. Main Results

We prove that Gaussian LTI systems can be identified by actively designing control signals to form a
sufficiently diverse set of environments (cf. § 3.2 for details). This is inspired by previous works on
multi-environmental identifiability in causality and ICA, where data from multiple environments is
passively observed (Hyvarinen and Morioka, 2016; Gresele et al., 2019) and then used for learning
the underlying parameters. However, in several physical systems, we can apply agency (control) to
design experiments.
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3.1. Intuition

Our main result provides a sufficient condition for identifying
Gaussian LTI systems from multiple environments. and also sug-
gests how to design the experiments (data collection) to yield
identifiability. Our claim hinges on a sufficient variability condi-
tion. The technical details are in § 3.2, whereas our main theorem
in § 3.3. Now, we provide an intuition. For this, let us assume that
the state xt, the control signal ut, and the observed signal yt are
two-dimensional. We know that for Gaussian xt, ut (and noise
variables), yt will also be Gaussian, which can be expressed in closed form.

The figure on the right shows the relationship (described by the LTI system equations; cf. Ap-
pxs. B.1 and B.2) between the covariances of ut and yt for two environments. For simplicity,
assume that applying the system dynamics is an isometry, i.e., it will only rotate the covariance of
ut (Σ

e
u) into the covariance of yt (Σe

y; this assumption is only for the intuition). In this case, if
ut has an isotropic Gaussian distribution, then there will be a rotation indeterminacy, since any two
axes yield independent components for yt. However, by adding a new experiment, where ut is not
isotropic, reduces this indeterminacy to permutations.

3.2. Setting

Assume access to |E| environments with index e, where we observe trajectories from the LTI system

xe
t+1 = Axe

t +Bue
t ye

t = Cxe
t + εet , where e∈E={0; . . . ; |E|−1} (4)

For Gaussian control signals ue
t (see below), we can absorb the state noise into ue

t (we also dropped
the superscript y from the observation noise). We actively select the control signals for each envi-
ronment in the form

ue
t ∼

du∏
i=1

N
(
0; (σe

i )
2
)

(5)

where N (µu;Σu) denotes a Gaussian distribution with mean vector µu and covariance matrix
Σu = diag

(
σ2
1, . . . ,σ

2
du

)
—Gaussianity is a standard assumption for LTI systems. W.l.o.g, we

assume a zero initial state xe
0 = 0 and zero mean control signals, but our techniques directly extend

to non-zero initial states and mean-shifted control signals with almost no modifications (simply by
centering the data via the empirical mean, see Lem. 22); therefore, we focus on the zero-mean case.
For identifiability, we need to observe a sufficiently diverse set of environments, quantified via:

Definition 5 (Environment variability matrix) For an arbitrary base environment (we use 0 ∈
E), we define the environment variability matrix ∆ ∈ R|E|×du as

∀e ∈ E, i ≤ du : ∆e,i =
1

(σe
i )

2
− 1

(σ0
i )

2
. (6)

To achieve sufficient variability, we require that |E| > du and ∆ has full column rank.

Assumption 6 (Environment Variability) ∆ has column rank du.
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Intuitively, this assumption captures that the control signals should be “different” across environ-
ments. We only design and observe the variances (σe

i )
2, but not the raw control signals ue

t . If
we had access to ue

t , then correlation computations would suffice to identify the system (Bakshi
et al., 2023a; Oymak and Ozay, 2019). Assum. 6 is not a restrictive assumption because, for in-
stance, if the practitioner chooses the variances from reasonable distributions, e.g., uniformly from
a nonempty bounded interval, then well-known results from random matrix theory show that this
assumption holds with high probability (Rudelson and Vershynin, 2009, 2008)—to see this, we use
the well-known fact that such distributions have bounded sub-Gaussian norm (Vershynin, 2018).

3.3. Main identifiability result

We state our identifiability result for observations with a fixed horizon T >0 from |E| environments.

Theorem 7 [LTI system identifiability with sufficient variability] For LTI systems satisfying As-
sums. 2 and 6, the Markov parameter matrix G is identifiable up to permutations and diagonal
scaling.

Proof [Sketch] Intuitively, each independent environment controls a distinct rank-1 subspace of the
underlying parameters. If the environments capture du linearly independent facets, we can probe
the entire space of the system parameters and learn them up to similarity transformations.

Formally, we use change of variables to express the observational density as a function of the
control signal parameters. Then we compute the log-odds for each environment w.r.t. an arbitrary
base environment. This yields an equation system involving the environment variability matrix
∆, with coefficients being quadratic functions of the control signals. We then compute second
derivatives to arrive at a linear equation system. Assuming a full-rank environment variability matrix
yields the identifiability of the Markov parameter matrix. The proof is deferred to Appx. B.1.

Thm. 7 suggests an active data collection scheme for identifying Gaussian LTI systems and
gives an active (intervention-based) view of identifiability theory instead of a passive (relying on
pre-collected data samples) view: i.e., the control signal u should be specified such that Assum. 6
holds (e.g., Gaussians with variances sampled from uniform distributions on nonempty bounded
intervals). Thm. 7 proves identifiability of the Markov parameter matrix G, from which the system
parameters can be recovered.

For the sake of completeness, we state how to do this next. After identifying G, standard
techniques (Ho and Kálmán, 1966; Oymak and Ozay, 2019) can extract the underlying system
parameters, provided the system identification problem is well-conditioned. For the final corollary,
we define the Hankel matrix and assume it to be full-rank.

Definition 8 (Hankel matrix) For integer parameters T1, T2 ≥ 0, define the (T1, T2) Hankel ma-
trix H to be the T1 × T2 block matrix with the (i, j) block being CAi+j−2B.

Assumption 9 There exist integers T1, T2 ≥ 0 such that T1 + T2 ≤ T and the associated (T1, T2)
Hankel Matrix H has rank dx.

Corollary 10 [Identifiability of LTI systems under sufficient variability] For LTI systems satisfying
Assums. 2, 6 and 9, the matrices A,B,C are identifiable up to a similarity transformation and
diagonal scaling.
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Proof By Thm. 7, we recover the Markov parameter matrix. Then, Assum. 9 guarantees that the
Hankel matrix is full-rank. Thus, we can use standard system identification results (Oymak and
Ozay, 2019; Ho and Kálmán, 1966) to recover A,B,C up to a similarity transformation (which
includes permutations) and diagonal scaling.

Thm. 7 also implies the identifiability of the practically important transfer function H (z):

Corollary 11 For LTI systems satisfying Assums. 2, 6 and 9, the transfer function is identifiable up
to permutations and diagonal scaling.

Proof Using Thm. 7, the system parameters A,B,C are identifiable up to a similarity transforma-
tion and diagonal scaling. By Lem. 18, the transfer function is invariant to similarity transforma-
tions, completing the proof.

3.4. Learning method

Our learning method relies on maximizing the multi-environmental data log-likelihood. The fol-
lowing lemma shows that this objective leads to identifiability:

Lemma 12 [Identifiability via the multi-environmental log-likelihood] Under Assums. 2, 6 and 9,
the parameters that maximize the log-likelihood of a Gaussian LTI system relate to the ground truth
via a linear transformation; or, equivalently, the corresponding transfer function is equivalent to
the ground truth up to permutations and scalings.

The proof is deferred to Appx. B.2 and builds on Thm. 7. We formulate the log-likelihood of the
control signals (cf. (65)) and optimize it. The model parameters are shared between environments;
thus, by conditioning on the model parameters, we have a multivariate Gaussian log-likelihood.
Assuming ue

t has zero mean and that the environment-dependent covariance Σe
u is known, the

multivariate Gaussian log-likelihood becomes a weighted least squares problem , which emphasizes
that ICA-based and regression-based methods are connected. The resulting loss is (up to constants):

L ∝
∑
e

∑
t

(ue
t )

⊤Σe
uu

e
t ,

where e indexes the environments, t the time steps. Using this formulation, we learn the matrix T−1

(see Appx. B.2) numerically via gradient descent on the negative log-likelihood.

3.5. Causal de Finetti connection

Roweis and Ghahramani (1999) unified ICA, the Kalman filter, and factor analysis for linear Gaus-
sian systems; however, without a discussion on causality—Gaussianity is generally a prohibitive
condition for causal discovery in linear systems (Shimizu et al., 2006). In this work, we provide
a causal perspective on Gaussian LTI systems in the multienvironmental case; however, we need
to elucidate why and how this fits into the literature. Guo et al. (2022) proved a causal version
of the de Finetti theorem, showing that for binary and categorical variables, the cause and effect
mechanisms are parameterized by independent parameters, statistically formulating the Independent
Causal Mechanisms (ICM) principle (Peters et al., 2018). However, this theoretical result is pro-
hibitive in practice due to requiring exponentially many independence tests. Reizinger et al. (2023)
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provided the first insight that contrastive nonlinear Independent Component Analysis (NLICA) can
be thought of as a practical realization of the CdF theorem (cf. Appx. C for details).

Here, we show that trajectories in HMMs (LTI systems are a special case of HMMs) satisfy
the conditions of the CdF theorem and provide an example for Gaussian LTI systems. Thus, we
confirm the conjecture of Guo et al. (2022): at least in a special case, the CdF theorem extends
to continuous CdF parameters. Gaussian LTI systems are HMMs, which, by definition, satisfy the
following conditional independences for any time steps l < t < k:

xl<t ⊥ xk>t|xt; yt ⊥ xk>t|xt, (7)

i.e., the joint density factorizes (Roweis and Ghahramani, 1999, (3.3)) for a fixed e

p (ye
1, . . . ,y

e
T ;x

e
1, . . . ,x

e
T ; θ

e, ψe) =
T∏
t=1

p (xe
t |Pae

t ; θ
e) p (ye

t |xe
t ;ψ

e) , (8)

where in (8) we included the distributional parameters (to make the correspondence to the CdF
theorem easier to see); T is the length of each trajectory, and Pae

1 = ∅;Pae
t̸=1 = xe

t−1 the parents
of xe

t . The likelihood also factorizes over all environments, which are independent. The CdF
theorem posits that the multi-environmental joint density is a mixture of i.i.d. RVs, where for each
e the density factorizes as in (8)—assuming the exchangeability (Defn. 24) of pairs (xt,yt)t∈N and
wo conditional indepencies in the underlying DAG, which, it turns out, are satisfied in HMMs. The
CdF theorem states that this factorization is possible with independent CdF parameters, i.e., ψ⊥θ,
with corresponding measures µ, ν (Pae

1 = ∅;Pae
t̸=1 = xe

t−1).

p
(
{ye

1, . . . ,y
e
T ;x

e
1, . . . ,x

e
T }

|E|
e=1

)
=

∫ |E|∏
e=1

T∏
t=1

p (ye
t |xe

t ;ψ) p (x
e
t |Pae

t ; θ) dµ(θ)dν(ψ). (9)

If there exist unique θ = θ0 and ψ = ψ0 CdF parameters with corresponding Dirac measures,
(9) and (8) become equivalent. Moreover, HMMs can be defined with continuous ψ, θ; thus, show-
ing that the there is a version of the CdF theorem for continuous-valued parameters, which we
demonstrate for Gaussian LTI systems in the next example.

Example 1 (CdF parameters in Gaussian LTI systems) The Markov factorization of Gaussian
LTI systems (cf. (8)) consists of the conditional distributions describing the state dynamics and
the observations:

p (xt+1|xt) = N
(
Axt;BΣuB

⊤ +Σεx

)
; p (yt|xt) = N

(
Cxt;AΣxtA

⊤ +Σεy

)
(10)

Now we collect the parameters of p (xt+1|xt) and p (yt|xt) into θ and ψ; thus and make their
presence explicit by writing p (xt+1|xt; θ) and p (yt|xt;ψ), where

θ = {A;B;Σu;Σεx} ; ψ = {C;Σεy} . (11)

If we know θ, ψ then we can construct the Markov factorization in (8). Then, by defining the corre-
sponding measures to include the indeterminacies (i.e., similarity transformations that stay within
the same equivalence class; cf. Lem. 18), then we get (9), showing that Gaussian LTI systems satisfy
a CdF theorem over continuous CdF parameters.
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4. Experiments

Real-world example (DC motor). We start the experiments section by describing a real-world
LTI system and demonstrate that our method can successfully learn the model parameters (we mea-
sure this by comparing whether the control signals could be reconstructed; for the exact setting and
metrics used, refer to the paragraphs “Setup” and “Metric” below).

R i L

K

+

u

-

J, θ

Assume we have a DC motor, depicted in the figure
on the right with the voltage u as the control signal,
R and L the armature resistance and conductance,K
the electromotive force constant, J and D the rotor
inertia and damping coefficient. The states are the
armature current i and the rotor angle θ.

The DC motor is a physical system with a con-
tinuous state-space representation, i.e., an ODE sys-
tem specifying the time derivative of the states:

d

dt

[
i
θ

]
=

[
−R/L K/L
−K/J −D/J

] [
i
θ

]
+

[
1/L
0

]
u; y =

[
1 0
0 1

] [
i
θ

]
(12)

For our learning procedure, we need to convert this to a discrete representation in form of (4). This
entails two choices2: selecting the discretization 1) method and 2) step. The discretization method
determines how the system dynamics is modelled between time steps; we choose the widely-used
Zero-Order Hold (ZOH) method, which assumes that between time steps, the state value remains
the same. The discretization time step is important since it determines the stability of the simulation.
That is, even if the system is stable in the sense of Assum. 2, the simulation might diverge if the
step size is too big. Notably, this is a property of the numerical ODE solver (Atkinson et al., 2011).

The question is how we should choose the voltage distribution to identify the system parameters.
We selected three environments satisfying Assum. 6 (here, the control signal is one-dimensional)
and maximized the multi-environmental log-likelihood (65). We used 1e−2 as the learning rate and
time step, 50 epochs with 3 segments with 5, 000 data points each, and a batch size of 8. Measuring
the performance with the Mean Correlation Coefficient (MCC) score, we achieved 0.999 on both the
training and validation sets, indicating our method’s successful application to real-world problems.

Setup. We run additional experiments as follows. We generate data from a controllable and ob-
servable Gaussian LTI system, as defined in (4) with observation noise set to zero and a factorized
control signal (5) with zero or non-zero-mean—In the latter case, we assume the mean to be known
and include that in the log-likelihood (65) to center the reconstructed control signal. We experiment
with unknown intervention targets (i.e., B is full-rank and non-diagonal), and also with observing
either xt (C = I) or yt (C ̸= I)—the choice of neither B or C is used as an inductive bias dur-
ing training. We also compare performance when, in each environment, only one component of
ut has a different variance, yielding the minimal condition number (i.e., one) in ∆—this option is
further discussed in Appx. D.1. The discretization time step is set to 3e−33. We learn the map from
(yt+1;yt) 7→ ut as a single matrix (with orthogonally initialized weights) via Stochastic Gradient

2. In practice, we discretize the continuous system with the cont2discrete method in scipy
3. The discrete time step, together with the chosen ODE solver (i.e., the algorithm that turns the continuous system into

a discrete one (in our case, the forward Euler method) affects the stability of the simulated system. I.e., too large a
time step could lead to divergence even if the modeled physical system is stable
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Descent (SGD) with a learning rate of 3e−3 and batch size of 64, optimizing (65). We use (du+1)
environments with 12, 000 data points each and train for 4, 000 epochs. To ensure stability, we clip
the gradient norms to 0.5. Explicitly parameterizing A, B, and C (when applicable) yields inferior
results; thus, we do not explore this approach in our experiments.

Metric. We report the Mean Correlation Coefficient (MCC) (Hyvarinen and Morioka, 2016) to
measure the correlation between the learned and true control signals (for training, we do not use
knowledge of the control signal, only of its covariance). MCC has been used in prior works (Khe-
makhem et al., 2020b; Kivva et al., 2022) to quantify identifiability; it measures linear correlations
up to permutation of the components. To compute the best permutation, a linear sum assignment
problem is solved and finally, the correlation coefficients are computed and averaged.

Table 1: Validation of our identifiability claim, i.e., learning u from observations with different C
and B, and (non-)zero mean µe

u for ut. We use the minimal (du+1) number of environments. In the
rightmost column, B ̸= I, C ̸= I, µe

u ̸= 0, and the eth variance component to 0.9999, the others to
0.0001, yielding a well-conditioned ∆ (cf. Appx. D.1). Mean and standard deviation are reported
across 5 runs. du is the dimensionality of u (dx = du = dy), |E| is the number of environments,
Mean Correlation Coefficient (MCC) measures identifiability in [0; 1] (higher is better)

du |E| MCC ↑
µe

u ̸= 0 µe
u = 0 µe

u ̸= 0
B = I B ̸= I B = I B ̸= I B ̸= I

C = I C ̸= I C = I C ̸= I C = I C ̸= I C = I C ̸= I C ̸= I

2 3 0.866±0.033 0.767±0.158 0.730±0.191 0.697±0.090 0.633±0.104 0.675±0.132 0.734±0.158 0.725±0.115 0.968±0.055

3 4 0.901±0.054 0.910±0.061 0.916±0.044 0.861±0.062 0.659±0.201 0.618±0.241 0.633±0.110 0.667±0.109 1.000±0.000

5 6 0.892±0.057 0.929±0.025 0.928±0.026 0.911±0.045 0.657±0.116 0.618±0.079 0.620±0.025 0.539±0.078 0.995±0.009

8 9 0.943±0.006 0.940±0.008 0.941±0.009 0.867±0.039 0.585±0.144 0.479±0.129 0.523±0.016 0.414±0.031 0.977±0.011

10 11 0.939±0.011 0.915±0.023 0.925±0.017 0.924±0.042 0.708±0.042 0.611±0.043 0.604±0.063 0.525±0.097 0.996±0.006

Results. From our ablations, it is prevalent that when the control signal ut has a non-zero mean,
it makes the learning problem easier; this holds for both known (B = I) and unknown (B ̸= I)
intervention targets or whether we directly observe the state xt (C = I) or not (C ̸= I) (all but the
rightmost column in Tab. 1). These MCCs are also comparable to the best MCCs in (Ahuja et al.,
2022b; Kivva et al., 2022; Willetts and Paige, 2021). We also report the MCC when the environment
variability matrix ∆ is well-conditioned, since it directly affects how diverse the environments
are (the rightmost column in Tab. 1). A better conditioned ∆ (with a condition number of one)
yields higher MCCs. This suggests that when the environments are more diverse (quantified by the
condition number of ∆), we get better identifiability. Thus, we recommend practitioners that—
while considering any constraints in the physical system—they should strive to design experiments
with a ∆ matrix with the lowest possible condition number (cf. also Appx. D.1).

5. Related work

LTI systems. LTI systems are widely used in machine learning and science, e.g., (Grewal and
Andrews, 2010; Schiff, 2009; Athans, 1974; Mesot and Barber, 2007; Kalman, 1960b), since they
are convenient to model temporal systems. Learning the system parameters (system identification)

1050



AN INTERVENTIONAL PERSPECTIVE ON IDENTIFIABILITY IN GAUSSIAN LTI SYSTEMS

has a vast literature so we do not attempt to summarize them here, see (Åström and Eykhoff, 1971;
Ljung, 1998, 2010; Galrinho, 2016) and references therein. Recent works on LTI systems include
studying polynomial-complexity (in both time and samples) algorithms for system identification
(Bakshi et al., 2023a; Dean et al., 2020; Simchowitz et al., 2019), prediction and estimation through
the no-regret learning framework (Sarkar and Rakhlin, 2019; Hardt et al., 2016; Simchowitz et al.,
2018) and learning mixtures of such systems (Chen and Poor, 2022; Bakshi et al., 2023b).

Nonlinear ICA. Independent Component Analysis (Comon, 1994; Hyvärinen and Oja, 2000)
comprises statistical methods to identify latent variables and is now a fundamental primitive in
SEM. Identifiability is impossible in the nonlinear case without specific assumptions (Darmois,
1951; Hyvärinen and Pajunen, 1999); even the linear case requires non-Gaussian source (latent)
variables. Recent works on nonlinear ICA incorporate auxiliary variables (Hyvarinen et al., 2019;
Gresele et al., 2019; Khemakhem et al., 2020a; Hälvä et al., 2021; Buchholz et al., 2023; Rajendran
et al., 2024), exploit temporal structure in the data (Hyvarinen and Morioka, 2017, 2016; Hälvä and
Hyvärinen, 2020; Morioka et al., 2021; Monti et al., 2020; Hyvarinen et al., 2010; Klindt et al.,
2021; Zimmermann et al., 2021), or restrict the model class (Shimizu et al., 2006; Hoyer et al.,
2008; Zhang and Hyvarinen, 2012; Gresele et al., 2021; Kivva et al., 2022). Several works related
nonlinear ICA to SEM estimation (Gresele et al., 2021; Monti et al., 2020; Shimizu et al., 2006; von
Kügelgen et al., 2021; Hyvärinen et al., 2023; Reizinger et al., 2023) by inverting the data gener-
ating process—i.e., estimating the inverse functional assignment with an inference model. Another
approach towards identifiability is to assume access to multiple environments, where either the dis-
tributions or some property of the model class changes (Gresele et al., 2019). Our work is similar
to the latter: we design interventions in multiple environments to aid identifiability.

Interventional and temporal models. Recent works studied identifiability under interventional
data, e.g., (Brehmer et al., 2022; Ahuja et al., 2022a,b; Lachapelle et al., 2022; Squires et al., 2023;
Buchholz et al., 2023; Zhang et al., 2023; Jiang and Aragam, 2023; Liang et al., 2023; Rajendran
et al., 2024; von Kügelgen et al., 2023). These works assume intervening on exactly one variable,
or require paired counterfactual data—our result does not require such assumptions. Perhaps the
most closely related works are CITRIS (Lippe et al., 2022a) and its variants (Lippe et al., 2022b,c),
TDRL (Yao et al., 2022) and LEAP (Yao et al., 2021). These works consider representation learning
from temporal data; however, there are differences: e.g., CITRIS considers interventions that are
changing as a function of time, such as the sequence of frames in a video. Moreover, they assume
that the intervention targets are known a priori. Due to such differences, neither of these results nor
their methodology directly translates to our setting.

Multienvironmental Causal Discovery (CD). There are multiple works investigating CD from
multiple environments. Peters et al. (2015) consider linear SEMs, where the marginal variances of
the effect variables are the same across environments; Ghassami et al. (2017), on the other hand,
assume the same weights across environments and also require that the ratio of the cause and effect
variances are different. In a follow-up work, Ghassami et al. (2018) propose a linear regression
based CD method for linear SEMs with independence tests. Wang et al. (2018) study the case when
the linear SEM weights are different across environments, but either the cause or the effect marginal
variances are the same in a pair of environments. Perry et al. (2022) investigate bivariate CD and
relax the i.i.d. assumption to sparse distribution shifts across environments, i.e., only a subset and
not all conditionals change in each environment. Our multienvironmental identifiability and causal
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discovery result resembles to some extent the causal identifiability result in multimodal Contrastive
Learning (CL) (Morioka and Hyvarinen, 2023), which can be thought of as a causal and multimodal
generalization of Time-Contrastive Learning (TCL) (Hyvarinen and Morioka, 2016).

6. Discussion

Limitations. Our results concern an important and widely used model class; however, the assump-
tions of linearity and time-invariance may be restrictive in some applications, and one may need to
constrain the control signal, e.g., for safety reasons—we leave this for future work. While our theory
is general enough to handle noise via a denoising argument, our experimental log-likelihood formu-
lation assumes noiselessness as is common in the ICA literature (Hyvärinen and Oja, 2000; Gresele
et al., 2021)—this can be a limiting factor in practice where measurement noise can be arbitrary,
though our preliminary experiments suggest some robustness even when observations are noisy (cf.
Tab. 2 in Appx. D.2). Another technical aspect is that to model A, B, and C, we parametrize the
linear map by a single matrix; however, this makes extracting the model parameters non-trivial.
Future work could relax such assumptions.

Extensions to related works. We extend the ideas of Reizinger et al. (2023). In the context of
causal inference, they show that identifiability via ICA also yields the underlying DAG, i.e., non-
linear ICA can be used for CD for causal data generating processes, generalizing results for linear
models (Shimizu et al., 2006). Furthermore, they discuss how contrastive nonlinear ICA (Zimmer-
mann et al., 2021) can be seen as a practical realization of the Causal de Finetti theorem (Guo et al.,
2022); however, it remained an open question whether other ICA algorithms can be seen as such.
By showing that a linear ICA method with sufficient environment variability (akin to TCL (Hyvari-
nen and Morioka, 2016)) can identify dynamical and thus causal systems, our work strengthens this
connection between the ICA and causal perspectives. In other words, we show that assumptions
derived from the ICA literature can be used to design interventions (control signals for the experi-
ments), thereby conceptually introducing agency into the framework. Interestingly, our result does
not prescribe the number of state variables that need to be intervened on, it only requires sufficient
variability of the control signal. Furthermore, we show that HMMs naturally satisfy the conditions
for the CdF theorem (Guo et al., 2022), showing a potential reason why system identification meth-
ods can succeed in this model class. Since HMMs can have continuous parameters, our contribution
corroborates the conjecture of Guo et al. (2022) about the existence (at least in a restricted model
class) of a CdF theorem for continuous CdF parameters.

Conclusion. In this work, we apply advances in the causality literature towards the practical ap-
plication of LTI systems. While identifiability in Gaussian LTI systems has a long history in con-
trol theory, our work provides a different means of achieving it via an interventional and multi-
environmental perspective. We show that with a precise environment variability condition on the
control (intervention) signal, a Gaussian LTI system is identifiable in the multi-environment case—
i.e., it does not require white noise, which can be problematic for physical systems. This can be
interpreted as an equivalence of the passive Independent Component Analysis (ICA) perspective
of identifiability, i.e., learning from a provided data set, to the agency-based (interventional) iden-
tifiability notion of Causal Representation Learning (CRL). Finally, we connect Hidden Markov
Models (HMMs) to an extension of the CdF theorem (Guo et al., 2022) with continuous parameters,
providing a potential reason for why system identification is possible in HMMs.
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Phillip Lippe, Sara Magliacane, Sindy Löwe, Yuki M. Asano, Taco Cohen, and Efstratios Gavves.
iCITRIS: Causal Representation Learning for Instantaneous Temporal Effects. July 2022b. URL
https://openreview.net/forum?id=xeDKTZsZ7Z7.

Phillip Lippe, Sara Magliacane, Sindy Löwe, Yuki M. Asano, Taco Cohen, and Efstratios Gavves.
Intervention Design for Causal Representation Learning. July 2022c. URL https://
openreview.net/forum?id=TpVzjh4M2hd.

Lennart Ljung. System identification. Springer, 1998.

1656

http://proceedings.mlr.press/v108/khemakhem20a.html
http://proceedings.mlr.press/v108/khemakhem20a.html
http://arxiv.org/abs/2007.10930
http://arxiv.org/abs/2007.10930
http://arxiv.org/abs/2202.03169
http://arxiv.org/abs/2202.03169
https://openreview.net/forum?id=xeDKTZsZ7Z7
https://openreview.net/forum?id=TpVzjh4M2hd
https://openreview.net/forum?id=TpVzjh4M2hd


AN INTERVENTIONAL PERSPECTIVE ON IDENTIFIABILITY IN GAUSSIAN LTI SYSTEMS

Lennart Ljung. Perspectives on system identification. Annual Reviews in Control, 34(1):1–12, 2010.

Bertrand Mesot and David Barber. Switching linear dynamical systems for noise robust speech
recognition. IEEE Transactions on Audio, Speech, and Language Processing, 15(6):1850–1858,
2007.

Ricardo Pio Monti, Kun Zhang, and Aapo Hyvärinen. Causal Discovery with General Non-Linear
Relationships using Non-Linear ICA. In Uncertainty in Artificial Intelligence, pages 186–195.
PMLR, August 2020. URL http://proceedings.mlr.press/v115/monti20a.
html. ISSN: 2640-3498.

Hiroshi Morioka and Aapo Hyvarinen. Connectivity-contrastive learning: Combining causal dis-
covery and representation learning for multimodal data. In Proceedings of The 26th International
Conference on Artificial Intelligence and Statistics, pages 3399–3426. PMLR, April 2023. URL
https://proceedings.mlr.press/v206/morioka23a.html. ISSN: 2640-3498.
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Appendix A. Linear Time Invariant systems

In this section, we review some standard concepts about LTI systems. The notions of controllability
and identifiability were introduced by Kalman (Kalman, 1960a) and it is now widely accepted that
they govern when an LTI system can be learnt.

A.1. Controllability

Definition 13 (Controllability matrix) The controllability matrix Mc ∈ Rdx×(dx·du) for Defn. 1
is defined as

Mc =
[
B;AB; . . . ;Adx−1B

]
, (13)

Because of our system dynamics, the controllability matrix intuitively captures the state space
that can be reached eventually.

Lemma 14 The similarity transformation PAP−1,PB does not change the rank of Mc.

Proof Since
[
PAP−1

]i
= PAiP−1 and P are full-rank, we have

Mc

(
PAP−1,PB

)
=
[
PB;PAB; . . . ;PAdx−1B

]
= PMc (14)

A.2. Observability

Definition 15 (Observability matrix) The observability matrix Mo ∈ R(dx·dy)×dx for Defn. 1 is
defined as

Mo =


C
CA

...
CAdx−1

 (15)

Similar to the controllability matrix, the observability matrix encapsulates the state space that we
can observe eventually as the system evolves.

Lemma 16 The similarity transformation PAP−1,CP−1 does not change the rank of Mo.

Proof Since
[
PAP−1

]i
= PAiP−1 and P are full-rank, we have

Mo

(
PAP−1,CP−1

)
=


CP−1

CAP−1

...
CAdx−1P−1

 = MoP
−1 (16)
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A.3. Transformations of LTI systems

Definition 17 (Identifiability up to similarity transformations) The LTI system parameters A,B,C
are identifiable up to similarity transformations if for any other system parameters A′,B′,C′ that
fit the LTI system, there exists a full rank matrix P ∈ Rdx×dx such that

A′ = PAP−1, B′ = PB, C′ = CP−1 (17)

Lemma 18 (Equivalence class of LTI systems) Coordinate transformations of the state x by a
full rank matrix P, i.e., x′ = Px, with the corresponding transformations of the systems matrices:

A′ = PAP−1

B′ = PB

C′ = CP−1,

yield an equivalent transfer function.

Proof We start by the definition of the transfer function for the original and transformed systems:

H (z) = C [zIdx −A]−1B (18)

H′ (z) = C′ [zIdx −A′]−1
B′ (19)

We substitute the transformed matrices into H′ (z) from the definition to get

H′ (z) = CP−1
[
zIdx −PAP−1

]−1
PB (20)

Then we rewrite Idx = PP−1

= CP−1
[
zPP−1 −PAP−1

]−1
PB (21)

= CP−1
[
P (zIdx −A)P−1

]−1
PB (22)

= CP−1P [zIdx −A]−1P−1PB = H (z) (23)

Remark 19 (Reasonable identifiability requirement for LTI systems) Lem. 18 implies by the
invariance of the transfer function that a reasonable identifiability result for LTI systems is one
up to linear transformations.

Lemma 20 (Equivalence of transfer functions LTI systems) If two transfer functions H (z) =
H′ (z) , then the state is given up to a change of coordinate frame, and the relationship between

the matrices of the two state-space representations will relate as:

A′ = PAP−1

B′ = PB

C′ = CP−1,

where P is a full rank matrix and x′ = Px.
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Proof Note that since we consider LTI systems, indeterminacies are only possible up to linear
transformations. We assume that though H (z) = H′ (z) the matrices are transformed in the most
general way, i.e. ∀M← PlMPr

We start by the definition of the transfer function for the original and transformed systems:

H (z) = C [zIdx −A]−1B (24)

H′ (z) = C′ [zIdx −A′]−1
B′ (25)

We substitute the transformed matrices into H′ (z) from the definition to get

H′ (z) = PC
l CPC

r

[
zIdx −PA

l APA
r

]−1
PB

l BPB
r (26)

= PC
l CPC

r

[
PA

l

(
z(PA

l )
−1(PA

r )
−1 −PA

l A
)
PA

r

]−1
PB

l BPB
r (27)

= PC
l CPC

r (P
A
r )

−1
[
z(PA

l )
−1(PA

r )
−1 −A

]−1
(PA

l )
−1PB

l BPB
r (28)

For this expression to equal to H (z) , it is it necessary to have PC
l = PB

r = I, yielding

= CPC
r (P

A
r )

−1
[
z(PA

l )
−1(PA

r )
−1 −A

]−1
(PA

l )
−1PB

l B (29)

Then left multiplying with the inverse of C, and doing the same from the right with that of B, we
need to have (zI−A)−1,which requires that PC

r (P
A
r )

−1 = I, (PA
l )

−1PB
l = I, and (PA

l )
−1(PA

r )
−1 =

I, which yields the coordinate transforms from the lemma.

Appendix B. Proofs

B.1. Proof of Theorem 7

Instate the setting of the Gaussian LTI system as described in § 3. In this section, we prove our main
identifiability result Thm. 7. We start with the following lemma.

Lemma 21 For each environment e, we have

ye
t = CAtxe

0 +
t∑

i=1

CAi−1Bue
t−i + εet (30)

Proof For any fixed environment e, we simply repeatedly apply the LTI equations to get

ye
t = Cxe

t + εet (31)

= C(Axe
t−1 +Bue

t−1) + εet (32)

= CA(Axe
t−2 +Bue

t−2) +CBue
t−1 + εet (33)

= . . . (34)

= CAtxe
0 +

t∑
i=1

CAi−1Bue
t−i + εet (35)

Before proceeding to the proof, we emphasize that by centering both ut and yt, we can assume,
w.l.o.g., that ut and, (by the linearity of the LTI system and the linearity of the expectation operator)
yt are zero-mean. By the same argument, we can also set xe

0 = 0:
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Lemma 22 (Zero-mean signals and zero initial state) By the linearity of the system and the ex-
pectation operator, w.l.o.g., ut, yt, can be assumed to have zero means, and we can also set x0 = 0.

Proof Lem. 21 describes the map from each ui to yt—this is due to each ui being an i.i.d. Gaus-
sian sample; thus, their sum is also Gaussian. Denote Tt =

∑t
i=1CAi−1B. Since the Gaussian

distribution is fully characterized by its mean µ and covariance Σ, we investigate how these two
quantities are related:

µu 7→ µy,t := Ttµu +CAtx0 (36)

Σu 7→ Σy,t := TtΣuT
⊤
t . (37)

When the initial state is non-zero, i.e., x0 ̸= 0. Since x0 is a constant, it only affects the mean
of yt. For a given t we can define ût := ut − µu (µu is independent from t due to the i.i.d.
assumption) and ŷt := yt − µy,t. By assuming that we know µu, we can calculate ût, and we can
use the empirical mean for calculating ŷt. This means that instead of the original LTI system we
conceptually use a modified LTI system, which has a zero-mean input and a zero-mean output (i.e.,
the transformations for calculating ût, ŷt are considered part of the system). This is without loss of
generality, since by the linearity of the system and the expectation operator, and since µu is known
(i.e., it is a constant), we can always recover the mean of yt by using a constant control signal ut,
measuring the (constant) output, and adding that to ŷt.

We restate our main theorem for convenience.

Theorem 7 [LTI system identifiability with sufficient variability] For LTI systems satisfying As-
sums. 2 and 6, the Markov parameter matrix G is identifiable up to permutations and diagonal
scaling.

Proof [Proof of Thm. 7] Consider the dataset of observations (ye
t )e∈E,t≤T for a horizon T . Suppose

there exist two sets of parameters (A,B,C) and (Ã, B̃, C̃) that could have generated the dataset,
we will now argue that they must be related by a similarity transformation.

Define Tt =
∑t

i=1CAi−1B, T̃t =
∑t

i=1 C̃Ã
i−1

B̃ and let Σe
u = diag((σe

1)
2, . . . , (σe

du
)2) be

the diagonal matrix of variances. By assumption, we have ue
i ∼ (Σe

u)
1/2N (0; I) independently for

all i. Also, by a standard denoising argument (Khemakhem et al., 2020a; Lachapelle et al., 2022;
Kivva et al., 2022), we can set εet = 0 by deconvolving the noise operator. Assuming xe

0 = 0 via
Lem. 22, using Lem. 21, we have

ye
t =

t∑
i=1

CAi−1Bue
t−i + εet ∼ Tt(Σ

e
u)

1/2N (0; I) (38)

for all e ∈ E, t ≤ T . Let the densities of ye
t be denoted pA,B,C,e,t(y) and p

Ã,B̃,C̃,e,t
(y) respectively

in these two models under environment e. Let pN (x;µ,σ2) denote the density of the Gaussian
distribution N

(
µ;σ2

)
evaluated at point x, so that

ln pN (x;µ,σ2) = −(x− µ)2

2σ2
− lnσ − ln

√
2π (39)
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Now, using a standard change of variables,

ln pA,B,C,e,t(y) = ln | detT−1
t |+

∑
i≤du

ln pN ((T−1
t y)i; 0, (σ

e
i )

2) (40)

= ln | detT−1
t | −

du∑
i=1

(
(T−1

t y)2i
2(σe

i )
2

+ lnσe
i + ln

√
2π

)
(41)

.
Similarly,

ln p
Ã,B̃,C̃,e,t

(y) = ln | det T̃−1
t | −

du∑
i=1

(
(T̃−1

t y)2i
2(σe

i )
2

+ lnσe
i + ln

√
2π

)
(42)

Now we will consider the log-odds qA,B,C,e,t(y) = ln pA,B,C,e,t(y) − ln pA,B,C,0,t(y) of the e-th
environment with respect to a fixed 0-th environment. Note that they match under the two models
as per our assumptions. We use the analytic expression for the densities to obtain

qA,B,C,e,t(y) = ln pA,B,C,e,t(y)− ln pA,B,C,0,t(y) (43)

=

du∑
i=1

(
−(T−1

t y)2i
2

(
1

(σe
i )

2
− 1

(σ0
i )

2

)
− ln

σe
i

σ0
i

)
(44)

Analogously defining q
Ã,B̃,C̃,e,t

(y) = ln p
Ã,B̃,C̃,e,t

(y) − ln p
Ã,B̃,C̃,0,t

(y) and using the same cal-
culations, we get

q
Ã,B̃,C̃,e,t

(y) =

du∑
i=1

(
−(T̃−1

t y)2i
2

(
1

(σe
i )

2
− 1

(σ0
i )

2

)
− ln

σe
i

σ0
i

)
(45)

Since we observe the same distribution in both parameter settings, we have

qA,B,C,e,t(y) = ln pA,B,C,e,t(y)− ln pA,B,C,0,t(y) (46)

= ln p
Ã,B̃,C̃,e,t

(y)− ln p
Ã,B̃,C̃,0,t

(y) (47)

= q
Ã,B̃,C̃,e,t

(y) (48)

Substituting the expressions, we get

du∑
i=1

(
((T−1

t y)2i − (T̃−1
t y)2i )

(
1

(σe
i )

2
− 1

(σ0
i )

2

))
= 0 (49)

Define the variable u = T−1
t y and the matrix Ht = T̃−1

t Tt, then T̃−1
t y = Htu. Therefore,

the above expression simplifies to

du∑
i=1

(
u2
i − (Htu)

2
i )
)
∆e,i = 0 (50)
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Expanding out the inner term,

du∑
i=1

u2
i − (

du∑
j=1

(Ht)i,juj)
2

∆e,i = 0 (51)

Fix an arbitrary i ≤ du. Because this is a functional identity, we can differentiate with respect
to ui. Note that the coefficient of u2

i in (51) is

∆e,i − (Ht)
2
1,i∆e,1 − (Ht)

2
2,i∆e,2 − . . . = ∆e,i −

∑
k≤du

(Ht)
2
k,i∆e,k (52)

Also, the coefficient of ui in the k-th term of (51) is

2∆e,k

∑
j≤du,j ̸=i

(Ht)k,iHk,juj (53)

which we obtained by expanding out the k-th term as

(
∑
j≤du

(Ht)k,juj)
2∆e,k =

 ∑
j1,j2≤du

(Ht)k,j1(Ht)k,j2uj1uj2

∆e,k (54)

Putting them together, we can finally write the derivative of (51) with respect to ui as

2ui(∆e,i −
∑
k≤du

(Ht)
2
k,i∆e,k)− 2

∑
k≤du,j≤du,j ̸=i

(Ht)k,i(Ht)k,juj∆e,k = 0 (55)

Now, this is yet another functional identity. So, we fix an arbitrary j ̸= i and again differentiate
with respect to uj to get ∑

k≤du

(Ht)k,i(Ht)k,j∆e,k = 0 (56)

Define the vector h ∈ Rdu with the k-th entry being (Ht)k,i(Ht)k,j (recall that i, j have been
fixed). Then, the above equation can be written succintly as

∆ · h = 0 (57)

Since ∆ has rank du, we must have h = 0. That is, for every k ≤ du, we have (Ht)k,i(Ht)k,j = 0.
Note that the choice of i ̸= j was arbitrary and could have been any other two indices. This implies
that for all k, i, j ≤ n with i ̸= j, we have

(Ht)k,i(Ht)k,j = 0 (58)

Therefore, we conclude that each row of Ht has at most one nonzero entry. Moreover, Ht is full
rank since Tt, T̃t are invertible. Therefore, Ht must be a scaled permutation matrix, i.e. Ht = PD
where P is a permutation matrix and D is a diagonal matrix. This implies

t∑
i=1

CAi−1B = Tt = T̃tHt = T̃tPD = (

t∑
i=1

C̃Ã
i−1

B̃)PD (59)
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Since t ≤ T was arbitrary, using this, we can conclude that we can identify the system’s Markov
parameters given by

G = [I,CB,CAB, . . . ,CAT−1B] (60)

up to permutations and diagonal scaling.

B.2. Proof of Lemma 12

In this section, we prove Thm. 12, which we restate for convenience

Lemma 23 [Identifiability via the multi-environmental log-likelihood] Under Assums. 2, 6 and 9,
the parameters that maximize the log-likelihood of a Gaussian LTI system relate to the ground truth
via a linear transformation; or, equivalently, the corresponding transfer function is equivalent to
the ground truth up to permutations and scalings.

Proof Let pN (x;µ,σ2) denote the density of the univariate Gaussian distribution N
(
µ;σ2

)
eval-

uated at point x, so that

ln pN (x;µ,σ2) = −(x− µ)2

2σ2
− lnσ − ln

√
2π. (61)

Also note that the control signal ut can be expressed by Defn. 1 as

ut = B−1
[
C−1yt+1 −AC−1yt

]
(62)

= B−1
(
I I

)(C−1 0
0 −AC−1

)(
yt+1

yt

)
(63)

= T−1

(
yt+1

yt

)
, (64)

where we use T−1 with a slight abuse of notation to refer to the map from the observations to
the control signal. (63) inherently has the same indeterminacies as the transfer function (cf. Lem.
20), irrespective of the symmetries of the distribution of ut. By assumption, ue

t follows a normal
distribution for each environment e; furthermore its components are idependent. Thus, the log-
likelihood across all environments factorizes both over environments and dimensions, yielding:

L =
∑
e

∑
t

ln pN
(
ue
t |ye

t+1,y
e
t ,A,B,C

)
(65)

Assuming zero mean ue
t and exploiting that Σe is known, the multivariate Gaussian log-likelihood

becomes a weighted least squares problem:

L ∝
∑
e

∑
t

(ue
t )

⊤Σeue
t .

Also note that the LTI model considered is a first-order Markov chain; thus, conditioning on
ye
t+1,y

e
t ,A,B,C deterministically determines xt, xt+1 in the noiseless case, removing any other
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conditional dependence. For the remainder of the proof, we assume that the control signal has zero
mean in each environment. By the rotational symmetry of the Gaussian distribution, we would have
a rotational indeterminacy. As we show next, the sufficient variability condition of Assum. 6 will
break those symmetries. Since Thm. 7 holds for any multi-environmental setting which satisfies
Assum. 6, let us illustrate with a simple example for clarity. Assume that the baseline environment
(with index 0) is an isotropic Gaussian with a variance of 1. Then, let each environment e have
(σe

e)
2 = 2 (i.e., the eth variance component is two, all the others are unchanged). This yields a full-

rank matrix ∆, satisfying Assum. 6. Note that in this case, each environment can remove one degree
of freedom (the corresponding Gaussian is invariant to rotations in the subspace not including the
eth component). By having as many environments as components, this means that we can remove
the rotational indeterminacy, yielding an identifiability of T−1 up to scaling and permutations.

Appendix C. The Causal de Finetti connection

In this section, we detail the conditions required for the CdF theorem (Guo et al. (2022); cf. Thm. 25)
to hold, followed by stating the CdF theorem. Then, we show how these conditions are fulfilled in
HMMs.

C.1. The CdF conditions

Often, RVs are assumed to be independent and identically distributed (i.i.d.), but that assumption
can sometimes be unrealistic. Exchangeability can be seen as relaxing the i.i.d. assumption and is
defined for RV pairs as:

Definition 24 (Exchangeable pairs) An infinite sequence of RV pairs (xe,ye)e∈N is exchangeable
if for any permutation π : N→ N and for any finite E

p (y1, . . . ,yE ;x1, . . . ,xE) = p
(
yπ(1), . . . ,yπ(E);xπ(1), . . . ,xπ(E)

)
(66)

Intuitively, exchangeability means that the arguments of the distribution (as with positional argu-
ments in Python code) can be permuted. Alternatively, this means that the pairs are i.i.d. conditioned
on a distributional form.

The CdF theorem requires exchangeability, and also two conditional independence statements
to hold in the underlying causal graph. To introduce these two requirements, let ND denote a
node’s non-descendants (including parents), ND the non-descendants excluding parents, Pa the
parents, and Z an arbitrary node (and, by abuse of notation, the corresponding RV). We index the
components of a vector variable by i and the exchangeable tuples by e (these tuples will correspond
to trajectories in HMMs, i.e., time series for environment e)4. There are two required conditional
independence statements; the first is:

Zi,[e] ⊥NDi,[e], |Pai,[e] where [e] = {1; . . . ; e} (67)

That is, if we condition on its parents, a RV Z should be independent of its non-descendants (ex-
cluding its parents) in all the tuples we are considering.

4. Here we follow the notation of Guo et al. (2022); in the main text, we index by the environment e as a superscript
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The second conditional independence statement is:

Zi,[e] ⊥NDi,e+1|Pai,[e] where [e] = {1; . . . ; e} , (68)

which requires that given its parents in a set of tuples, the RV is independent of all its non-
descendants (including its parents) in any other tuples.

C.2. The CdF theorem

For completeness, we state the CdF theorem for exchangeable pairs (Defn. 24).

Theorem 25 (Causal de Finetti (Guo et al., 2022)) Given an infinite sequence of RV pairs (xe,ye)e∈N,
if (xe,ye)e∈N is infinitely exchangeable (Defn. 24) and there exists a DAG, where the following two
conditions hold ∀i ∈ [e] , e ∈ N (explained in Appx. C.1; [e] = {1; . . . ; e}):

Zi,[e] ⊥NDi,[e], |Pai,[e] (69)

Zi,[e] ⊥NDi,e+1|Pai,[e], (70)

then

p
(
{ye

1, . . . ,y
e
T ;x

e
1, . . . ,x

e
T }

|E|
e=1

)
=

∫ |E|∏
e=1

∏
t

p (ye
t |xe

t ;ψ) p
(
xe
t+1|Pae

i ; θ
)
dµ(θ)dν(ψ), (71)

where ψ ⊥ θ are the CdF parameters with corresponding measures µ, ν.

C.3. The CdF conditions for HMMs

Exchangeability means that conditioned on the distributional form, the sequences are i.i.d.. For
HMMs (consider Fig. 2 as an example), we define the tuples as trajectories, and show that exchange-
ability holds for each trajectory in a given environment (environment means that the distributional
form is now endowed with parameters, i.e., for Gaussians, this would mean that we set the mean
and the covariance). We call a trajectory t for a given environment e and state the exchangeability
condition as (cf. (Guo et al., 2022, Fig. (a)-(b))):

t =(xe
1,y

e
1, . . . ,y

e
T ,x

e
T ) (72)

p (t1, . . . , tN ) = p
(
tπ(1), . . . tπ(N)

)
, (73)

where t denotes the trajectory and N the number of trajectories in the environment e, xt refers to
the (hidden) state and yt to the observed variables. Note that the above holds since each t comes
from the same distribution, and the trajectories are jointly independent (knowing anything about
a trajectory does not provide further information about another trajectory; cf. also the conditional
independence statements below).

Now we show that the conditional independence required for the CdF theorem hold in HMMs.
We start with the first condition in (67), and conclude that it is automatically satisfied in HMMs,
since the parents of a variable by definition form a Markov blanket, making any variable independent
from its non-descendants (excluding its parents)—cf. (7) for the conditional independencies that
hold by definition in any HMMs. Regarding (68), we use Fig. 2 for a visual proof. For example, is
x2
2 ⊥ x1

1|x2
1, θ2? Note that each path between x1

1 and x2
2 needs to go through one of the θi.
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x1
1 x1

2 x1
3

y1
1 y1

2 y1
3

ψ1 ψ2 ψ3

θ1 θ2 θ3

x2
2x2

1 x2
3

y2
1 y2

2 y2
3

ψ1 ψ2 ψ3

Figure 2: An example HMM for a single environment (i.e., a single set of parameters θ, ψ) and two
trajectories (denoted via superscripts). θ determines the state transition probabilities p (xt+1|xt),
whereas ψ the conditional probabilities for the observations p (yt|xt) (note that ψ is also the same
for both trajectories)

1. The paths through θ1 are blocked by conditioning on x2
1 (conditioning on the middle variable

in the chain θ1 → x2
1 → x2

2 blocks the chain)
2. The paths through θ2 are blocked by conditioning on θ2 (conditioning on the middle variable

in the collider x1
2 ← θ2 → x2

2 blocks the collider)
3. The paths through θ3 are blocked by not conditioning on x1

3 (not conditioning on the middle
variable in the v-structure x1

2 → x1
3 ← θ3 blocks the v-structure)

Appendix D. Practical implications

D.1. Choice of (σe
i )

2

Our proof relies on that the environment variability matrix ∆ ∈ R|E|×du has column rank du. Thus,
only when the vector h is the zero vector will the matrix-vector product ∆ · h in (57) will be zero.
When (σe

i )
2 is not carefully chosen, the resulting ∆ might admits an (almost) zero matrix-vector

product even if h is only to be approximately the zero vector. To see this, recall that a matrix’s
condition number w.r.t. the ℓ2-norm is the ratio of the maximum and minimum singular values. The
singular values intuitively express the scaling of a linear transformation in a specific direction; thus,
if there is a non-zero component in h that is affected by a very small singular value, then the matrix-
vector product can still be close to zero, even by violating the assumption that h = 0. Thus, selecting
(σe

i )
2 such that it minimizes the condition number of ∆ can help avoid the above edge case. This

requires ∆ to be orthogonal; thus, elucidating our maximum variability strategy (cf. results in the
right-most column in Tab. 1). Note that this condition does not depend on the matrices of the LTI
system. Additionally, as opposed to white-noise–based system identification (Ljung, 1998), our

2969



RAJENDRAN REIZINGER BRENDEL RAVIKUMAR

proposed method only requires control signals with practically limited spectra—the Gaussian has
infinite support, though most of the probability mass concentrates within three standard deviations.

D.2. Robustness to observation noise

We provide preliminary experiments on how observation noise affects identifiability, i.e., when

yt = Cxt + ε.

We use C ̸= I, B ̸= I and µe
u ̸= 0. All other hyperparameters are the same as in § 4. The prelim-

inary results in Tab. 2 suggest that our method is somewhat robust to the presence of observation
noise, justifying our denoising argument in our theory. However, the setting of noisy observations
needs to be more thoroughly investigated.

Table 2: Robustness of our method against observation noise. We use the minimal (du+1) number
of environments. Mean and standard deviation are reported across 3 runs. du is the dimensionality
of u (dx = du = dy), |E| is the number of environments, σ2

ε is the variance of the measurement
noise, Mean Correlation Coefficient (MCC) measures identifiability in [0; 1] (higher is better)

du |E| MCC ↑
σ2

ε = 0 σ2
ε = 1e−4 σ2

ε = 1e−2 σ2
ε = 1e−1 σ2

ε = 1

2 3 0.627±0.090 0.679±0.162 0.643±0.068 0.590±0.034 0.625±0.038

3 4 0.886±0.057 0.823±0.052 0.718±0.168 0.637±0.194 0.796±0.022
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