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Abstract

We study the phenomenon of in-context learning (ICL) exhibited by large language models, where
they can adapt to a new learning task, given a handful of labeled examples, without any explicit
parameter optimization. Our goal is to explain how a pre-trained transformer model is able to per-
form ICL under reasonable assumptions on the pre-training process and the downstream tasks. We
posit a mechanism whereby a transformer can achieve the following: (a) receive an i.i.d. sequence
of examples which have been converted into a prompt using potentially-ambiguous delimiters, (b)
correctly segment the prompt into examples and labels, (c¢) infer from the data a sparse linear re-
gressor hypothesis, and finally (d) apply this hypothesis on the given test example and return a
predicted label. We establish that this entire procedure is implementable using the transformer
mechanism, and we give sample complexity guarantees for this learning framework. Our empir-
ical findings validate the challenge of segmentation, and we show a correspondence between our
posited mechanisms and observed attention maps for step (c).

Keywords: in-context learning, transformers

1. Introduction

In-context learning has emerged as a powerful and novel paradigm where, starting with Brown et al.
(2020), it has been observed that a pre-trained language model can “learn” simply through prompt-
ing with a handful of desired input-output pairs from a new task. Strikingly, the model is able to
perform well on future input queries from the same task by simply conditioning on this prompt,
without updating any model parameters, and using a surprisingly small number of examples in the
prompt to learn a target task. While model fine-tuning for few shot learning can be explained in
terms of the vast literature on transfer learning and domain adaptation, ICL eludes an easy explana-
tion for its sample-efficiency and versatility. In this paper, we study the question: What are plausible
mechanisms to explain ICL for some representative tasks and what is their sample complexity?
Before discussing potential answers, we note why the ICL capability is surprising, and mer-
its a careful study. Typical few-shot learning settings consist of a family of related tasks among
which transfer is expected. On the other hand, the pre-training task of predicting the next token
for language models appears largely disconnected from the variety of downstream tasks ranging
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from composing verses to answering math and analogy questions or writing code, that they are later
prompted for. More importantly, a typical prompt consists of a sequence of unrelated inputs for
a problem, followed by the desired outputs. This should constitute a very unlikely sequence for
the model, since its training data seldom contains input, output pairs for a single concept occurring
together. Due to this abruptness of example boundaries, recognizing such a prompt as a sequence of
independent examples to learn across is an impressive feat in of itself. Once the model segments this
prompt, it still needs to learn a consistent hypothesis across examples in the prompt to map inputs to
desired outputs, and then apply this learned hypothesis to fresh query inputs. Given that this capa-
bility has been primarily observed in transformer based models, we investigate if there are aspects
of self-attention which are particularly well-suited to addressing the aforementioned challenges?

In this paper, we study all the questions mentioned above. A formal investigation of ICL was
pioneered in Garg et al. (2022), who trained transformer models (Vaswani et al., 2017) from scratch
that can learn linear regression via ICL. Within this model, gradient descent or closed form ridge
regression approaches to map the prompt to a hypothesis were put forth in von Oswald et al. (2022)
and Akyiirek et al. (2022). These works show that the posited mechanisms can be implemented us-
ing a transformer, given an appropriate formatting and tokenization of the inputs. From a statistical
perspective, Xie et al. (2021) and Zhang et al. (2022) cast ICL as posterior inference, with the former
studying a mixture of HMM models and the latter analyzing more general exchangeable sequences.
These works do not, however, provide mechanisms to implement the desired learning procedures
using a transformer. Olsson et al. (2022) give some evidence that ICL might arise from a mechanism
called induction heads, but do not discuss the sample complexity aspects or describe how induction
heads might be leveraged to address a variety of learning tasks. More recently, Zhang et al. (2023);
Ahn et al. (2023) further the closed form ridge regression perspective by showing convergence to a
transformer that implements this formula in pre-training, but use a linearized self-attention mech-
anism. Concurrently to our work, Bai et al. (2023) show constructions to implement L steps of
gradient descent using O(L) transformer layers on regularized loss objectives, and bound the sam-
ple complexity of ICL for many tasks including sparse regression which we study here. Most related
to our results on learning sparse retrieval tasks is the work of Edelman et al. (2022). The authors
study the inductive bias of self-attention layers and demonstrate that self-attention layers are able to
represent sparse functions efficiently. Further, a careful union bound on the class of bounded norm
self-attention mechanisms implies that transformers can learn sparse functions efficiently. However,
Edelman et al. (2022) do not show how the self-attention mechanism can implement a learning rule
for the class of sparse functions. We defer a more detailed discussion relative to these works, as
well as connections with the broader literature on uses of the ICL capability to Appendix A, and
highlight some of the key departures in our study from prior work below.

Our Contributions. Our work studies the ICL process in an end-to-end manner. Unlike
most prior works on ICL, which either require pre-training task to be identical to the downstream
task (Garg et al., 2022; von Oswald et al., 2022; Akyiirek et al., 2022), or comprised of some mixture
of downstream tasks (Xie et al., 2021; Wies et al., 2023), we abstract the details of this procedure
by representing it as a fixed and given prior distribution over sequences. Our results include:

e Prompt segmentation: We propose a segmentation mechanism for the prompt, which maxi-
mizes the likelihood of a proposed segmentation under the prior learned during pre-training.
The mechanism crucially leverages aspect of the attention architecture to learn the segmen-
tation with few examples. The sample complexity scales logarithmically with the number
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of candidate delimiters and inversely in a gap parameter between the prior likelihoods of
correctly and incorrectly segmented sequences.

o Inferring consistent hypothesis: We then take the segmentation of the prompt and illustrate
how to infer a consistent hypothesis which explains all the (input, output) pairs in the prompt
using a transformer model. For this part, we specialize to a family of sparse retrieval tasks,
where the output is simply a token of the input, or the sum of a subset of input tokens. This
family is a useful abstraction of token extraction and manipulation tasks in practical ICL
settings. We show how attention can naturally leverage correlations to identify a consistent
hypothesis on such tasks. The proposed mechanism finds an e accurate hypothesis from a
class F using O (% In|F|) examples.

o Inference with the learned hypothesis: We also show that the attention mechanism is well-
suited to carry the learned hypothesis from the prompt and apply it to subsequent query inputs.

e Empirical validation: Finally, we validate some of our theoretical findings through exper-
iments, showing the dependence of ICL on easily identifiable delimiters. For hypothesis
learning, we show that transformer models can be indeed trained to solve the sparse retrieval
tasks studied here, and that the attention outputs correspond to the key steps identified in our
theoretical mechanisms.

Some of the key differentiators in our work from prior studies are that we specify the input vec-
tors x and labels y by tokenizing each scalar value to a vector, which is more representative of how
transformers process text, rather than giving covariates x as the d-dimensional input vector to the
transformer. None of the prior works mentioned above consider this tokenized input representation.
With this representation, we show that the self-attention mechanism provides a particularly conve-
nient abstraction for ICL of functions that are sparse combinations of input tokens. The family of
sparse functions is attractive as extracting some subset of tokens from specified text is perhaps the
simplest text analysis task, which we abstract into a regression setup. Unlike many prior works, we
use the properties of self-attention as an integral mechanism in our construction. In contrast, many
of the arguments of ICL as gradient descent or closed form ridge regression are often simplified by
adopting a linear or other simplified self-attention maps, that do not apply softmax (Zhang et al.,
2023; Ahn et al., 2023; Bai et al., 2023), meaning that the self-attention mechanism is a hindrance
rather than a helpful feature in these works. Taken together, we find that the change in our task setup
and analysis sheds novel insights from a differernt perspective on ICL, than merely explaining it via
gradient descent, and offer an interesting direction for further research.

2. Problem Setting and Notation

A language model LM is an oracle that takes as input elements of a language V*, sequences of
tokens from a vocabulary V, with V' := |V|. A typical language model is autoregressive: it aims to
predict the next sequence of tokens from an prefix. To complete the phrase “I came, I saw”, we con-
struct prompt = [<begin>, I, <space>, came,<comma>,<space>, I,<space>,saw],
and input prompt — LM — output, and we expect that

output = [<comma>, <space>, I,<space>, conquered, <end> ].
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2.1. The Transformer Architecture

We describe the design of a language model using the architecture known as the decoder-only trans-
Sformer (Vaswani et al., 2017). In short, transformers are models that process arbitrary-length token
sequences by passing them through a sequence of layers in order to obtain a distribution over the
next token.

For the following definition, we will need some special operators, which we describe here. The

operation softmax (M) returns a matrix the same shape as M whose i, j entry is % The
J 2,7

concat(My, My) operation stacks the matrices vertically. The operation mask (M) takes a square
matrix M and returns M’ such that M; ; = M; ; fori < j and M, ; = —oc otherwise. (The —

is converted to a O after the softmax opera’uon ) The GelLu operatlon is the Gaussian Error Lmear
Unit.

Definition 1 Ler d, du, k be arbitrary positive integers. A transformer layer is a function Ty
parameterized by matrices 11 := {Qg, Ky, Vi € R%&*d for | € [k], Wo € R¥**dar} that maps,
for any length N sequence, RN — RN ysing the following procedure:

Input: X € RN, Set: A, < softmax o mask(d,/° X Q] Kz X) Vk € [x]
Set: X' + Wpconcat(ViXA,...,V.XA,), Output: X + GelLu(X’) € RV,

We omit the layer normalization present in implementations (Vaswani et al., 2017) for ease of pre-
sentation. A convenient aspect of transformer layers is their composability. Assume we have L
transformer layers, where the /-th layer is parameterized by I1* := {W} € R~ Qf K{ Vif €
Rdatxd L ¢ [k]}. The remaining piece we need for the full transformer model is the token embed-
ding layer, which is parameterized by a matrix Wg € RVl If we take a prefix € V* with N
tokens, and write it using one-hot encoding as a matrix Z € {0, 1}W| *N then WgZ is referred to as
the “embedded” tokens. Once these embedded tokens are passed through one or more transformer
layers to obtain Z’, we can convert back to vocab space by Wg Z'. Here Z; ; represents the model’s
estimated probability that the j + 1" token will be token ¢ given the first j tokens in the sequence.
We need these embeddings to be reasonably distinct.

Definition 2 A (decoder-only) L-layer transformer is a parameterized function that maps RIVI*N —
RIVIXN for any sequence length N where the input X is a one-hot encoding of a token sequence x
in V*, and the output is a column-stochastic matrix Z. The parameters are given by the matrix Wg
and the sequence 111, ... 1. The full map is defined as the composition,

X +— Z = softmax(Wp - Tr, o --- o Ty, (Wg - X)).

The one-hot encoding can be replaced with other (possibly learned) encodings when V is large or
infinite. Of much interest in this work is to understand what operations can be implemented using

a transformer. To establish our results, we often show that certain operations RN & RIXN
on embedded token sequences can be implemented using a transformer layer parameterized by II.
When there is a I such that Ty = ¢ for all N, then ¢ can be implemented as a transformer layer.
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2.2. In-Context Learning

Let us now imagine that we hope to solve the following learning problem. We are given an input
space X and output space ). We assume that X', ) C V* for simplicity —i.e., we are able to express
inputs/outputs in the given language. Assume we have a set F of functions f : X — ). A task in
this setting is a pair f, D, with f € F a function and D € A(X) a distribution on inputs =z € X. A
sample S, from this task is a collection of n labelled examples {(z1,41),. .., (Tn,yn)} T X X Y
where the x;’s are samples i.i..d. from D and y; = f(x;) for every i € [n]. When viewed as a typical
supervised learning setting, we would design a learning algorithm A that is able to estimate f eF
from a sample S,,, {(z1,91),--.,(®n,yn)} — A —  fy. The goal of A is to minimize
expected loss Eqp[loss(f(z), f(x))] with respect to a typical sample 2 ~ D and (unknown)
function f.

The in-context learning framework poses the idea that perhaps for a large family of tasks we do
not need to design such an algorithm .4 and instead we can leverage a pre-trained language model
in order to solve a large family of learning tasks. That is, for a sample above and a test point x ~ D,
we have the following setup

Encoding({(z1,v1),..-, (Tn,yn)},2z) — LM — output,

and, if the ICL process succeeds, we expect that output = f(x)<end>.

Since there is no canonical procedure to encode a set of example-label pairs guaranteed to
be understood by LM, the choice of Encoding influences its output behavior. Empirical works
use typical delimiters—special tokens that are typically used to give structure to documents by
segmenting text into lists, relations, etc.—for this task. As part of our language definition, we
assume that there is a set of special tokens V4e1ims C V including, e.g. punctuations (<comma>,
<colon>, <semicolon>), or spacing characters (<space>, <newline>, <tabspace>). We
assume that the user has selected one delimiter that separates the n examples, which we will call
<esep>, and another that distinguishes between x; and y;, which we will call <1sep>. The only
requirement is that <esep> and <lsep> are distinct elements of V4115, and that <esep> and
<1lsep> do not occur in any z,y examples generated in the task. With this in mind, we define

Encoding({(z1,%1),-.., (Tn,yn)}, ) as

<begin>zi<lsep>yi<esep>ra<lsep>yz<esep>...<esep>r,<lsep>yp<esep>r<lsep>.
)]

We note that the x’s and y’s have variable length and are being concatenated above.

3. An Overview of Results

We now survey the core results of the paper on segmenting the input sequence through delimiter
identification, and the subsequent hypothesis learning.

3.1. Segmenting an input sequence

Suppose we have an underlying distribution po(-) on V*, which measures the typical likelihood
of sequences observed “in the wild”, and this distribution is encoded in a transformer through the
pre-training process. The goal of the segmentation mechanism is to identify a pair of separators
<lsep>,<esep> € Vgelims X Vdelims, such that the input z can be reasonably decomposed as:

z = <begin>zi1<lsep>y;<esep>...<esep>rp<lsep>yrp<esep>T <lsep>.
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To formalize a reasonable decomposition of z obtained using delimiters <lsep>,<esep>,
we define its likelihood by leveraging the base model pg and then follow a maximum likelihood
segmentation:

———— —— k | i
<Tsep>,<855p> —  argmax  po(a) | |p0(<beg1n>$i<end>)p0(<begln>yi<end>)7
<lsep>€V4elims i=1
<esep>€Vgelims

2
We note that the number £ of examples as well as the sequences x; and y; identified depend
on the separators used, and hence are all functions of the optimization variables <1 sep>, <esep>
in the objective (2). This is a natural objective to decompose an input sequence, as it posits that
the individual x, y sequences in ICL should be plausible under the base distribution. Crucially, if
the true label separator <1sep>* is very unlikely to occur in a natural sequence, then a wrong
segmentation which mistakenly includes <1sep>* as part of some x; or y; will be very unlikely
under pg.
The first result of our paper is that the objective (2) can be implemented using a transformer.

Theorem 3 (Transformers can segment) There exists a transformer with O(1) layers and O (Vge1 ims X
Vaelins ) heads per layer which computes <1sep>, <esep> according to (2).

Next, we evaluate the sample requirements to learn an accurate segmentation.

Theorem 4 (Sample complexity of segmentation, informal) Let c measure how much more likely
a correctly segmented sequence is than an incorrectly segmented one under the task distribution D.
Given a minimum probability parameter v, maximum likelihood segmentation (2) returns the correct

)2 [Vae1imsl
label and example separators with probability 1 — § after seeing n = 2 (UOg(l/ ) clf CR— )

In practice, the example and label separators are chosen so as to make the segmentation fairly
unambiguous, ensuring that c is large, and the sample cost of learning segmentation is quite small.
We can further enhance the objective (2) to include priors over <1sep> and <esep> being delim-
iters to zoom in on typical choices faster. We omit this extension to convey the basic ideas clearly.
We note that among the various prior works that study ICL, the task of segmenting an input se-
quence is only considered to any degree in Xie et al. (2021) in an HMM-like model, while we offer
a much more general explanation.

3.2. Learning a consistent hypothesis

Having generated a segmentation, the next step in ICL is to take the inputs (x;,y;);; identified
above and generate a hypothesis f such that f(x) ~ f*(x), where y; = f*(z;). To formalize the
hypothesis learning setup, we focus on a specific family of learning problems that we define next.

Definition 5 (Tokenized sparse regression) Fix an input space X, an output space ), a basis
map Y(x) : RAM(X) _ R™  and distribution D over X. Given s < m, an s-sparse tokenized
regression problem is defined by weights 31, ..., Bm € {0,1}" such that |{j : |B;| = 1}| = s and
y= Z}ll Biv(x);.
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In words, a tokenized sparse regression problem maps from inputs to outputs by taking sparse linear
combinations of the inputs under some fixed basis transformation. We call the task tokenized due to
the way in which the transformer processes the input = during ICL, accepting it one coordinate at
a time as we will see momentarily. This is to distinguish from the regression tasks studied in prior
works (Garg et al., 2022; Akyiirek et al., 2022; von Oswald et al., 2022; Ahn et al., 2023; Bai et al.,
2023; Zhang et al., 2023), which consider each vector x to be a token.

In particular, we study problems where the basis v is fixed across contexts and only the coeffi-
cients [; vary across tasks. Since 1) is fixed, it can be assumed to be known from pre-training and
we focus on the case of X = R™ and ¥ (x); = x;, that is the basis is just the standard basis and the
task is sparse linear regression. We focus on these tasks because extracting and manipulating a few
input tokens is emblematic of many text processing tasks where ICL is often used in practice.

We analyze the following estimator for all i € [n]:

fi € {(1s---,ds) € [M)® + maxe—1 o ;|Tej, + ...+ @), — ye| < €} 3)

The optimization problem (3) can be implemented with a transformer, as stated next.

Theorem 6 (Transformers find a consistent hypothesis) There exists a transformer with O(m)
layers and 1 head per layer which computes an f; according to (3) after reading example x;.

The estimator above is natural for the task, as it finds a solution with a zero loss on the training
samples. Implementing this estimator is particularly natural with a transformer using properties
of the attention mechanism, that is well suited to extracting coordinates of x which are highly
correlated with the label y. In fact, the actual mechanism computes a weighting over {1,2,...,m}
as candidate solutions from each example, and then returns f; as the coordinate with the largest
cumulative weight (across examples) after each example i. This provides further robustness in case
of label noise. For this procedure, we provide the following sample complexity guarantee.

Theorem 7 (Sample complexity of hypothesis learning, informal) For any e > 0, suppose the
initial token embeddings are such that tokens zq, 2z with |zo — 24| > € have nearly orthogonal
embeddings. Let f, be any hypothesis returned by Equation 3 after seeing n examples from the
s-sparse token regression task. Then for n = Q(slog(m/e€)/€) we have E[| f,(z) — f*(x)]] < 2e.

The condition on the token embeddings is natural, since aliased tokens with different values can be
problematic for learning. Our sample complexity matches the typical guarantees in sparse regres-
sion, which scale with the Slo%. Note that the estimator (3) learns f,, from scratch, in that there
is no use of the pre-training to bias the estimator towards certain functions. While this is also done
in several prior works on ICL (Garg et al., 2022; Akyiirek et al., 2022; von Oswald et al., 2022),
in practice ICL is often used in settings where the correct y has a high probability under the base
distribution pg, given z. Improving the estimator (3) to prioritize among the consistent tokens j
using the prior probabilities po(Z; m+1|Zi1, ..., Zim) is an easy modification to our construction
and allows us to further benefit from an alignment between pg and D.

We highlight that the estimator (3) is very different from closed form linear regression or gra-
dient descent mechanisms offered in Akyiirek et al. (2022); von Oswald et al. (2022), as well as
proximal gradient for regularized objectives studied for sparse regression in Bai et al. (2023), and
is much more tailored to the attention mechanism as mentioned above. This offers an alternative
hypothesis for how ICL happens, which will be partially verified by some of our empirical findings.
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Double, double toil and trouble: / Macbeth; To die, - To sleep, - To sleep!
/ Hamlet; This above all: to thine own self be true / Hamlet; A deed without a name /

Figure 1: An example of an ICL task: quotes from Shakespeare followed by the name of the play. Correct
delimiters are (<1sep>, <esep>) = (/, ; ), yet the presence of other potential delimiters creates ambiguity.

4. Segmenting an ICL Instance

In this section, we provide more details about the segmentation mechanism and the underlying as-
sumptions. Given a sequence of N tokens z = z1, ..., zx, and given a pairoc = (<1lsep>, <esep>),
we first segment the sequence into as many chunks as possible, separated by <esep> tokens:

z = <begin>uj<esep>us<esep>...<esep>ug.

Then, for each chunk we segment u; = x;<1sep>y; according to the occurrence of <lsep>. If
we find multiple occurrences of <1sep>, we infer that this o is infeasible, setting p,(z) = v to be
a minimum probability. If no <1sep> is found, then we set u; = z;. With this segmentation in
mind, we can now define our probability model p,, as follows,

Po(2) = po(zy) Hlep0(<begin>xi<end>)p0(<begin>yi<end>). 4)

To understand the meaning of this definition better, it is helpful to look at an example. In
Figure 1, we show a concatenation of quotes from Shakespeare and the corresponding play names.
Using candidate delimiter pairs 0 = (/, ; ) and o’ = (:, —), we get two different likelihood models:

Po(2) = po(<begin>Double, ...trouble:<end>)py(<begin>Macbeth<end>)
-po(<begin>To die, <end>)...
po'(2) = po(<begin>Double, . ..trouble<end>)po(<begin>/ Macbeth;...To die, <end>)

-po(<begin>To sleep, <end>)pp(<begin><end>)...

It is also important to note that, even though the model above provides a nicely-factored estimate
of the sequence likelihood, we are still able to compute the probability of other segments. For any
1<i<j<N,ps(zi--zj|lz1---2i—1) can be evaluated from the model above, even if [i : j] may
cross delimiter boundaries. The objective (2) maximizes p,(z) over o to select the model.

Implementation using a transformer. We now describe a high-level sketch of a transformer that
can implement the objective (2). As mentioned in Theorem 3, our construction uses one head for
each candidate o, where we use the head corresponding to o to compute p, (z1.;) at each token i. The
maximum over delimiter pairs o by looking across heads is subsequently taken by the output MLP
layers. Here we focus on the operations within each head. For a fixed 0 = (<lsep>, <esep>),
the first two layers of the transformer identify the nearest occurrences of <esep> and <lsep>
to each token ¢. This can be done by attending to the occurrence of these tokens with the largest
index, which is natural with softmax and position embeddings. Next, we find the first occurrence of
<1lsep> following each <esep> and add the log probabilities of the subsequence from <esep>
to the token before <1 sep> and from the token after <1 sep> to z;. Implementing these operations
is again relatively straightforward using a composition of soft attention layers, assuming access to a
certain conditional probability evaluation module from pre-training, that returns log of conditional
probability of a token, conditioned on a prefix sequence. Adding all the log probabilities gives us
the desired output. Details of this construction are provided in Appendix C.
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Sample complexity of segmentation. Let o* be the true pair of delimiters used to generate the
input z. Then we expect the procedure (2) to return o* only if the sequences u; identified under
o* are more probable than those identified under a different delimiter o’. To facilitate this, we now
make an assumption, before stating the formal sample complexity guarantee.

Assumption 1 Let D € A(V*) and f define the task at hand, with the input segmentation de-
termined by 0* = (<lsep>,<esep>). For an ICL sequence z, let u; = x;<lsep>y; be the
i-th example/label chunk (under o*). Consider the expected log-likelihood ratio of u; conditioned
on its prefix according to two probability models, one with the correct segmentation using o* and
alternatively with some other delimiter pair o', conditioned on prefix;_,, which is the prefix of the
sequence before u;. Now, for some ¢ > 0 we assume that for any o' # o* and with probability 1 for
any prefix;_;
E . » log Do+ (ui|pref'ixi,1)
yimf (i) o (wilprefix;_;)

| prefix;,_; | > c.

Note that in both cases above, the segmented chunks, u;, are always determined by o* even though
their likelihood is evaluated on the “false” ¢’. What does this assumption mean? It may appear
to be highly technical, but it encodes something that we would very naturally expect: incorrectly
segmented data should look very weird (unlikely) relative to correctly interpreted data. For instance,
revisiting the example from Figure 1, consider the second chunk according to the true segmentation
with o* = (/,;), u; ="To die, - To sleep, - To sleep! / Hamlet;”. When correctly segmented
we obtain the pair z; = To die, - To sleep, - To sleep! and y; = Hamlet, and
the likelihood p,+(u;) = po(x;)po(y:). On the other hand, when we use the incorrect delimiters
o’ = (:,-) we get a much less natural segmentation, with model estimate

por (u; | prefix;_;) = po(To die, <end> | <begin>/ Macbeth;)
‘po(<begin>To sleep, <end>) - pp(<begin><end>)pg(<begin>To sleep!/Hamlet).

Assumption 1 says that the model estimate for these chunks according to p,+ should be much higher,
on average, than that for p,. This is indeed the only needed assumption to obtain the following.

Theorem 8 Let v > 0 be such that p, (u;|prefix;,_;) > v where u; is the i-th chunk under o*, for all

o', u; and prefix;_, almost surely. Under Assumption 1, the maximum likelihood segmentation algo-

16(10g %)2 10g ‘Vdeéims |
c? :

rithm (2) outputs the correct delimiters * w.p. at least 1 — 9, as long as n >

5. Learning a Consistent Hypothesis for Tokenized Sparse Regression

We now formalize the results for extracting a consistent hypothesis for the tokenized sparse regres-
sion tasks described in Definition 5. For intuition, we begin with s = 1.

The 1-sparse tokenized regression task: Recall that when s = 1, we have y; = x; ¢+ for each
example i € [n], and f* € [m] is the coordinate of x; being copied to y. The objective (3) simplifies
to finding an index f; € [m] such that |z; s, — y;| < € for all examples ¢t < i. We now describe
the key elements of a transformer that implements such a procedure; details in Appendix D. The
construction is depicted in Figure 2. Let Z, be the initial token embedding, i.e. the a-th column of
WgX in Definition 2.
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Figure 2: A transformer for 1-sparse tokenized regression with n = 2 exam-
Filz2) ples and m = 3 tokens per example. The curved lines show attentions, with
heights proportional to the attention. The blue and red attention lines show
+r ‘ the attentions of y; and y» over the previous tokens. The green attention lines

J show the attentions of x2 9 and x93 over the previous tokens. In this case,
f* = 2. After the first example, there is ambiguity between f; € {2, 3}, hence

—)

L

D €
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I
I
L ﬁ sistent hypotheses in example 7. By attending across previous y;’s, each y;

aggregates these hypotheses over all preceding inputs ¢ < ¢. Example ¢ + 1
attends to y; to predict using the aggregated hypothesis in the final two layers.
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Assumption 2 Let Z,, be the input embedding of a token z. For any zq, z~, such that |zo — 2| > €,
we have |(Zq, Zy)| < Y/2r, for some T > 1. If |zq — 2y| < €, then (Zo, Zy) > 0 and (Za, Za) = 1.

One embedding which satisfies the assumption maps all z,, 2y s.t. [zq — 2| > € to orthogonal
unit vectors in RI(1/91. In Appendix D we discuss ways to cut the dimension from O(1) to O(72).

Given such an embedding, we can now use inner products between tokens to detect similarity,
which is the key first step in our construction. This is also very natural to implement using attention.
We define the first attention layer so that each x; ; only attends to itself and y; only attends to
Ti1,---,Tim using the position embeddings. The attention weight between y; and x; ; is defined
using the inner product of their first layer embeddings. By Assumption 2, this inner product is large
for j = f* and small whenever |z; ; — y;| > €. In Appendix D, we define the query and key
matrices to induce such an attention map. Under Assumption 2, this attention map identifies a good
hypothesis for example 7, as formalized below.

Lemma 9 Given an example i, let J; = {j : |x;; — yi| < €}, and let f* € [m] be such that
Yi = x4 p+. Under Assumption 2, for any m > 2, the output of the first layer at f* is larger than the
output at any j € [m] \ J; by at least e/(4(m + 1)).

This key step in our construction gives us some consistent hypothesis from 7;, for each example ¢
individually. The second layer now finds a hypothesis consistent with all examples (z¢,y;),t < 1,
and saves this hypothesis in token y;, which is the input to the third layer. The remaining two layers
implement appropriate copy and extraction mechanisms for the hypothesis f; identified at y; to be
applied to the next input x; 1 by first extracting the value at ;1 , and then outputting this value
at the token ;1 ., as the ICL prediction at the (i + 1)th example. We illustrate the key points of
the construction in Figure 2. For more details, we refer the reader to Appendix D.

Prior work has focused on tasks where x; is not decomposed into one token per coordinate but
rather given to the transformer as a vector in R™ directly. In Appendix F we demonstrate how this
setting can be reduced to the tokenized setting that we study here.

Iterative deflation for s-sparse token regression: For the more general case, it is tempting to
directly apply the 1-sparse construction once more and hope that all the tokens in f* will be iden-
tified simultaneously, since they all should have a high inner product with y; under Assumption 2.
However, suppose that f* = (1,2) and let us say that the hypothesis (1, 3) is also consistent. Then
an approach to learn 2 coordinates independently using the approach from the previous section can

10
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result in the estimate (2, 3) which might not be consistent. To avoid this, we identify coordinates
one at a time, and deflate the target successively to remove the identified coordinates from further
consideration. The deflation procedure works because of the following crucial lemma.

This lemma says that the deflated target favors unidentified coordinates in f*. Next, we show that
the deflation procedure, to remove all previously identified tokens from each y;, can be implemented
using attention. We then stack O(s) layers of the 1-sparse task, with a deflation layer after extracting
each coordinate to identify a complete consistent hypothesis that optimizes the objective 3. Putting
everything together, we have the following formal version of the earlier informal Theorem 7

Theorem 11 For any € > 0, let f,, be an optimum of (3) after seeing n examples from the s-sparse
token regression task. Then there exists an embedding of x; j,yi,¥i € [n],j € [m] in ROG/)
satisfying Assumption 2, s.t. for any n = Q(slog(m/e)/e), w.p. 1 — 6, E[| fr(z) — f*(2)]] < 2e

More details for the construction and the proof of the sample complexity are in in Appendix E.

6. Empirical Results

In this section, we report some empirical findings on the 1-sparse tokenized regression task. For
other experiments detailing the sensitivity of ICL to delimiters, we refer the readers to Appendix G.3.

We follow the experimental setup from Garg et al. (2022) and Akyiirek et al. (2022), building
on the implementation of Akyiirek et al. (2022). We use transformers with 8 layers, 1 head per layer
and embedding size 128. We experiment on the 1-sparse tokenized regression task with (z;, ¥ )ic[n]
generated in the following way. First a random hypothesis f* is drawn uniformly at random from
[m], where m = 5. Next, x; € R™ is sampled i.i.d from a fixed distribution which is either a
standard Gaussian (z; ~ N'(0, Isxs)), or uniform over {+1, —1}° (x; ~ Unif({+1,—1}°)). v
is always set to f*(x;). We refer to the first setting as the Gaussian setting and the second as the
Rademacher setting. We train three different transformers, one for each of the two settings, and
one where the samples come from a uniform mixture over both Gaussian and Rademacher settings.
After pre-training we carry out the ICL experiments by generating 64 example sequences of length
5, either all from the Gaussian setting or the Rademacher setting. A randomly drawn f* is sampled,
fixed and shared across these 64 sequences, to allow averaging of results across multiple sequences.

In Figure 3 we show the averaged loss of a model pre-trained on the uniform mixture of the
settings, attention weights at the final layer (8) and attention weights at layer 6 for both settings.
Appendix G.1 shows results for models trained using Gaussian or Rademacher examples only and
results for tasks with sparsity s = 3. For the loss plots, y-axis is the loss of the ICL inference at each
example and x-axis is the number of in-context examples observed. All examples are indexed from
0. We see that the model reaches a loss of 0 in the Gaussian setting from a single sample, which
is information theoretically optimal. In the Rademacher setting there are often multiple coordinates
consistent with f* on the first 3 or 4 examples, which results in higher loss compared to the Gaussian
setting. In this setting f* is typically learned as soon as the correct coordinate is disambiguated. In
Figures 3 (b) and (e) we plot a heatmap of the attention of the tokens at which the model outputs its
predicted label, corresponding to the last x token. The X -axis corresponds to example index i € [n]

1. Here Z; ; and g; refer to the input embeddings of these tokens satisfying Assumption 2.
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Figure 3: Loss and attention plots for 1-sparse tokenized regression for Gaussian (top) and Rademacher
(bottom) inputs. Loss drops to zero as soon as f* is determined, and attentions follow the construction of
Section 5. In panels (b) and (e), the prediction tokens for each example (on X -axis) attend to the index of
f* = 0in z; (on Y-axis) to predict y; correctly. In panels (c) and (f), the prediction tokens attend to all
previous labels (indices 5,11, 17, . ..) to aggregate a consistent hypothesis across previous examples.

and the Y -axis shows all mn tokens across examples. The tokens for each example are separated by
the red lines in the heatmap. For example 7 (starting at 7 = 0), the label is predicted at token index
6 * (i 4+ 1) — 2 in our sequence (corresponding to the input z; 5), and we show the attention weights
from this token over all tokens in the sequence. For these experiments f* is fixed to be the 0 index.
For the Gaussian setting (b), we see that the attention weights, starting at example ¢ = 1, are peaked
at f*. The prediction token for example 1 attends to token 6 accordingly to correctly predict y;. In
the Rademacher setting (e) we see that there is more variance, due to the fact that there are often
multiple consistent hypothesis for the first few examples, however as the transformer processes more
examples from the sequence the attention becomes more peaked at f*. This behavior is consistent
with our theoretical construction. We note that our theoretical construction from Section 5 implies
that attention weights in the last layer should be split uniformly over all j which are consistent with
f* up to example 7. In Appendix G we also empirically demonstrate that this is the case by looking
at the attention on a single randomly sampled sequence. In Figure 3 (c) and (f) we plot the attention
of the prediction tokens but at layer 6 of the transformer, that is the third layer counting from the
final layer. Surprisingly, we see that attentions are peaked at the tokens holding the labels for f*,
that is x; 5. This is analogous to the step where y; attends to all previous y, in our construction to
aggregate across examples, and we expect its role is the same here. We emphasize that this behavior
is not consistent across our experiments but was only observed for the 1-sparse 5-dimensional tasks.
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Figure 4: Loss and attention for m = 10, s = 3 for Gaussian and Rademacher inputs with f* = [4,7,9].
The (4, 7)-th entry of the heatmaps corresponds to the attention of the predictor token, 11(i + 1) — 2, of the
i-th example to the j-th token in the i-th example, 117 + j. X-axis indexes the predictor tokens and Y -axis
indexes the token ids within each example.

In Figure 4 we include experiments for the Gaussian and Rademacher token tasks with m = 10
and s = 3. In this experiment the target is f* = [4,7,9], thatis y; = x; 4 + ;7 + x; 9. We observe
similar behavior to the m = 5, s € {1, 3} experiments for both the loss and attention at the final
layer, however, the attention weights deviate slightly from the uniform distribution on {4,7,9}.
The attention at layer 6, however, did not follow the pattern observed in Figure 3 and is seemingly
arbitrary as can be observed from Figure 4 (c) and (f). In summary, we find that the attention maps
at the final layer of the transformer in these experiments bear striking correspondence to our theory.
We refer the reader to Appendix G for more results that validate this correspondence, including
results for 3-sparse tasks.

7. Conclusion

In this paper, we take a fresh look at the in-context learning capability of transformers. We provide
mechanisms that can implement sequence segmentation and hypothesis learning for a family of
ICL tasks, and provide statistical guarantees showing that a fairly small number of examples indeed
suffice to convey a target concept using ICL. More broadly, the ability of ICL to demonstrate infor-
mation theoretically optimal learning in the types of tasks used both here and in prior works (Garg
etal., 2022; von Oswald et al., 2022; Akyiirek et al., 2022) is quite impressive. It would be interest-
ing to understand if there are learning tasks where this optimality fails to hold in ICL, and determine
the necessary scaling of model size as a function of problem size needed to achieve sample-optimal
learning, when possible.
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Appendix A. Related Work

There is a rich literature on fine-tuning a pre-trained model through various forms of meta-learning
or bi-level optimization (Schmidhuber et al., 1996; Andrychowicz et al., 2016; Finn et al., 2017),
which typically update all or some of the model’s parameters to adapt it to a target task, with
theoretical underpinnings either through direct analysis (Finn et al., 2019) or through the broader
literature on transfer learning (see e.g. (Redko et al., 2020) and rerefences therein). Starting with
the work of Brown et al. (2020), and with careful prompt design, this has become a predominant
mechanism for adaptation in large language models (Zhao et al., 2021; Gao et al., 2020; Wei et al.,
2022), including to complex scenarios such as learning reinforcement learning algorithms (Laskin
etal., 2022). A consistently striking feature of these works is that it takes just a handful of examples
from the target task to teach a new concept to the language model, once the inputs have been
carefully phrased and formatted.

This has naturally motivated a number of studies on the mechanisms underlying ICL, as well
as its sample complexity. A formal treatment of this topic is pioneered in Garg et al. (2022), who
study ICL for linear regression problems, by pre-training a transformer architecture specifically for
this task. That is, the model is trained on prompts consisting of (x, y) pairs from a linear regression
instance, with the regression weights randomly chosen for each prompt. They showed that ICL
can learn this task using a prompt of O(d) examples when 2 € R?. Subsequent work of von
Oswald et al. (2022) proposes an explanation for ICL in this task by showing that self-attention
can simulate gradient descent steps for linear regression, so that the model can effectively learn an
optimizer during pre-training. Akyiirek et al. (2022) further extend this by suggesting that given
enough parameters, the model can compute a full linear regression solution. Both works present
some empirical evidence as well suggesting that these operations correspond to the final outputs
and some intermediate statistics of the transformer, when trained for this task. Dai et al. (2022)
study the relationship between linear attention and gradient descent, and Li et al. (2023) study
transformers as producing general purpose learning algorithms. Xie et al. (2021) and Zhang et al.
(2022) cast ICL as posterior inference, with the former studying a mixture of HMM models and the
latter analyzing more general exchangeable sequences. Wies et al. (2023) give PAC guarantees for
the sample complexity of ICL, when pre-trained on a mixture of downstream tasks. Olsson et al.
(2022) and Elhage et al. (2021) view ICL as an algorithm which copies concepts previously seen in
a context example and then does inference by recalling these concepts when a new prompt matching
previous examples occurs. Elhage et al. (2021) explain this behavior formally for transformers with
a single attention head and two layers and Olsson et al. (2022) conduct an empirical study on a
wider variety of tasks for larger transformers.

Despite this growing literature, many aspects of the ICL capability remain unexplained so far.
First, only Li et al. (2023), Wies et al. (2023) and Zhang et al. (2022) provide any kind of sample
complexity guarantees. Of these, the pre-training distribution in Wies et al. (2023) is too specific as
the downstream task mixture, while Li et al. (2023) depend on an measure of algorithmic stability
that is hard to quantify apriori. Secondly, all the works with the exception of Xie et al. (2021) require
that the prompt has already been properly parsed into input and output examples, so as to facilitate
the explanation of learning in terms of familiar algorithms, and the explanation of Xie et al. (2021)
relies on a particular mixture of HMMs model. Further, we note that none of these works take into
consideration the specifics of the transformer architecture and how self-attention can implement the
proposed learning mechanisms.
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The concurrent work of Ahn et al. (2023) and Zhang et al. (2023) study both the pre-training
process and how it can lead to transformers implementing ICL as gradient descent. Ahn et al.
(2023) study the landscape of the optimization problem for pre-training single attention layer linear
transformers over random linear regression instances, and show that at the global minimum of the
objective, the transformer is able to implement a step of pre-conditioned gradient descent as ICL.
Zhang et al. (2023) study the dynamics of gradient flow in the same setting as Ahn et al. (2023) and
show that the dynamics converge to a global optimum. At the optimum, the authors argue that the
transformer can achieve low prediction error through approximating the LLS solution in the limit of
infinite in-context examples.

The concurrent work of Bai et al. (2023) also studies ICL as a form of gradient descent. The
authors show how a transformer can approximately implement L steps of gradient descent, using
O(L) self-attention layers for the ridge regression objective, the lasso objective, generalized lin-
ear models, and 2-layer feed-forward neural networks. The authors are able to show the statistical
and computational efficiency of the approximate GD procedures. The authors also argue that trans-
formers are able to model-select between the objectives by using part of the ICL examples as a
validation set. As such, this is the only work, outside of our own, that we are aware of, which is able
to recover efficient sparse linear regression results. The gradient descent view coupled with model
selection is certainly a plausible explanation of the ability of transformers to learn sparse regression
problems efficiently. However, the constructions in Bai et al. (2023) do not rely on the established
self-attention mechanism to enable ICL but rather tailor the GD construction to fit the self-attention
mechanism. Further, the authors use a relu-based self-attention mechanism instead of the softmax
self-attention used in practice. Compared to the GD view, we see our construction as one which
naturally leverages properties of the softmax attention with predictions which are borne out in the
empirical study.

The work of Edelman et al. (2022) has the most similar construction in terms of how self-
attention layers can approximate or exactly represent s-sparse functions. This work has two main
contributions. First, the authors show careful capacity based union bounds on the class of bounded
norm transformer blocks, that is a self-attention layer together with an MLP layer. Next, the au-
thors demonstrate how a transformer block can represent s-sparse symmetric Boolean functions
of f:{0,1}V — R. The capacity bound (Theorem 4.7) is a bound on the /,.-covering num-
ber of the class of transformers with depth L, which scales logarithmically with the embedding
dimension, d, and the context length, N. The bound also includes the norms of K, Q,V, Wg and
scales exponentially with the depth as is standard for capacity bounds for DNNs. The s-sparse
representation results (Proposition 5.1), demonstrate how transformers with bounded ||Q|r <
log(sN), |K||7, |V, |[WE| < O(s) can approximate s-sparse functions. Together with the
capacity bound this result implies that a transformer can learn the s-sparse regression functions we
study with sample complexity similar to that of our own Theorem 11. While our construction for
representing the functions is similar to that of Edelman et al. (2022), we emphasize that the authors
do not study ICL, and do not provide a learning mechanism which explains how ICL might work,
which is a main contribution of our work. Notably, while they provide a credible theory for learning
a single sparse concept, when given a dataset generated according to it, they do not show how trans-
formers can efficiently learn and represent a learning algorithm for the entire class of sparse linear
functions, which we study in this paper.

While we do not study the properties of the pre-training process and data distribution in the ICL
capability, these factors have been found to be crucial in empirical investigations (Chan et al., 2022;
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Shin et al., 2022), and expanding the theoretical model to address such phenomena is an important
direction for future research.

Appendix B. Notation

We denote the input sequence as z € VYV consisting of N tokens. Each sequence is assumed to
contain up to n i.i.d. samples corresponding to a task, where sample 7 consists of an example
z; € V™ and label y; € V, where m’ < m is the token length of example z;. For majority of
the learning tasks that we analyze, the label y; consists of only 1 token, and x; consists of up to m
tokens. We use z; ; € V for j € [m] to denote the tokens of x;. The ICL instance is encoded as we
have already described, where each x; and y; is separated by <1sep> € Vge1ins, and <esep> €
Vae1ins 1s found between between each successive pair (z;,y;), where 0 = (<lsep>, <esep>)
are segmentation tokens. We will often refer to the “ground truth” segmentation token pair as
o*, where 0 € Vae1ims X Vdelims 1S an arbitrary pair of delimiters. We also recall the notation
Pox(2) = I po(x;)po(y;) for some underlying distribution py on V*, where the segmentation is
determined by o*, and we remind the reader that we can analogously define p,(z) for any other
delimiter, which segments z into another sequence of (z, y) pairs.

When it comes to constructing transformer architectures, we will generally follow the same no-
tation laid out in Section 2.1, but with a few new symbols and additional conventions. When we
write (u, v),, for matrix M and vectors u, v we mean the inner product (uM,v) = (u, Mv). For
characters z, z, y, 0, v, K, ), V, which describe the algorithmic objects of the transformer architec-
ture, a numeric superscript, as the 2 in 51322 ;» shall be used to identify the layer index and should not
be interpreted as an exponent.

We described the attention mechanism in Definition 1, where the operation performed at layer
¢ € [L] and head k € [x] is parameterized by the query, key, and value matrices Q%, K} and V}/,
respectively. The initial embeddings of the token sequence z is the matrix (equiv., list of vectors)
[21,...,25] € RN which is the matrix WgX where X € {0, 1}V*¥ is the one-hot encoding
of the tokens z. In general, when a token variable is superscripted with 1, we mean the embedded
token, i.e. after multiplying by Wg. So :cll ; 18 the column of W, corresponding to the token index
of Tij-

The attention operation computes the matrix A% € [0, 1]V*N. Normally we index this matrix

with token indices ¢, j € [IN], but occasionally we will find it convenient to interpret Aﬁ is a func-

tion on pairs of embedded tokens 2/, zf , meaning that overload notation by setting A% (¢, zf ) =

Aﬁ(i, j). This is well defined as our token embeddings contain a positional encoding, and we note
that this allows us to avoid determining the exact index of the embedded token x; ;, which can be
cumbersome to describe. Thus we have

exp(<zf,z§>l [ )
ALt o) = /G S 5)
L
Zj’éi exXp <<Zi’zj'>Qé(Kﬁ)T>
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Finally, vﬁ , and of; ; refer to the “value vector” computed at position ¢ for head k and layer ¢, and
the corresponding output vector:

ve =V and o} ZAL] l,]

J<i

For each i we vertically concatenate all of the outputs (oi ;) ke to obtain a tall vector of € Reaus,
and the final output 2+1 = [2i+1 | 24H1] € RN is defined for all i € [N] as

zf“ = 2f 4+ GeLU(Whof).

In our constructions in the remainder of this appendix, we make a number of simplifications for
convenience. Let us state these here, and argue why these are acceptable without loss of generality.

1. We often assume that x = 1 and we drop the reference to head k. Similarly, when / is omitted
it should be clear from context.

2. We often implicitly assume that either there is no “skip connection,” thus ZK—H GelLU (Wé of),
and often go further and assume Z£+1 f , avoiding the GelL U transformatlon. While we did
not use this feature in Definitions 1 and 2, in most transformer architectures there is an addi-

tional skip connection that makes this possible.

3. We occasionally refer to the dimension of the embedding d as being different between input
and output, i.e. dj, and doy¢. This is for notational ease, and we may do this by padding earlier
or later embedding dimensions with 0’s.

Appendix C. Proofs of the segmentation results

In this section we will use infinite weights in the query and key matrices to set some attention
weights to 0. It is possible to instead use finite weights, which would scale only poly-logarithmically
with the context length as we do in the construction for learning a consistent hypothesis in Section ??
We first give a proof of Theorem 8, and then give the details of the transformer construction from
Theorem 3. .

Proof Let the distribution U (Ef: A = Do (ui|prefix;_;) where w; is the ith chunk as parsed by the
correct segmentation o*. Let o be the correct choice of delimiters (we drop the * superscript for
ease of reading). Our goal will be to show that, if we construct the ICL sequence z by sampling i.i.d.
Z1,...,Ty ~ D, computing yi, ..., y, by applying y; = f(x;), and assembling these example/label
pairs into a sequence with o, then the model estimate p,(z) is very likely to be much larger than
po(z) for every alternative o’ # o. What we analyze is the log ratio

(o,1) n (o,1)
Po(2) = log 71_[@ 1 U log LU, =,
Po'(2) M, o = o

log

which we aim to show is very likely to be positive We do this by converting the above to a mar-

(
tingale sequence. Let p; := E,p log & | prefix,_; |, and observe that ;; > c¢ according to

o)
Assumption 1. Now we have that the sequence &; := <log ,uz) is a martingale.

o'z)
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. s (o,9)
We note that, since we have a lower bound ¢ on the model probabilities, we have that log %

falls within the range [log(v), log(1/v)]. We can then apply Azuma’s Inequality to see that

7l n
(ot - oo )

P&, < —nc)2
< o (gt

Setting n as in the Theorem statement ensures that the right hand side above is smaller than

IN

|Vdelims ‘2 :
Now if we take a union bound over all possible choices of o’ # o ensures that

P(30" # 0 : por(2) > po(2)) <0

and thus we are done. |

C.1. Segmenting example and label delimiters

We show how to identify example and label delimiters using one head per combination of an ex-
ample delimiter . and label delimiter §; in Vge1ims X Vgelims. 1o simplify notation and avoid

subscripts, we first focus on one such head for a fixed delimiter pair (J., d;). We assume that the
51

i
. . ? - .
input to the transformer consists of the vector z} = L1z =5, | where z} € R? is the
- i — Oe
1—1(z =)

(pre-trained) encoding of z; which we augment for convenience.

First transformer layer: The goal of the first layer is to take the input at index ¢ and map it to an
1

Zi
{
me(i)
1—1(z = &)
and K matrices in this head be such Q' (K1) is 0 on the first d coordinates and 0 on the last coor-
dinate. The remaining 2 x 2 coordinates are specified as sending (6, 0/>Q1(Kl)T(d+1:d+2’d+1:d+2) =
(0'(1)8(2) — 0(1)¢'(2)) for any 6,0" € R? for v — oo. That is the attention weights act as a

selector of the m. (i) as
(i 2y = 701 = 1z = 6)) = i(1 = 1(z; = be))).

Consequently the soft attention weights act like hard attention and we get that A!(z;, zj) =10 =

me(i)). We further define the value tokens to be v; = j, so that o; = m,(i). Using the skip
1
K2

output o} = , where m. (i) is the largest index j < i such that z; = J,. Let Q"

me (1)
1-— 1(2’1' = (5[)

connection, we further augment the input to the second layer as 22-2 =
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Second transformer layer: The second transformer layer is constructed in a similar way as the
first layer, however, it’s goal is to extract m;(i). We are going to assume that each example token
can also be treated as a label token (e.g. by adding the indicator of example delimiter to the indicator
of label delimiter in the previous layer), so that in the case that there are no label tokens between two
example tokens we have me (i) = m;(¢). Further, for any z; it also holds that m.(i) = m;(i) and
for any y; it will hold that m; (i) > m.(). This will allow us to distinguish between x; tokens and
y; tokens, which is important for computing the necessary probabilities for the proof of Theorem 8.
We also extend the input z3 to contain the following

This is easily accomplished by the MLP at in the second layer, following the attention.

Third attention layer: In the third attention layer we are going to check for consistency of the
positions on all separator tokens. Suppose that we have tokens zf‘ and zf’, s.t. i < 4/. Then the
following must be satisfied:

me(i) = me(i') = my(i) = my(i') or my(i) = me(i), (6)

that is there can not be more than one label token between two example tokens. To check this
consistency we use an attention head for m; (i) < my(i’). The attention between z;, z, is computed
as

1

() = @) (i) = )+ 5 ) (i) = )

for v — oo, where n is the max sequence length. Note that by construction it holds that m, (i) >
me (%) so that this inner product is only oo if the following hold together m;(i') > my (i), my(i) >
me(i) and me(i) = me(i’). me(i) = me(i") implies that ¢ and ¢’ are part of the same example,
my(i) > me(i) implies that i is part of the answer sequence for that example and m; (') > my(i)
implies that there is <1 sep> between token z;s and token z;. The value vectors vf’ € R are set
as v} = ieqtg. The resulting output of the attention layer is now o}, = i’e4g iff the condition in
Equation 6 are met, otherwise 0} = ieq g for some i where the condition is violated. Next, we

il =
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describe how the MLP acts on 0?, + zf’, (obtained using skip connection) as follows

2}
me(i/)
e
3 3| mu(@)me(? g =: 2}
(o] + VRS (ml(i/))2 max(me(i,), ml(i,)) B
(mi(1))? =720
(ml(i,))Qme(i/)
(me(i"))2my (')

Fourth transformer layer: The input to the third layer effectively gives a mapping from the
current token to the proposed start of an example and most recent label under the delimiters being
considered. Since our objective (2) evaluates candidate delimiters in terms of the probabilities of
the segmented sequences under a pre-trained distribution pg, we need to map the tokens zf to the
appropriate conditional probabilities related to the objective. In fact, we assume that the pre-training
process provides us with a transformer which can do this mapping, as we state formally below.

Assumption 3 (Conditional probability transformer) There exists a transformer which takes as
input a token sequence (;, . . . , Cr, with each token (; = (zll, 1,7, (5e,1r)f0r 2V € R4 4,5 € [T, errs Odetim €

{0, 1}. It produces, 1n p;, for each ; s.t. derr = 0, where
Inpo(zilziat1, s 2j1) if J <i—1
Inp; = ¢ Inpo(z) ifj=1i—1
0ifj =n1.
Further if ¢rr = 1 it returns In v.
We note that since the basic language models are trained to do next word prediction through
log likelihood maximization, this is a very reasonable abstraction to assume from pre-training. As
a result, we assume that the fourth layer produces 2 = In p;.

Assumption 3 allows us to compute conditional probabilities of sequences according to their
segmentation in the following way. Consider the sequence

<begin>zq, 29,<lsep>, 23, 24<esep>, 25, <lsep><end>.

What we feed to the transformer from Assumption 3 is

z% z% <lsep> zé <esep> zé <lsep>
1 2 3 4 ) 6 7
o’ 0]”’ 3 13| ) NN 7
0 0 0 0 0 0 0

The transformer, respectively, computes

p1 = po(z1),p2 = po(22|21),p3 = 1,p4 = po(23),p5 = 1,p6 = po(25),p7r = 1.
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Fifth transformer layer: Note that so far we have acquired the conditional probabilities of in-
dividual tokens, when conditioned on a prefix. Further, these conditional probabilities have the
following properties. If ¢ is a delimiter then p; = 1. If 4 is such that ¢+ — 1 is a delimiter then
pi = po(zi), that is the marginal of z; is returned and finally p; = v for some small v > 0
if there is some inconsistency in the token segmentation. Note that this ensures that inconsistent
token segmentations will have small probability. The fifth transformer layer just assigns uni-
Inp;

form attention with the 0 matrix for QK' and use v; = ( 1

>. This results in an output

. Z . y
Z;Zl(lnpj)/i at token i and 2 = (ijl(l.npg)/Z) Finally, we use two MLP layers to send

(3
2§ = 20(1) x 28(2) = 5 (lnpy).

Lemma 12 For any token pair o the output at token k of the transformer at attention head associ-
ated with o satisfies the factorization in Equation 4.

The above lemma is a direct consequence of the construction of the transformer. We have already
seen how the fourth layer acts on the sequence

<begin>zy, 29, <lsep>, 23, 24<esep>, 25, <lsep><end>.

The final layer of the transformer will now output for token 7 the sum

7
D Inpi =TI p; = In (po(21) X po(z2]21) % po(2s) x po(zalz3) x po(25))
=1

= In(po (21, 22)po(23, 24)po(25)),
which is precisely the factorization in Equation 4 which is also used in the proof of Theorem 8.

Final layer to select across delimiters: Finally, the network implements the objective (2) for a
particular delimiter in one head. By using the MLP to implement maximization across heads from
the concatenated output values, we can identify the optimal delimiter.

Appendix D. Learning the the 1-sparse tokenized regression task

Here we give the construction of a transformer mechanism and sample complexity for the 1-sparse
tokenized regression task, to build intuition for general the s-sparse case. We start with the mecha-
nism before giving the sample complexity result.

D.1. Transformer mechanism for 1-sparse tokenized regression

Recall that the 1-sparse tokenized regression task is defined by a vector in x € R™ and the hypothe-
sis class F consists of all basis vectors {e; }/"; in R™. Each instance of the task is defined by fixing
a vector ey € {e;};2;. The labels for the task are y; = (z;, €}) for some unknown f* € F. The
i-th element of the sequence given to the transformer for the task is (z; 1, ..., Zim, ¥i), where x; ;
denotes the j-th coordinate of the vector x;. We now describe how ICL can learn the above task, by
using 1 head per layer and 4 attention layers.

We begin by stating a useful lemma which will allow us to set attention weights between any
two tokens z;, z; to 0 by only using positional embedding dependent transformations.
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Lemma 13 For any given token embeddings {Za } acmn) € R? there exist embeddings {zﬁ}ae[mn] €

l

RV ywhich only depend on the positions i € [mn] such that for any two tokens z,

(¢, Zé>Q£(K£)T = Cé’ﬂ + Ciﬁ (Za, Z8) € R,Va, € [nm].

, zfg we have

Proof The first mn coordinates of 2/ are set to
) =1a=1), t <mn.

We partition the remaining dmn coordinates into mn blocks, each consisting of d coordinates. The
a-th block equals Z, and the remaining blocks are equal to 0, that is:

2tmn+1:tmn) =1(a=1t)z, d—1>t> 1.

We now describe Qi e R+ (mn)x(d+1)(mn) The first ynn columns act on zf by sending it to the
vector with 5-th coordinate c}x, g This is done by setting Qi(a, B) = 0(117 L where o, # < mn and

Qi(a, B) = 0if « < mn < . The remaining dmn columns are partitioned into mn blocks of size
d, similarly to how the embedding of zf; is handled. The d entries in the a-th row block and the 3-th
column block are constant and equal ci’ 3> thatis

Qi(s,t) = C?X’t, s € [amn+ 1, (a+ 1)mn], t € [Bmn+ 1, (8 + 1)mn].

We now have that the vector (zfy)TQi € RE+DM) hag coordinates in its 3-th block equal to
ci’ﬁza, that is

(z8)TQL(Bmn +1: Bmn) = ciﬁéa.

The key matrix K ﬁ e R@+Dmn)x(d+1)(mn) now only needs to select the appropriate entries from
our query embedding. That is the first mn coordinates of (K ,ﬁ)Tzé(l : mn) = eg and on the

remaining dmn coordinates the key matrix acts as the identity. |

Notation for embedded tokens. Following the notation in Lemma 13, we use the notation T; ;
and y; to denote the input embeddings of z; ; and y; respectively, such that these embeddings satisfy
Assumption 2. This helps in clearly distinguishing the input embeddings from the representations
azf’ ; and yf which are subsequently constructed at layer £ of the transformer architecture.

Recall that Assumption 2 gives approximate orthogonality of the embeddings in the first layer
of the transformer. We note that the assumption is not hard to satisfy, e.g., one can use the ’bucket”
construction described right after the assumption in Section 5. Other possible embeddings include
a Random Fourier Feature approximation to a Gaussian kernel with appropriate bandwidth. In fact,
since the lemma only requires only approximate orthogonality, we can further assign each bucket in
the bucket embedding to a random Gaussian vector in O(72) dimensions and obtain the same result
with dimension 0(72) with high probability. We now give the construction of a transformer for this
learning task, assuming the availability of such an embedding satisfying Assumption 2 in R% for
some d..
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Construction of the first transformer layer. We now specify the first transformer layer, by speci-
fying the value vectors and the attention weights. We begin with the following result for the attention
weights:

Lemma 14 There exists a setting for the query and key matrices such that the following holds for
any € > 0.

exp(<yi7 'Ti7j>)
> o1 exp((Ti, Ti,s))

Al(yi,Ii/,j) < L, Al (ys,yi) < < Vi and
mn mn

Al (yi, i 5) — <e€ (7

. e
Al (o wiy) = 1| <& Alwig,me ) < —9(0,5) # (7, ).

Further, the entries of the query and key matrices do not exceed O(log((mn)/€).

Proof Recall that WLOG we take the norm of any z, from Lemma 13 to be ||Z,|| < 1, € [mn].
Further, from the construction in Lemma 13, because we add the index of the embedding as a
standard basis vector, it holds that ||z}| < v/2. We use Lemma 13 with ¢ = 1. We also set
¢! = log(e/(mn)) — 2 for all pairs (y;,yi), (yi,x ;) and (z; ;,zy ;) where i’ # i, # j, and
zero otherwise. Since |<y},x,},7j>Q1(K1)T| < lwillllzyr 4] < 2 it follows that <yz'1>$f}',j>Q}c(K,§)T <
log(é/(mn)). This implies A'(y;, z ;) < -5 and a similar argument shows that A (y;,y;1) <
Further, we have

Al(yi,$i ) - T:Xp«g’mi‘_%]z)
K Zs:l exp(<yi7 xiﬁ))
exp((¥i, Tij))

_ A
=T exp(nan) W)
exp((%is Tig)) exp((¥i, Tij))
T > exp((Ui Tis)) ey exp({Fis Tis)) + €

<E

The final set of inequalities for A'(x; j, zy j/) and A'(x; ;,z; ;) follow in the same way as above.
|

Lemma 14 shows how we can have attention weights that only depend on inner products be-
tween tokens within an example, and each x; ; token only attends to itself, while the y; attends to all
the tokens in z; with different weights. Next, the value transformation is chosen as the map which
sends any x} ; € R% to v} ; € R, where the first di, coordinates of v} ; are equal to ] ; and
the remaining m coordinates are equal to the basis vector e; € R". We will shortly see how ICL
learns a hypothesis consistent with all examples but the main idea is that the consistent hypothesis
will have the highest weight within the last m coordinates of the vector > i 37" Al(yi, @i )vzl o
that is the sum of the output vectors associated with each of the answer tokens y;, ¢ € [n], after the

attention layer has been applied.
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Let v}, ., = 0. Now the outputs o] ; € R%*+"™ of self-attention at the first layer satisfy for any
choice of norm || - ||

m
Hoil,j - vil,jH < €, 07,1,m+1 - ZAl(yiawi:j)vil,j <E (8)
j=1

We now argue that output from the y; tokens identifies all positions j such that |z; ; — y;| < e.

Lemma 15 (Generalization of Lemma 9) Given an example i, let J; = {j : |vij; — vi| < €},
and let f* € [m] be such that y; = x; y«. Under Assumption 2, for any m > 2, the output of the
first layer satisfies that for any i € [n]:

1 * 1 .
. d. > ! d: s
Oz,m—i—l( in T f ) = ]EI[I;IER{‘Z Oz,m—i—l( in + ]) + 4(m + 1)’
if € in Equation 7 satisfies € < 0.07/(m + 1). Further, it holds that

Oz‘l,m+1(din +f) = ?é%x Ozl,m+1(din +j) — &

Proof By Equation 8, we know that under Assumption 2, for any sample i and index j ¢ J;,
Al(y},x} ;) < e+ e/ Z; < e+ e'/?/Z;, where Z; is denominator in Equation 7. On the other

)

hand, A'(y;,v;) = A'(yi, z; p+) > €/Z — €, under Assumption 2. Hence, we see that

_ 12
1 N 1 , e—e __ 0.39 _
0 1 ) jonax o0, +1( ) — = i €

where the second inequality uses m > 2. Since Z; < e(m + 1) under our definition of the attention
weights, we further get

0.39 1
1 1 ] €
Oim (in +17) = mmax 0imia (b +9) 2 DEFT — 262 gy

forany € < 0.07/(m + 1).
For the second claim of the lemma we note Lemma 14 implies that
1 % 1 exp((¥i, i f+)) _
0; din+ 7)) = A (y;, x4 ) > —e ! — €
z,m—H( in ) (yl if ) Z;n:l eXp((yi, mi,s>)

(& _
= — €.

> ey exp((¥i, Tis))

Further, for any j € J; we have

. exp(<gl7jz,>)
Oil,m—l—l(din +7) = Al(@/z', zi ;) < S exp (i ]i’z‘ )

(&
< .
= s exp((Ti; Tiys))
Combining the two inequalities finishes the proof. |

We assume that the following MLP layer acts as the identity and x? ;= 0}, »Vj € [m + 1], where
we take a:fm +1 = y7. Notice that the embedding dimension changes from di, in the first layer to

din + m for the second layer.
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Second transformer layer. For inference we set the attention weights in the second attention head
in the following way, which is permitted by Lemma 13:

22)) =1 S &A%l yd) < —— Al ) < Vil <

A% (] 4(mn)? —

1]7

€ )
‘AQ(yizvth) —1/i] < M’Vt <.

In words, the x; ; tokens only attend to themselves again, while y; attends uniformly to all the
previous labels, including itself. This is achieved by setting c? to be one for all (@i, x; ;) pairs
and zero everywhere else. c! is set to zero for (z; j,z; ;) pairs and (y;,y:) pairs with ¢ < i, and

log(€/mn) — 2 otherwise. We set v} ;= o; ; to be the output of the first transformer layer. This

construction yields the following lemma on the second layer outputs, which effectively aggregate
across all examples in positions corresponding to the labels ;.

Lemma 16 The construction of the first transformer layer and the attention weights in Equation 9

imply
zl.
07— ( e’ﬂ) H < 26,5 € [m],
J

2 B } 1
05 m+1 i Ot m+1

Proof For the first bound we note that
1
z;
63

where the first inequality follows from Equation 9 and the second inequality follows from Equa-
tion 8. A triangle inequality now shows the first part of Equation 10. For the second part we have

Oz2,m+1 - Z Az(yiza x%,j)vt%j + Z A2 (y127 th)th,m—Q—l

10)

||o?’j - 1)12]” <€ and

t<ij<m t<i

_ 2,2 2\ 2 20,2 2y 1

= E A (yi7xt,j>vt,j+§ A%(Yi Vi ) O mt1
t<ij<m t<i

This allows us to further conclude that

zm-i-l Zotm-i-l <Z yl’yt Hotm—HH
t<t
2 ’L\[E \[E _
+t<%;mA yzvxt])H t]” = 9mn 4mn S ¢

where in the last inequality we have used the fact that H:r: 1 < 1,|ly}l < 1,Vi,; and hence
llog ;11 < V2, Vi, j. |

We assume that the following MLP acts as the identity mapping on the first d coordinates of
the value vectors and then sends the remaining m coordinates to the basis vector corresponding to
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the index with highest value. That is, MLP?07, | = (v ey,), with v € R% equal to the first dj,
coordinates of 0127m 41-and f; = argmax ¢y, of’m +1(J)- Ties are broken arbitrarily but consistently.

In particular, together with the construction of the attention weights at the previous layer we
have the following

Lemma 17 Fore < 16 it holds that

(me+1)n

Tl . .
x?,j_<£;j>"§2€,]6[m], yii(d—i—lzdjtm):efiERm, fie Jp,Vt <i. (A1)

1
,J .
€j

1

we first argue that there is a sufficient gap between - Sy 0f pny1(fi) and 1 S 0f my1(j) for

any j for which there exists ¢t < i s.t. j € J;. Assume that there exists ¢t < i s.t. f; &€ J;. Due to the
first part of Lemma 15, it holds that of ., (din + f*) > 0 11 (din + fi) + Ty - Further for all

t < itholds that of ,, 1 (din + f*) > 0f .41 (din + fi) — € due to the second part of Lemma 15.
This implies that for our choice of €

Proof First, < 2€,j € [m] follows from Equation 10. To show f; € J;,Vt < i

e _
Z 0p i1 (din + [*) > Z Op 1 (din + fi) + Am+ ) L€
t<i t<i

€

> ZO;m+1(dm + fi) + ma

t<t

for any m > 2,n > 2. Since || - || < || - || in Equation 10, we further get

1 _
=D b (i + 1) — €

t<i

Ozz,m—f—l (dl'ﬂ + f*)

v

1 1 e _
A Z;Ot,m—i-l(din + fi) + Bm+1) €

e _
> 07 st (din + fi) + Bm+1) 2€

Y

> 0127m+1(din + fz)»

where the last inequality follows form the setting of €. This contradicts the maximality of f; for
example 7, which completes the proof. |

In the next section, we show that this aggregation across examples followed by the maximization
selects some coordinate such that \x” — y;| < e for all examples i in the context, and that any such
hypothesis has a small prediction error on future examples in this task. That is, the first two layers
identify an approximately correct hypothesis for the task.

Inference with learned hypothesis. Finally we explain how to apply the returned hypothesis f;
to the next example. This will also describe how to do inference with the hypothesis f,, on the
n + 1-st example. The attention pattern required here is a bit different in that each x; ; only attends

29



ABERNETHY AGARWAL MARINOV WARMUTH

to the previous label y; and itself. Q3(K3)T only acts on coordinates [d + 1 : d + m] as the identity
and sends everything else to 0. In particular, the unnormalized attention weights are

exp((x},1 Ui ) g3 xesyT) = exp((ej, ep,)) = exp(1(fi = j))
exp(<x?+1,jax§+1,j>Q3(K3)T) = eXp(<€j7 €j>) =€
€
exp(<$?+1,j7$?+1,j’>Q3(K3)T) < —

This results in attention values

A3z 5, 98) — 1 fi = 5)s — (1= 1(fi = J)) <é (12)

that is we approximately have

1 .
A3($31'93)N{ 12 fi =7
1,50 Jdi ) ™ 1 1 i

e < 3 otherwise

The remaining attention outputs are not used and hence not specified here. The value vectors in R?

are set as
;5 0

Notice that this requires access to the raw input token, which can be done by either providing a skip
connection from the inputs, or by carrying the input token as part of the embedding through all the
layers at the cost of one extra embedding dimension. As a result, for the index f; selected at the end
of example 4, we have that

H0§+1,fi - ($i+1,f“ 1) H <6

and for any other j € [m] we have o, ;(1) < 1—}re + € in the second coordinate. The next MLP
layer thresholds the second coordinate of o3 '+1,; SO that
z}i1; = (wiy1,j, 1(j is consistent with f* up to example 7)) .

The above is possible as long as 2€ < % — ﬁ The final attention and MLP layers are used to copy
the z} +1,; token with 1 in the second coordinate to the m-th token of the ¢ + 1-st example, so that
the transformer outputs the prediction at the end of each example sequence. This can be done by
using the mov function described in Section 3.1 of Akyiirek et al. (2022).

A summary of this construction can be found in Figure 2.

D.2. Sample complexity

Let the target hypothesis be f*, that is we assume, y; = f*(z;), Vi € [n]. We are going to analyze
the error of the hypothesis returned by ICL after m examples. From Lemma 15, we know that the
true hypothesis f* has a large value in the output of the first layer, in the coordinate d + f*, at
each example 7. Suppose our construction identifies the hypothesis to make the prediction with,
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after seeing 7 examples. Then if f; makes an incorrect prediction (that is |y;; — fi(z;)| > € for
some i’ < i) on even one of these i examples, the output in coordinate d + f; is guaranteed to be
smaller than in d + f* by Lemma 15. Consequently, the hypothesis f, returned after n examples is
guaranteed to have an error at most € on each of the n examples in context. We now show that this
implies a risk bound on the hypothesis f,.

Lemma 18 Let p, = P(|fu(x) — f*(z)| < €) be the probability of the returned hypothesis

deviating from f* by more than € on any example. Then with probability 1 — § it holds that
o >1— 20 log(m/9)
n = 3n :

Proof Fix any hypothesis f. Let X; denote the Bernoulli random variable indicating the event that
|f(xs) = f*(x;)| < eand py = P(|f(x)— f*(x)| < €). We compute the probability that this hypoth-
esis is potentially returned by the transformer which is equivalent to the event that > " | X; > n.

P> X, >n)= IP’(ZXZ- > npy + 2¢npf(1 — pg)log(1/8) + glog(l/é)
i=1 =1

(1= py) = 24/npy(1 = pp)log(1/6) - §1og<1/6>) =

aslong as n(1—py) —2y/nps(1 — py) log(1/6) — % log(1/0) > 0. We note that Cauchy-Schwartz
implies

n(l—py) —2y/npp(l — py)log(1/d) — glog(l/é) > m;pf) - glog(l/é) — 2pylog(1/6)
S

Finally, we note that p; < 1 — %ﬁl/a) implies M - 31)—2 log(1/§) > 0. Taking a union bound
over all possible f and applying with f = f,,, so that py, = p,, completes the proof. |

Theorem 19 For any € > 0 there exists an embedding of x; ;,y;,Vi € [n],j € [m] in RO1/e)
such that for n = Q(log(m/e)/e) it holds that E[| f,(x) — f*(x)|] < 2¢, where f,, is the hypothesis
returned by ICL.

Proof We use the embedding into [1/¢] buckets, as mentioned in the previous section together

with the construction of the transformer to satisfy the conditions of Lemma 18. Conditioning on the

good event, A, in Lemma 18 implies that P(| f,,(x) — f*(z)| > €|A) < € and so under A, we have
E|fn(x) = f*(x)| < epn + 1 — pn < 2¢,

where the second inequality follows from our condition on n. |
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Appendix E. s-sparse Tokenized Regression

In this section we study the general s-sparse case defined in Definition 5. Recall that the hypothesis
class now consists of f = (j1,...,Js) € [m]®, that is each hypothesis selects s out of the m
coordinates of . We begin by making the following simple observation under Assumption 2: if
J € f* then for any 1 it holds that (Z; j,7;) > 3/4, while if j is not part of a consistent policy
then we have (z;;,y;) < 1/4, where we recall that z; ;, y; are the input embeddings satisying
Assumption 2 as defined in the previous section.

Lemma 20 Under Assumption 2 with T > 2s we have that for any C C f* and, j € f*\C,
we have (Z; j,yi — Zj’ec Tij) > %, while if |x;; — x; 7| > € for all j' € f* then we have

(Tigs i — Xyec Tig) < 1
Proof Since y; =3, . T;j, forany j € f*\ C, we have

_ _ _ _ S
<-%'z',j’ > a:”> 2 (Tijs Tij) = 5 2

JE*\C

I

=~ w

where the first inequality follows from Assumption 2, since any token which does not have an inner
product of 1 with z; ; has the inner product at least —1/(27). The last equality follows from the
precondition 7 > 2s in the lemma. On the other hand, for any token j which is not e-close to any
token in f*, the inner product is at most s/(27) by a similar argument, which completes the proof.
|

We proceed to give a construction which will use O(m) layers with one head per layer. The
idea behind the construction is to learn each coordinate of a single consistent hypothesis in F. We
note that it is not possible to directly take the approach in the 1-sparse task to learn each coordinate
in f* independently now, unless there is a unique consistent hypothesis with high probability. As
described in Section 5, we follow an iterative deflation approach to avoid this issue.

Let Cf denote the subset of coordinates of a consistent hypothesis identified up to layer ¢ and
example ¢. We embed yf, xf’ ; € R(@+m+1)mn iy the following way. First we take the embeddings
Tij, Ui € R? and extend them to Zij, Ui € R ™ 50 that the first d coordinates again equal the
original embeddings 7; ;, y; € R? from Assumption 2 and the remaining coordinates are as follows,
if coordinate j € CY, then g;(d + j) = 0, otherwise ;(d + j) = —C¢, where C; is a constant
depending only poly-logarithmically on an accuracy parameter €. Finally Z; j(d + 1 : m) = e;.
Now we take these d + m dimensional vectors and apply the same transformation in the proof of
Lemma 13 to them, which results in a (d + m + 1)mn dimensional embedding.

The query and key matrices are set so that (y?, l‘f’j>QZ(KZ)T = (i(d+1:m),z;;(d+1:m))

and <yf,yf>Q2(Ke)r = 0. The value vectors are set to v}, = (_x”_(i : d)> for 5 < m and

0.
yi(l:d
Ufa +1 < (1 )>

Notational remarks. For the remainder of this section, we use the notation Z; ;, ¥; to refer to
the d + m dimensional vectors described above, as opposed to just the embedding provided by
Assumption 2 for convenience. We also define the embedding map emb(v,4,j) which takes a
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vector v € RY™ and applies the transformation of Lemma 13 for the block a = (4,7) to this
vector. That is, it pads the vector with an mn dimensional indicator of the position (7, j) and also
places the vector v in the (7, j)-th block.

Lemma 21 There exists a setting for the query, key and value matrices at layer £ so that given the

embeddings y¢ and ¢ >0 € [n],j € [m] it holds that
1 (= _ _
¢ 7 (yi(l td) =D ject Tig(1: d)) € d
Ofmir — | 1 L <9 Oimp €R i
cil+1
¢ xz] 1 d) E of d+1
L) e

Proof To show the claim of the lemma we only need to compute the attention weights from the
(-th attention layer. First, using Lemma 13 we can set A¢(x! T, % ) 1 — 5, which, together with
the value vector choice, shows the second inequality of the lemma. Ifj & Cf then the construction
implies

<yza >QZ(KZ)T = <glaj1,j> <s5-— C’E’

where for the inequality we use (y;(1 : d),Z; j(1 : d)) < s Further, using Lemma 13, we can also
set

(Wi, vl ey = 0.

Finally, we want to ensure (nearly) uniform weights for all consistent examples in Cf and so we

enforce <yf,$f’j>Qz(Ke)T = 0 by using Lemma 13. We set Cz = s + log(dmn/€ + s) and this

implies A (y, zf ;) < 3¢ £ we have
Allyfoaty) — ‘ Ay, 2l y) - ep(0) <:
U cH 41 0 > ject exp(0) + exp((yf, yf) ge(reryt) |~ A
which completes the claim of the lemma. |

Lemma 21 shows that we can “deflate” y; by subtracting all consistent coordinates which have
been identified so far. Next, we are going to use the construction for the 1-sparse task on i-th

example y/ ! ~ y! — 37 ject x; ; and x“l x; ;. We make a slight modification to the outputs of

the ¢-th attention layer by settmg

(4
of — 0im+1
it = g (d+1:m)

V4
Olf .= Oi’m+1 .
bJ ji,j(d +1: m)

This can be achieved using the skip-connection and appropriate padding of 0;,,41. However, to
simplify the argument we avoid describing this operation. We assume that the MLP layer after the
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£-th attention layer acts on 0 ; in the following way, it sends 0 i ;- Further, it acts on

of <d+1>
the coordinates correspondmg to ;(d+1 : m) by sending —Cg to 0 and 0 to C—. This can be done
by first adding 1 (as seen from the proof of Lemma 21 Cz > 1) to all coordinates, then using a relu to
clip all remaining —C% to 0, and finally multiply the remaining positive coordinates by —C?% again.
This operation is needed to take the complement of Cf so that all consistent coordinates which have
already been added to C¢ can be removed from consideration. We note that both these operations
actually need a 2-layer MLP, however, for simplicity we assume that these are implementable by the
MLP layer following the attention layer. We now describe the inputs x“l and y£+1 to the ¢ + 1-st
transformer layer:

{+1

;; =emb(Z;;), and Yt = emb(w;), where

T,

13)

ISHEQY

wil:d) = gi(L:d)+ Y Zii(l:d)|| <

ject o

wi(j) =—-CA(j €Cf), d+1<j<d+m.

Next, we choose Q“F!, K+ so that we have (z fjl, yf+1>Ql+1(Ké+1)T = (Z; ;,9;) This implies for
allj € C! (z fjl,yf+1>Qe+1(Ké+1)T < s — C¢ and otherwise |(x fJJrl, yi e (k)T — (Zig, Ui —
> ject Z; ;)| < € Finding a consistent coordinate is now equivalent to recovering a consistent
hypothesis for the 1-sparse task, which we know how to do using exactly two attention layers as

described previously.

Lemma 22 Applying the first two layers of the 1-sparse task from Section D.I to :z:f';l, j €

[ ] /+1
/+1
043 <ng ) ‘
0.0 —
17] e
J 00

Y, as defined in Equation 13 yields:
0+3 CHL( L ] l‘fﬂ 2
Oimt1 ~ fz > 4 Ty ) < e’j. > d

t=1 je[m]\cf

IN
Sk

IN
Y

o0

Proof We argue the first inequality in a similar way to Equation 10. For the second inequality we
can first argue that

|

043 CHL(y+L el g

Oi,m+1_*22‘4 T )<e]~) =
J

t=1 j=1

QL

o0

in a similar way to how we argued for Equation 10, by using Lemma 13 to set A+ (yZl xffr 1) <

W’ Vt' < t,j € [m + 1]. Further, using the setting of Cz from the proof of Lemma 21 we

have that A“1(yf xf?l Vj € CY. This now implies

) - d(m—gl—l)n ’

[SHNGY

1 : 0410, 041 441 zyt! £+1 £+1 0+1 Hl
;5 E ATy, a:t]) tj _75 § A » Ly j ) e,J~ <
t=1 je[m]\C} t=1j=1 T
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Combining with the above inequality for Ofﬁ 1 finishes the proof. |

/+1 é—i—l)
t

Using Lemma 15 we have that for every j selected by some consistent hypothesis AT (y: ™, Ty

will exceed A“l(yfﬂ, xf?,l), where j’ is not selected by any consistent hypothesis. Hence, this
two layer module identifies a consistent coordinate across the first i examples at example ¢ by
Lemma 20. Furthermore, this coordinate cannot be one of the previously identified coordinates in
C! by Lemma 22.

Let this new consistent coordinate be j¢. We would like to add j¢ to Cf . This can be done using
two MLP layers and skip connections. We give a sketch of the construction below. Lemma 22 has
the consistent coordinate as the largest magnitude coordinate among [(d + m + 1)mn + 1,(d +
m + 1)mn + 1] of Ofﬁ 1~ Similarly to the 1-sparse construction the MLP can transform the last
[(d+m+ 1)mn + 1,(d + m + 1)mn + 1] coordinates of Ofﬁﬂ so that the MLP returns the
vector —e;e € R™. A skip connection from ny = emb(w;) now allows us to form the vector

emb <wi + ( 2 ) ) . We note that the last m coordinates of w; + ( 0
—e.

(s
(wi + (_;)) (d+j) = —CejeCl
(e (L0)) )@+ =0 el (UG")

Add 1/2 to the coordinates in [d + 1, d + m]. Next, we use another relu activation on each coordi-
nate. The resulting vector already satisfies that every coordinate j € Cf+4 is equal to 0, and every
coordinate outside of the set is % It remains to multiply the resulting vector by —2C% and add ¥; to
the first d coordinates using a skip connection. All of the above can be done using one additional
attention layer, together with an MLP. Since skip connections in the original transformer architec-
ture are only in between consecutive attention layers, we can implement the above by extending the
embedding of each y' 1, ..., yf+4 to have an additional d 4+ m coordinates in which to store ;.

i g ..

> € R4*+™ are such that

Applying the learned hypothesis. The above construction implies that after L = O(s) layers the
resulting yZL will contain exactly a set Cf of cardinality s which contains only consistent coordinates.
Further, using the deflation construction, we can show the following.

Lemma 23 After L = O(s) layers it holds that |CF| = s and further, there exists a bijection b,
from f* to C} such that for any j € f*, |x¢; — x4 p,5)| < €,t < i. The output y* € R(d+mt1)mn
such that y* = emb(w;) with w;(d + j) = 0,Vj € CF and w;(d + j) = —C:,Vj € [m] \ C~.

Proof For the first part of the lemma we begin by showing that for any j' € CiL , there exists a
J € f* such that |z; ; — x; | < e. Suppose that this does not hold true, i.e., there is some ;'
such that for all j € f*, for which |xt7j — xm/\ > € for some t < ¢. Lemma 20 implies that
(Z¢/(1:d),5(1 : d)) < 1. On the other hand if j' € CF then the construction implies that at some
layer ¢/ < L it must have been the case that (z; j:(1 : d), y¢(1 : d) — Zjecf’ Zyj(1:d)) > 3/4 for
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all ¢, otherwise 5/ can not be added to C¢ as it is not consistent with f* on some round ¢ and so it
would not be part of CZ-L as Cf/ C CZ«L . This is now a contradiction as it implies

< (@ (L), ge(1:d) = Y Fi(1:d) < (@ep(1:d),5(1:d)) +
ject

= w

where the second inequality follows from Assumption 2 as (%; j+(1 : d), Z; (1 : d)) > —+. This
shows that we can never add a coordinate which is not similar to some coordinate in f* across all
the examples till <.

We show that the map is injective as follows. Let j;, some coordinate for which we have already
established the mapping j,, — 7 € f* at layer £y. Consider another candidate j,, , for /1 > ¢y such
that ‘xt,jzl — x¢,j| < e, thatis j,, can potentially be mapped to j as well on round ¢. We consider

two cases, first for j' € f* s.t. j' # j we have |z, 5, — 21| > eorj' € Cfl_l already. In this case
we show that Z¢ j, (1 : d) is nearly orthogonal to %(1 : d) — Zjec“” (1 : d) so that 7y j, can

t
not be added at any layer after x; ;» has been added:

_ _ _ _ _ s
<$t7j£1(1 :d), g (1:d) — Z Ty ) = Z <5Et,jgl7$t,w> < .
ject! wecj 1!

where the last inequality follows as before together with the assumption |z, jo, — T, j/| > € outside
of C/'~1. Next, if there exists some j' € f*,j & C*~! such that |45, — @t,j7| < € we can map

Jje, — j' and add 5 to Cf ! as long as the consistency property holds for all ¢ < ¢. Otherwise, there
exists a round ¢ where |2y j, — 2y ji| > €,Vj' € C/*~! and the argument above can be repeated.

Further, we note that the construction can add at least every j € f* to CZ-L as the following is
always satisfied:

Vi€ VS S,

A~ w

(@ii(1:d),gi(1:d) = Fis(1:d)) >

seS

unless S contains some coordinate j” such that |z; ; — x; | < € for all ¢. That is, every j € f*
is mapped to at least one coordinate in CZ-L . Taken together, each j &€ CZ-L is mapped to exactly
one element of f* and each element of f* is mapped to some element of C*. This establishes the
claim for the bijection. The second claim of the lemma follows just from the construction of the
transformer. |

To use the returned yf guaranteed by Lemma 23 for inference we first modify it in the following
way. We add the vector consisting of all 1s and then apply a relu on each coordinate. The resulting
vector now contains a consistent hypothesis in w;(d + 1 : d + m). To apply the hypothesis we can
follow a similar construction to that of the final three layers from the 1-sparse token task.

E.1. Proof of Theorem 11

We treat f* and f, as two subsets of [m] with cardinality s. Lemma 23 implies that for every
example i € [n], there is a bijection b, between f,, and f* which maps any j € f*toa j’ € f, such
that |; j — x; j| < €, € [n]. The same argument as in Lemma 18 shows the following.
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Lemma 24 Forany x € R™,j € f* let p, ; = P(|zj — x4, (j»y| < €). Then with probability 1 — §

. 20s log(m/3)
it holds that p, > 1 — 803#.

Using the above lemma we can show the equivalent to the sample complexity bound for the index
token task.

Proof [Proof of Theorem 11] The same argument as in Theorem 19 can be used to show that for the
bijection guaranteed by Lemma 23 and the setting of n we have E[|z; — zy,,(,,)[] < 26, Vj € f*.
This implies the result of the theorem as

Ellfu(@) — @) = Bl S @)~ 25l < 3 Ellay, () — 2] < 2se.

Jjes* JES*

Redefining € — ¢/s completes the proof. |

Appendix F. Vector 1-sparse regression task

We now quickly discuss how to solve the vector version of the 1-sparse regression task, where
the transformer’s input is a sequence of examples (z;,Y;);c|n], however, now x; € R™ is a single
token, rather than being split into m tokens. The idea is to learn each bit of a consistent hypothesis
sequentially using a total of O(log(m)) attention layers. To do so we focus on recovering learning
a consistent hypothesis for example 7 as done in the first attention layer in the 1-sparse token task.
The remainder of the construction follows the ideas from the 1-sparse token task.

First attention layer. Unlike in the 1-sparse tokenized regression task, we can not represent a
single hypothesis by the respective token (even though it does still correspond to a coordinate in
). Instead we assume that the value vector Uz‘171’ for z;, in the first layer, contains O in its first m
coordinates and the following vector B}yl € R in the next m coordinates

¢1,1(j) = 1(bit 1 of j equals 1).

The value vector 01-172 for y; is constructed similarly, with the first m coordinates equal to 0 again
and the second m coordinates equaling 5},2 € R™ which is the complement of 5},1 in {0,1}™. The
embeddings in the first layer are as follows. le e R@HD™ contains the embedding of z; ; from
Assumption 2 in coordinates x}’l(d( j— 1)+ 1 : dj). The remaining m coordinated are all set to
1. yll € RE+D™ jg constructed similarly, where the first dim coordinates contain the embedding 7;
from Assumption 2, repeated d times. The last m coordinates equal the last m coordinates of vi 9
that is yi(dm + 1 : (d + 1)m) = vi172(m + 1 : 2m). The query and key matrices Q*, K'! now
implement the following linear operation:

(Wi ehoraeyr =7 ) BN Wi G — 1) + 1: dj), 2 (d(j — 1) + 1 : dj)),
j=1
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This is implemented in the following way, the query matrix () is a diagonal matrix with Q(d(j —
1)+1:dj) = Bl (7)Lixq. In the above v = ©(log(m/e)) is a threshold parameter which will
turn the softmax into an approx1mate max. We do not specify the inner product (z; >Q1( KOT @
the second layer embedding 7 will be independent of the first layer.

Lemma 25 The inner product (y}, x})@( giyt > (1 = ) iff there exists at least one con-
sistent with f* hypothesis with first bit equal to 1. Further, if there is no such hypothesis then
(i zi)gruenT <72

Proof Using the definition of the embeddings we have

<yi17 >Q1 KH)T = 72/811 yuxz,j>

j=1
where Z; j,y; € R¢ are the initial embeddings from the 1-sparse task. From Assumption 2 we have

that (g7, 7; ;) > 1if j = f*, <y2-1,x2-1’j> > 0 if j is some other coordinate consistent with f* and

Z-l j (j) = 1 iff the first bit of j equals 1. Hence we get an inner product of at least  from f*, at
least O from any other consistent coordinate, and at least —1/7 from any inconsistent coordinates.
This implies the first claim of the lemma. For the second part we note that if there is no consistent

hypothesis with first bit equal to 1 then (7;, Z; ;) < % according to Assumption 2. |

To keep the argument clean, we assume that the softmax acts as an argmax. As we have pointed
out, this can be achieved up to € when setting v = ©O(log(m/e€)). The output for the i-th answer
token, 01172, now contains in its last m coordinates an indicator of which hypotheses are consistent,
when restricted to the value of the first bit. In particular, if there exists a consistent hypothesis then

0jo(m+1:2m) = A}, and otherwise o; o(m + 1 : 2m) = B},

Lemma 26 Let z € R be some vector such that ||z]|cc < ¢ < 0o and B € {0,1}"™. Let z ®
denote the element-wise product of the two vectors. Then the operation z @ 3 can be implemented
by a Relu MLP layer.

Proof Let e € R™ be the all ones vector. The MLP applies the following operation Relu(z + c(e —

B) —cB) —cle = p). |

Using Lemma 26 the MLP acts on o, , by setting y7(d(j — 1) + 1 : dj) 1= 0 ,(j)oj o(d(j — 1) +
1 : dj), so that the first dm entries of yl-2 only contain coordinates which are con51stent with the
recovered bit in the first layer.

Second attention layer. In this layer we demonstrate how to learn the second bit of a consistent
hypothesis for example ¢, conditioned on the first bit contained in y? (m + 1 : 2m). The value
vectors are defined similarly to the first layer, using

2 (j) = 1(bit 2 of j equals 1),

and its complement BZ ' € R™. For the embeddings, SE = ac , and yZ is as described above. Finally
we set K? = K and Q2 is defined to act similarly to Q1 however, with respect to 37, that is:

(W7, 73) Q2 (x2)T —72531 Y (d(j — 1)+ 1:dj),x7(d(j — 1) + 1 : dyj)).
7j=1
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A result similar to Lemma 25 can now be shown, where the attention weight A%(y;, z;) ~ 1
if there exists a consistent hypothesis with first bit set according to 0}72 and second bit equal to
1, otherwise A?(y;,y;) ~ 1 and there exists a consistent hypothesis with first bit set according
to 02-1,2 and second bit equal to 0. Finally, we describe how the MLP is applied. First, we add
011’2 +y2(dm + 1 : (d + 1)m) using the skip connection. This results in the following (assuming a
makx, instead of a soft-max).

Lemma 27 The j-th coordinate of 01172 + y2(dm + 1 : (d + 1)m) satisfies 02-172 +y2(dm + 1 :
(d+ 1)m) > 2 iff the j-th hypothesis is consistent with f* on the i-th example.

Proof WLOG assume that A*(y;,x;) ~ 1 and A%(y;,y;) ~ 1, so that the inner product in the
second layer has shown that there exists a consistent hypothesis with first two bits equal to 10.
From the construction it holds that 0}72 indexes all hypotheses with second bit set to 0. Further,
0}72 indexes all hypothesis with first bit set to 1, and so under the assumption 01172 + yf (dm+1:
(d+1)m) = 02-1’2 + 0?72 will have j-th coordinate greater than 2 if the j-th hypothesis is consistent
on the i-th example and has first two bits equal to 10. |

We apply the following operation to 01272 +y2(dm+1: (d+1)m). First we subtract some threshold
2 > ¢ > 1. Then we clip each negative coordinate to 0 and each positive coordinate to 1. Lemma 27
implies that the resulting vector indexes exactly all consistent hypotheses with first and second bit
set according to 02-172 and 01272 respectively. Let this vector be y?(dm +1: (d+1)m) € R™. We now
want to apply y3(dm + 1 : (d + 1)m) € R™ to y}(1 : dm), similarly to how the first layer MLP
applied the consistent hypothesis to y} (1 : dm) as well. To do so we require an extra MLP layer.
Note that this can be achieved by adding another attention layer to carry out this operation.

Further layers. Replicating the construction for the second layer, but focusing on the b-th bit of
the hypothesis we can show the following

Lemma 28 After M = O(log(m)) layers it holds that yM (dm~+1 : (d+1)m)(j) = 1(j is consistent with f*).

One can now use the same type of construction as in the index token task to learn a hypothesis
which is consistent on all ¢ examples seen so far and further use this hypothesis to do inference. The
sample complexity bound for this approach are similar to the one in Theorem 19. We also note that
this construction can be extended to handle the s-sparse index vector task as well, but we will not
go into details as the constructions required should not demonstrate any new ideas.

Appendix G. Experiments
G.1. 1-sparse tokenized regression experiments

We experiment with two settings for 1-sparse tokenized regression. In both settings the dimension-
ality of the problem is m = 5, that is each example x; consists of 5 tokens (x; 1, ..., ;) together
with the answer token y;. The transformer architecture is the same for both tasks. We use 8 attention
layers, with masking future tokens, that is the only non-zero attention weights are A’ (@i, 24 j) for
1 > 1,7 > j'. Bach attention layer is follows by a layer-norm normalization and an MLP layer with
GeL U activation. Further, skip connections are used between the input to the attention layers and
the output of the layer-norm and MLP layers. The hidden size for the embeddings is d = 128, and
we use a single attention head per layer. Positional embeddings are learned. Predictions are done by
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a final MLP layer mapping the d-dimensional embeddings to a scalar. The training for both settings
uses the same hyper-parameters and optimizer. We use Adam as optimizer with the schedule used
in (Akyiirek et al., 2022) and initial step-size set to 1le — 4. Initializing the network parameters also
follows Akyiirek et al. (2022).

Training in both settings proceeds by generating example sequences (x;, yi)ie[n], by first se-
lecting a fixed hypothesis f*, sampled uniformly at random from [m] and then sampling z;’s i.i.d.
from fixed distributions which we describe momentarily. The sequence for a single pre-training
iteration is then (z;, f*(2;))ig|n)- Pre-training proceeds in mini-batches of size 64, that is each
mini-batch has 64 sequences (x;, f*(z;));c[,) sampled independently as we described above. We
use mean-squared loss over the sequence for pre-training in the following way:

n
Lo @ieuls0) = - S (s — £ (@)
i=1
where 0 denotes the parameters of the transformer and wi ; is the output of the final MLP layer of
the transformer (in accordance with our index token task notation), that is we use the transformers
output after seeing the 5-th token in each example as the prediction, and the loss is taken as the
squared difference between this prediction and the 6-th token in each example. Finally, we note that
while f* is fixed for a sequence (i, ¥:)ic[n), We sample a fresh f* for each new sequence in the
mini-batch. This setup is identical to both Garg et al. (2022) and Akylirek et al. (2022). We train for
8000 epochs, where each epoch consists of 100 iterations, each one on a mini-batch of size 64.

The two settings we consider are in terms of the distribution over (z;,yi)ic[,). In the first
setting z; ~ N(0, Isxs) and in the second setting z; ~ Unif({+1,—1}°). These settings are
complementary to each other in the following way. In the Gaussian setting it is possible to learn
the hypothesis f* after a single ICL example almost surely. In the uniform over {—1, 1}" setting,
which refer to as the Rademacher setting, one needs to see 2(log(m)) examples before f* can be
identified with high probability.

We plot the squared error at every example for a given sequence, attention at the last layer and
attention at layer 6. Plots are averaged over the mini-batch of size 64. For averaging we fix the
same f* over the full mini-batch. Results can be found in Figure 5, Figure 6, Figure 3. The figures
depicting attention in these plots are slightly different from the heatmaps in Section 6, however, they
represent the same results. On the z-axis we enumerate all tokens in the sequence and on the y-axis
we show the attention weight. We plot A(z; g.(i+1)—2, T ) fori € [m],i" <4, j € [n], that is the
attention of each inference token for example ¢ to all other tokens preceding it. For the attention
plots at layer 8, the final layer, we also plot what the target indices are to have a reference on how
well the transformer tracks f*.

The transformer pre-trained on the Rademacher task only, exhibits very similar properties to the
mixed model discussed in Section 6. Perhaps, surprisingly, the model is able to achieve the same
performance on the Gaussian inference task as the mixed model, even though it has never seen
Gaussian examples.

The transformer pre-trained on the Gaussian only task, still retains the ability to learn from a
single example as demonstrated by Figure 5. However,the attention at layer 6 are less interpretable
compared to the mixed model and the Rademacher only model. The attention weights in the last
layer retain the nice properties from the other two models. The Gaussian model, however, performs
poorly on the Rademacher task as seen in Figure 6. We note that the attention weights at the last
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layer still behave similarly to the attention weights of the mixed model and the Rademacher model,
suggesting that the Gaussian model can still distinguish f*. We conjecture that the reason for the
poor performance is due to how the learned hypothesis is applied to examples for inference. In
particular, we expect that the Gaussian model, during pre-training, has learned to apply the inferred
hypothesis after the first example, however, this would be detrimental for the Rademacher setting,
as it is very unlikely that f* is identifiable after only a single example.

Finally in Figure 9 we show the behavior of the mixed model on a single Rademacher sequence.
The first 6 elements of the sequence from the figure are 17 = 1,712 = 2,713 = 1,214 =
—1,215 = —1,y1 = —1. At inference time for the second example, we show the attention weights
for example x1 4, which is token 21 in the sequence, spreads its attention uniformly on all consistent
hypothesis j € {3,4,5} corresponding to tokens zs, zg, z19. This is again consistent with our
construction for inference. In our experiments we have observed that the attention is put on f* at
the earliest example ¢ where the identification is possible, and this is why the averaged attention
plots at layer 8 are peaked, with some variance, at f*.

G.2. 3-sparse token task

The setting for the 3-sparse task is the same as for the 1-sparse task in terms of all parameters,
outside of sparsity. Further, training is done in the same way as the 1-sparse mixed task, with equal
mix of Gaussian and Rademacher examples. Loss and attentions are plotted in Figure 10. We
only show the attention and heatmap plots for the final layer. Unfortunately, there is no layer with
similar behavior to Layer 6 in the 1-sparse plots, which was consistent with our construction. All
observations for the final layer attention carry over from the 1-sparse task.

G.3. Segmentation

We make the following empirical observation: the performance of ICL is sensitive to the choice
of delimiter. In Figure 11 we show the quality of ICL using OpenAI’s GPT-3 model (known as
text-davinci-003) on a family of relational tasks and using a range of different delimiters. The
tasks in question are relational tasks, usually covering a type of “trivia” question. But we vary the
two delimiters and consider performance of the completion. Below are three example queries we
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Figure 10: Loss and attention plots for 3-sparse tokenized regression for Gaussian (top) and Rademacher
(bottom) inputs. Loss drops to zero as soon as f* is determined, and attentions follow the construction of
Section 5. Indices 4, 10, 16, . .. are tokens where the label is predicted. In panels (b) and (e), these indices
attend to the index of f* in x; to predict y; correctly. The target indices line (blue) in panel (b) perfectly
overlaps with the attention spikes at tokens x; 9. In panel (d), the attention spikes largely overlap with target
indices, but there is some noise (see text). In panels (c) and (f), we plot a heatmap with the same indexing
as in Figure 3. These indices attend to all previous labels (indices 5,11,17,...) to aggregate a consistent
hypothesis across previous examples.
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Figure 11: The accuracy of ICL over a range of tasks when we vary the choice of delimiter. On the
left figure, we vary the delimiter used to separate examples among {\n, /,but}, and on the right
we vary the delimiter used to separate = from y among {:,=>,is,is not}. The performance
is computed across four association tasks, we run each task 10 times (across different “training”
example sets), and for all the example delimiter tasks we use the label delimiter :, and for all the
label delimiter tasks we use the example delimiter \n.

provide to the model, and we consider the answer correct if the correct answer occurs within the
first 3 tokens of the response.

// scientist year of death
Albert Einstein => 1955 \n Isaac Newton => 1727 \n Johannes Kepler =>
// famous actor year of birth
Leonardo DiCaprio is 1974 but Meryl Streep is 1949 but Dustin Hoffman is
// baseball team last won world series
Houston Astros is not 2017 / St. Louis Cardinals is not 2011 /
Boston Red Sox is not
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