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Abstract

A recently popular approach to solving re-
inforcement learning is with data from hu-
man preferences. In fact, human preference
data are now used with classic reinforcement
learning algorithms such as actor-critic meth-
ods, which involve evaluating an intermedi-
ate policy over a reward learned from hu-
man preference data with distribution shift,
known as off-policy evaluation (OPE). Such
algorithm includes (i) learning reward func-
tion from human preference dataset, and (ii)
learning expected cumulative reward of a tar-
get policy. Despite the huge empirical suc-
cess, existing OPE methods with preference
data often lack theoretical understandings
and rely heavily on heuristics. In this pa-
per, we study the sample efficiency of OPE
with human preference and establish a sta-
tistical guarantee for it. Specifically, we ap-
proach OPE with learning the value func-
tion by fitted-Q-evaluation with a deep neu-
ral network. By appropriately selecting the
size of a ReLU network, we show that one can
leverage any low-dimensional manifold struc-
ture in the Markov decision process and ob-
tain a sample-efficient estimator without suf-
fering from the curse of high data ambient di-
mensionality. Under the assumption of high
reward smoothness, our results almost align
with the classical OPE results with observable
reward data. To the best of our knowledge,
this is the first result that establishes a prov-
ably efficient guarantee for off-policy evalua-
tion with RLHF.
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1 Introduction

Reinforcement Learning with Human Feedback
(RLHF) is a popular approach to solve reinforcement
learning problems using data based on human feed-
back. In recent years, RLHF has achieved significant
success in large language models, clinical trials,
auto-driving, robotics, etc. (Ouyang et al., 2022;
Gao et al., 2022; Glaese et al., 2022; Hussein et al.,
2017; Jain et al., 2013; Kupcsik et al., 2018; Menick
et al., 2022; Nakano et al., 2021; Novoseller et al.,
2020; Chakraborty et al., 2024). In conventional
reinforcement learning, the goal of the learner is to
find the optimal policy using data containing reward
observations; in RLHF, the learner does not have
direct access to the reward signal but instead can only
receive human preferences over actions or trajectories,
which are assumed to be made in line with the actual
reward. RLHF approaches are popular because it
is believed that humans are accurate at comparing
and ranking a small number of items based on their
preference, and such preferences can be modeled with
classic human choice models such as the Plackett-Luce
(PL) ranking model (Bradley & Terry, 1952).

One popular way to do RLHF is by first construct-
ing a reward function based on human preference data
and then using this reward in a classic reinforcement
learning algorithm (Christiano et al., 2017; Ibarz et al.,
2018). A prominent example is RLHF with actor-critic
methods, which are commonly used in robotics appli-
cations (Lee et al., 2021b; Liu et al., 2022; Liang et al.,
2022). In such methods, the actor is responsible for
learning and improving the policy of the agent so that
the agent’s policy can converge to the optimal policy;
meanwhile, the critic evaluates the value function of
the current policy in an off-policy manner in order to
guide the actor to improve the current policy in the
following iteration. In such an algorithm, the interme-
diate policy that the critic needs to evaluate could be
arbitrary and non-optimal, and the data it uses dur-
ing the evaluation are generated by the policy from
previous steps, which is different from the one to be
evaluated. Such evaluation is called off-policy, and it
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is crucial to study its error in order to understand the
algorithm’s convergence.

In fact, off-policy evaluation (OPE) can be formu-
lated more generally beyond the actor-critic setting
and is itself an important problem in reinforcement
learning. When on-policy Monte Carlo rollout is time-
consuming, costly, or risky, OPE becomes necessary
and has therefore found many applications such as
healthcare (Murphy et al., 2001), recommendation sys-
tem (Chapelle & Li, 2011), education (Mandel et al.,
2014), robotics (Levine et al., 2020) and dialogue sys-
tem (Jiang et al., 2021). Due to the mismatch between
the visitation distributions of the behavior and target
policies, evaluation in the off-policy setting is entirely
different from the on-policy one and can be much more
challenging and delicate. Most existing studies of OPE
focus on the standard setting and rely on direct re-
ward observations in the dataset. In contrast, OPE
with preference data has been barely studied.

There has been a recent line of work that theoretically
studies RLHF in the offline setting. For learning the
optimal policy, Zhu et al. (2023) proposed the pes-
simistic MLE algorithm for stepwise preferences and
analyzed its suboptimality in the linear function ap-
proximation case. Zhan et al. (2023) studied the same
problem under trajectory-wise preferences in the gen-
eral function approximation setting. Li et al. (2023)
studied offline RLHF under the dynamic choice model.
However, these works all focus on the policy learn-
ing problem, and there has yet been any result that
studies RLHF in the unrealizable setting, where the
function approximation cannot perfectly express the
reward and value function and has to incur an approx-
imation error. In this paper, we study the estimation
error of OPE with human preference data. To stay
close to the practice, we consider the function approx-
imation with deep neural networks. We seek to de-
lineate how things like the distribution mismatch and
network size can affect the final estimation error. Our
challenges are three-folded: (i) The reward itself is not
directly observable and needs to be learned from the
human preference data; (ii) our reward learning is sub-
ject to error from distribution mismatch and unrealiz-
able function approximation. This error is propagated
to the later policy evaluation and needs to be care-
fully controlled. (iii) In many applications, we need to
handle a high-dimensional state-action space, in which
deep neural networks might need a lot of samples to
operate.

Our results. In this work, we address these chal-
lenges by analyzing the Fitted Q-Evaluation with Hu-
man Preferences algorithm, which is based on Maxi-
mum Likelihood Estimation and Fitted Q-evaluation.
Specifically, our contributions are as follows:

• We provide an upper bound for the estimation er-
ror of OPE with human preferences and show how
distribution shift, intrinsic dimension, underlying
model class and sample size of the human prefer-
ence data can affect the OPE error. Our analy-
sis shows that the error from the reward learning
part using human preferences propagates only in
a moderate way and does not bottleneck the final
estimation error.

• We consider function approximation with deep
neural networks for nonparametric reward and Q-
functions. In this setting, we prove that by choos-
ing hyperparameters appropriately, deep ReLU
network can adapt to the intrinsic low-dimension
structure of the preference data and keep the es-
timation error mostly independent from the the
ambient dimension.

Notably, our result matches the existing error bounds
for standard OPE and demonstrates OPE with human
preferences can be as sample-efficient, even in the ab-
sence of an observable reward. This provides a theoret-
ical support for the actor-critic methods with RLHF in
practice (Lee et al., 2021b; Liang et al., 2022), which
essentially solve OPE with human preference data. To
the best of our knowledge, this paper offer the first the-
oretical guarantee for off-policy evaluation with human
preference.

1.1 Related Work

RLHF for policy learning. In recent years RLHF
and inverse reinforcement learning (IRL) has been
widely applied to robotics, recommendation system,
and large language model (Ouyang et al., 2022; Lind-
ner et al., 2022; Menick et al., 2022; Jaques et al., 2020;
Lee et al., 2021b; Nakano et al., 2021; Chandrasekaran
& Mainampati, 2021). Policy optimization applied to
train text generation systems with pre-specified re-
wards Cho et al. (2018) and ranking systems Zhang
et al. (2023). To model human choice behavior, (Shah
et al., 2015; Ouyang et al., 2022; Saha & Krishna-
murthy, 2022) learn reward from pairwise comparison
and ranking. Pacchiano et al. (2021) study pairwise
comparison with function approximation in pairwise
comparison. To learn the optimal policy, most of them
implement actor-critic-type algorithms such as PPO
or SAC. From a theoretical view, Zhu et al. (2023);
Zhan et al. (2020) study various cases of preference-
based comparison in trajectory bandit problems with
linear function approximation and establish a theoreti-
cal guarantee for their algorithm. Li et al. (2023) study
RLHF under human feedback setting. However, none
of these theoretical works have studied policy evalua-
tion or a deep neural network setting.
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Off-policy evaluation.Except for the FQE studied
in this paper, there have been various methods to do
off-policy evaluation. One popular type is using impor-
tance sampling to reweigh samples by the distribution
shift ratio (Precup, 2000), but importance sampling
suffers from large variance, especially when the sam-
pling policy is unknown, which causes an error with
an exponential term in the length of the horizon in
the worst case. To address this issue, some variants
with reduced variance such as marginal importance
sampling (MIS) (Xie et al., 2019) and doubly robust
estimation (Jiang & Li, 2016; Thomas & Brunskill,
2016; Uehara et al., 2020) have been developed. For
the tabular setting with complete data coverage, (Yin
& Wang, 2020) show that MIS is an asymptotically
efficient OPE estimator, which matches the Cramer-
Rao lower bound in Jiang & Li (2016). Duan & Wang
(2020) studies OPE with linear function approxima-
tion. Zhang et al. (2022) studies OPE with differ-
entiable function approximation. Moreover, a line of
work Zhan et al. (2022); Lee et al. (2021a); Nachum
et al. (2019); Nachum & Dai (2020) focuses on policy
evaluation using MIS and linear programming, with-
out function approximation.

Deep neural network in reinforcement learning.
In recent years, deep learning has enjoyed tremendous
empirical success in RL applications(Mnih et al., 2013;
Silver et al., 2016; Gu et al., 2016; Mao et al., 2016). In
RLHF, deep neural networks are also crucial when the
state-action space is immense or continuous, such as
Ouyang et al. (2022); Stiennon et al. (2020); Wu et al.
(2021). Specifically, the popular GPT 3.5 is fine-tuned
by first learning reward function from the human feed-
back dataset, and then implementing PPO to learn the
optimal policy. Recently, there have been some theo-
retical studies of deep RL. Fan et al. (2020) focuses on
the online policy learning problem and studies DQN
with feed-forward ReLU network; Yin et al. (2022)
studies offline policy learning with realizable, general
differentiable function approximation. Notably, a re-
cent study Ji et al. (2022) provides an analysis of the
estimation error of nonparametric FQE using a feed-
forward CNN network. However, all these works study
deep RL with an observable reward given by the envi-
ronment, which lies in the standard RL regime. To the
best of our knowledge, there has not been any result
on the theoretical guarantee one can achieve with deep
RL when the data are human preferences.

Notation For a scalar a > 0, ⌈a⌉ denotes the ceiling
function, which gives the smallest integer that is no
less than a; ⌊a⌋ denotes the floor function, which gives
the largest integer that is no larger than a. For any
scalars a and b, a ∨ b denotes max(a, b) and a ∧ b de-
notes min(a, b). For a vector or a matrix, ∥ · ∥0 de-

notes the number of nonzero entries and ∥·∥∞ denotes
the maximum magnitude of entries. Given a function
f : RD → R and a multi-index s = [s1, · · · , sD]

⊤
, ∂sf

denotes ∂|s|f

∂x
s1
1 ···∂xsD

D

·∥f∥Lp denote the Lp norm of func-

tion f . For an arbitrary space X , we use ∆(X ) to de-
note the set of all probability distribution on X . For
two vectors x, y ∈ Rd, we denote x ·y =

∑d
i xiyi as the

inner product of x, y. We denote the set of all proba-
bility measures on X as ∆(X ). We use [n] to represent
the set of integers from 0 to n−1. For every setM ⊂ X
for metric space X , we define its ϵ-covering number
with respect to norm ∥·∥ byN(M, ∥·∥, ϵ).We adopt the
convention 0/0 = 0. Given distributions p and q, if p
is absolutely continuous with respect to q, the Pearson

χ2-divergence is defined as χ2(p, q) := Eq

[(
dp
dq − 1

)2]
.

2 Preliminaries

2.1 Markov Decision Process

We define a finite-horizon MDP model M =
(S,A, H, {Ph}h∈[H], {rh}h∈[H]), H is the horizon
length, in each step h ∈ [H] , the agent starts from
state sh in the state space S, chooses an action ah ∈ A
with probability πh(ah | sh) , receives a reward of
rh(sh, ah) and transits to the next state s′ with prob-
ability Ph(s

′ | sh, ah). Here A is a finite action set
with |A| actions and Ph(·|sh, ah) ∈ ∆(sh, ah) is the
transition kernel condition on state action pair (s, a).
For convenience we assume that rh(s, a) ∈ [0, 1] for all
(s, a, h) ∈ S ×A× [H]. Without loss of generality, we
assume that the initial state of each episode s0 is fixed.
Note that this will not add difficulty to our analysis.
For any policy π = {πh}h∈[H] the state value function
is

V π
h (s) = Eπ

[ H∑
t=h

rt(st, at)
∣∣ sh = s

]
,

and the action value function is

Qπ
h(s, a) = Eπ

[ H∑
t=h

rt(st, at)
∣∣ sh = s, ah = a

]
,

here the expectation Eπ is taken with respect to the
randomness of the trajectory induced by π, i.e. is ob-
tained by taking action at ∼ πt(· | st) and observing
st+1 ∼ Ph(· | st, at). For any function f : S → R, we
define the transition operator:

Pπ
h f(s, a)

= E[f(sh+1, ah+1)π(ah+1 | sh+1) | sh = s, ah = a].

We also denote the Bellman operator at time h under
policy π as T π

h :

T π
h f(s, a) := rh(s, a) + Pπ

h f(s, a).
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For a given policy π = {πh}h∈[H], we use qπh(s, a) to
denote the state-acton distribution induced by π, i.e.
the probability of visiting (s, a) on step h when the
policy is π.

2.2 Riemannian Manifold

Real-world data often exhibit low-dimensional geomet-
ric structures and can be viewed as samples near a
low-dimensional manifold. In this section, we briefly
introduce the concept of Riemannian manifolds. Let
M be a d-dimensional Riemannian manifold isometri-
cally embedded in RD. A chart for M is a pair (U, ϕ)
such that U ⊂ M is open and ϕ : U → Rd is a home-
omorphism, i.e., ϕ is a bijection, its inverse and itself
are continuous. Two charts (U, ϕ) and (V, ψ) are called
Ck compatible if and only if

ϕ ◦ ψ−1 : ψ(U ∩ V ) → ϕ(U ∩ V )

and ψ ◦ ϕ−1 : ϕ(U ∩ V ) → ψ(U ∩ V )

are both Ck functions ( k-th order continuously differ-
entiable). A Ck atlas ofM is a collection of Ck compat-
ible charts {(Ui, ϕi)} such that

⋃
i Ui = M. An atlas

of M contains an open cover of M and mappings from
each open cover to Rd. We call a manifold smooth if
it has a C∞ atlas.

We also define the reach (Niyogi et al., 2006; Federer,
1959) of a manifold to characterize the curvature of
M.

Definition 2.1 (Reach, Definition 2.1 in Aamari et al.
(2019)). The medial axis of M is defined as T (M),
which is the closure of

T (M) =

{
x ∈ RD | ∃x1 ̸= x2 ∈ M such that

∥x− x1∥2 = ∥x− x2∥2 = inf
y∈M

∥x− y∥2
}
.

The reach ω of M is the minimum distance between
M and T (M), i.e.

ω = inf
x∈T (M),y∈M

∥x− y∥2.

Roughly speaking, reach measures how fast a manifold
”bends” in the embedded Euclidean space. A manifold
with a large reach ”bends” relatively slowly. On the
contrary, a small ω signifies more complicated local
geometric structures, which are possibly hard to fully
capture.

2.3 Hölder Functions on Manifolds

To capture the smoothness of the Bellman operator
and the human preference reward function, we define
a Hölder function on a smooth manifold M.

Definition 2.2 (Hölder function). Let M be a d-
dimensional compact Riemannian manifold isometri-
cally embedded in RD. Let {(Ui, Pi)}i∈A be an atlas
of M where the Pi ’s are orthogonal projections onto
tangent spaces. For a positive integer k and l ∈ (0, 1]
such that k+ l = α, a function f : M 7→ R is α-Hölder
continuous if for each chart (Ui, Pi) in the atlas, we
have

(i) f ◦ P−1
i ∈ Cs with

∣∣Dk
(
f ◦ P−1

i

)∣∣ ≤ 1 for any
|k| ≤ k, x ∈ Ui;

(ii) for any |k| = k and x1, x2 ∈ Ui,∣∣Dk
(
f ◦ P−1

i

)∣∣
Pi(x1)

− Dk
(
f ◦ P−1

i

)∣∣
Pi(x2)

|

≤ ∥Pi (x1)− Pi (x2)∥l2 .

Moreover, we denote the collection of α-Hölder func-
tions on M as Hα(M). For a multivariate function,
we say it is α-Hölder if it is α-Hölder in every dimen-
sion.

Definition 2.2 requires that all s-th order derivatives of
f ◦ P−1

i are Hölder continuous. We recover the stan-
dard Hölder class on an Euclidean space if Pi is the
identity mapping.

2.4 ReLU Neural Network Class

We consider a rectified linear unit (ReLU) neural net-
work as our function class. Given an input x ∈ RD,
an L-layer ReLU neural network computes an output
as

f(x) =WL·ReLU(WL−1 · · ·ReLU(W1x+b1) · · ·+bL−1)+bL,
(1)

where W1, . . . ,WL and b1, . . . , bL are weight matri-
ces and vectors of proper sizes. Here ReLU(x) =
max{x, 0} .

We denote E(R, τ, L, p, I) as a class of neural networks
with bounded weight parameters and bounded output:

E(R, τ, L, p, I) =
{
f | f(x) in the form of equation 1

with L-layers and width bounded by p, and satisfies

∥f∥∞ ≤ R, ∥Wi∥∞,∞ ≤ τ, ∥bi∥∞ ≤ τ for i = 1, . . . , L,

L∑
i=1

∥Wi∥0 + ∥bi∥0 ≤ I

}
. (2)

3 Preference-Based Fitted
Q-Evaluation

We consider the preference-based nonparametric off-
policy evaluation (OPE) problem in a finite-horizon
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time-inhomogeneous MDP. The transition kernel
{Ph}h∈[H] and reward function {rh}h∈[H] are both un-
known to us. Specifically, our objective is to evaluate
the value of π from a fixed initial distribution ξ over
horizon H, given by

vπ := E
[ H∑
h=1

rh(sh, ah)
∣∣ s1 ∼ ξ

]
,

where ah ∼ π(·|sh) and sh+1 ∼ Ph(sh+1|sh, ah). We
are given two datasets for every timestep h ∈ [H].
To learn the transition information in the MDP, we
are given a dataset containing samples of state transi-
tions Dh := {(sh,k, ah,k, s′h,k)}Kk=1, which is i.i.d. sam-
pled by an unknown behavior policy π0. We also as-
sume a given dataset containing human preference,

DHF
h := {(s̃(1)h,k, ã

(1)
h,k), (s̃

(2)
h,k, ã

(2)
h,k), yh,k}

KHF

k=1 , in which

for each h ∈ [H], {(s̃(1)h,k, ã
(1)
h,k), (s̃

(2)
h,k, ã

(2)
h,k)}

KHF

k=1 are
i.i.d. samples generated from a fixed distribution ηh,
which could come from a pretrained model (Ouyang
et al., 2022) or a reward-free exploration algorithm
(Lee et al., 2021b), yh,k is the human preference made
at episode k that will be clarified in the following.
We assume that human preference among state-action
pairs is generated under the following model.

Assumption 3.1 (Human preference model). For ev-
ery h ∈ [H], given arbitrary M state-action pairs

{s(m)
h , a

(m)
h }m∈[M ], we assume that the human prefers

yh according to the following model:

P
(
yh = (s

(i)
h , a

(i)
h ) | (s(m)

h , a
(m)
h )m∈[M ]

)
∝ exp(rh(s

(i)
h , a

(i)
h )),

(3)

where i ∈ [M ].

Such assumption has been widely adopted to model
human choice behavior in RL with human preference,
e.g. Sharma et al. (2017); Wulfmeier et al. (2016);
Ziebart et al. (2008); Zhou et al. (2020); Ouyang et al.
(2022); Zhu et al. (2023). Note that under Assumption
3.1, shifting the reward function by a constant for all
(s, a) simultaneously doesn’t affect human preference
probability, thus reward function is not identifiable.
For identifiability of the reward, without loss of gener-
ality, we also need to make the following assumption.

Assumption 3.2 (Reward identifiability). We as-

sume that there exists a fixed state-action pair (sfh, a
f
h)

for every h ∈ [H], such that rh(s
f , af ) = 0. Moreover,

we assume that the human agent can prefer (sf , af )
for all (h, k) ∈ [H]× [K].

With Assumption 3.2, we further assume that yh,k,
the human preference at step k, is chosen among

{(s̃(1)h,k, ã
(1)
h,k), (s̃

(2)
h,k, ã

(2)
h,k), (s

f , af )}, generated indepen-
dently according to Assumption 3.1 with M = 3. As-
sumption 3.2 eliminates arbitrary constant shifting in

the reward so that we can be determined by a unique
reward function from Assumption 3.1. Such assump-
tion is akin to empirical works such as Christiano et al.
(2017); Stiennon et al. (2020), in which (sf , af ) is in-
terpreted as human rater making an error, and also
widely accepted by choice models literature, in which
a fixed option is assumed to be of zero-utility, e.g.
Adusumilli & Eckardt (2019); Buchholz et al. (2021).
We are now ready to present our algorithm.

Algorithm 1 FQE with human preferences

Require: Datasets {DHF
h }h∈[H], {Dh}h∈[H], neural

network classes F(R, τ, L, p, I) and G(R̃, τ̃ , L̃, p̃, Ĩ)
defined by equation 2, target policy π = {πh}h∈[H]

1: for step h = H, . . . , 1 do
2: Learn r̄h with MLE :

rlh = argmax
g∈Gh

K∑
k=1

{
f(yh,k)

− log

(
exp(f(sf , af ) +

2∑
i=1

exp
(
f(s

(i)
h,k, a

(i)
h,k)

)
)

)}
.

3: Normalize the reward across states and set
r̂h(s, a) = rlh(s, a)− rlh(s

f , af ).

4: Update Q̂π
h = T̂ π

h Q̂
π
h+1 by equation 4.

5: end for
6: Compute policy value with the estimated Q-

function:

v̂π =

∫
X
Q̂π

1 (s, a)ξ(s)π1(a | s)d(s, a).

7: Output: v̂π

The pseudocode for our algorithm is presented in Al-
gorithm 1. For every h ∈ [H], our algorithm consists
of two stages: (i) We learn the reward by a maxi-
mum likelihood estimation method. Specifically, we
use a deep ReLU function class G(R̃, τ̃ , L̃, p̃, Ĩ) to do
the function approximation for all h ∈ [H]. By As-
sumption 3.2, we align the estimated reward across
states by Step 3 to ensure that r̂h(s

f , af ) = 0. Our
estimation for reward aligns with the line of RLHF
empirical studies including Ouyang et al. (2022); Lee
et al. (2021b); Stiennon et al. (2020); Wu et al. (2021),
in which a reward function is learned from a human
preference dataset assuming an underlying softmax
human policy; (ii) To estimate vπ , we use neural
FQE to estimate Qπ

h in a backward, recursive fash-
ion, with F(R, τ, L, p, I) as the neural network class

for all h ∈ [H]. Q̂π
h, our estimate at step h, is set to be
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T̂π
h Q̂

π
h+1, whose update rule is based on the Bellman

equation:

T̂ π
h Q̂

π
h+1 =argmin

f∈F

K∑
k=1

(
f(sh,k, ah,k)− r̂h(sh,k, ah,k)

−
∫
A
Q̂π

h+1(s
′
h,k, a)πh(a | s′h,k)da

)2

,

(4)

where T̂ π
h is an intermediate estimate of the Bell-

man operator T π
h , Q̂π

h+1 is an intermediate estimate
of Qπ

h+1.

4 Main Results

In this section, we prove an upper bound on the esti-
mation error of vπ by Algorithm 1. First, let us state
two assumptions on the MDP.

Assumption 4.1 (Low-dimensional state-action
space). The state-action space X is a d-dimensional
closed Riemannian manifold, which is embedded iso-
metrically in Euclidean space RD. We also assume
that there exists constant B > 0 such that ∥x∥∞ ≤ B
for any x ∈ X . The reach of X is ω > 0.

Assumption 4.1 characterizes the low intrinsic dimen-
sion of the MDP embedded in high dimensions. We
consider the case that the “intrinsic dimension” of X
is d ≪ D. Such a setting is common in practice be-
cause the representation or features people use are of-
ten redundant compared to the latent structures of the
problem. For instance, images of a dynamical system
are widely believed to admit such low-dimensional la-
tent structures Gong et al. (2019); Hinton & Salakhut-
dinov (2006); Pope et al. (2021); Osher et al. (2017).
Common pre-trained language models can also have a
low intrinsic dimension as shown in recent empirical
studies (Aghajanyan et al., 2020; Hu et al., 2021).

Assumption 4.2 (Bellman completeness). Under
target policy π, for any time step h and any f ∈ F ,
we have Pπ

h f ∈ Hα(M), where 0 < α ≤ +∞.

Assumption 4.2 is about the closure of a function class
under the Bellman operator, which is widely adopted
in RL literature Ji et al. (2022); Chen & Jiang (2019b);
Yang et al. (2020); Du et al. (2020). In fact, some
classic MDP settings also have this property implicitly,
e.g., linear MDP (Jin et al., 2020) or RKHS MDP
(Yang et al., 2020). Such an assumption is necessary
for the Bellman residual: without such an assumption,
Wang et al. (2020) provides a lower bound that the
sample complexity is exponential in the horizon for
guaranteeing a constant error in OPE.

Assumption 4.3. We assume that the human pref-
erence reward function can be expressed as rh(s, a) =

fh(ψh(s, a)) for every h ∈ [H], where ψh : X →
[0, B′]d̃ and f : [0, B′]d̃ → [0, 1]. Furthermore, ψh ∈
Hα̃(X ) and f ∈ Hα̃([0, B′]d̃), where 0 < α̃ ≤ +∞.
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rh(s, a)

Figure 1: Reward function with low-dim feature.

In Assumption 4.3, we assume that the reward func-
tion admits an underlying feature ψh, which is suffi-
ciently smooth and maps the input to a space with
lower dimension d̃. Empirically, many studies have
shown that learning human preferences requires only
a smaller dataset and architecture, which implies that
such preference rewards admit a low dimension la-
tent feature, see e.g. Christiano et al. (2017); Wang
et al. (2022); Stiennon et al. (2020); Chandrasekaran
& Mainampati (2021). We summarize our results for
reward learning in Theorem 4.4:

Theorem 4.4 (Reward convergence rate). With As-
sumption 4.3, for every 0 < ϵ0 < 1, if the ReLU class
Gh(R̃, τ̃ , L̃, p̃, Ĩ) satisfies

L̃ = O

(
log

1

ϵ0

)
, p̃ = O

(
ϵ
− 2d̃

α̃
0 · d̃

)
, R̃ = 1,

Ĩ = O

(
ϵ
− 2d̃

α̃
0 · d̃ · log 1

ϵ0

)
, τ̃ = max{B, 1,

√
d̃, ω2},

then we have

E
[ ∫

X

(
r̂h(s, a)− rh(s, a)

)2
dηh(s, a)

]
≤ O

(
ϵ20 + ϵ

−2d̃/α̃
0 · logKHF

KHF
· log3 2

ϵ0

)
(5)

for all h ∈ [H]. Here the expectation E[·] is taken
over the data-generating process of DHF . Recall that
ηh is the sampling distribution of (s, a) for the human
preference data.

Proof. See Appendix B for details.

Theorem 4.4 upper bounds the mean square error
given by neural MLE. Specifically, the estimation error
consists of two terms: (i) the complexity of function
class G(R̃, τ̃ , L̃, p̃, Ĩ), measured by its covering num-
ber, and (ii) model approximation error ϵ0. Such a
scenario is the classic bias-variance tradeoff, which
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needs to be carefully balanced by selecting the ap-
propriate network size. Specifically, by setting ϵ0 =

O
(
K

− α̃
2α̃+2d̃

HF

)
, we have the mean square error bounded

by O
(
K

− 2α̃
2α̃+2d̃

HF · log3KHF

)
. To depict the distribution

shift of the dataset, we introduce the following metric:

Definition 4.5 (Restricted χ2-divergence). For two
distribution q1, q2 defined on a sample space X , and a
function class Q of functions that maps X to R, we
define their restricted χ2 divergence χ2

Q (q1, q2) as

χ2
Q (q1, q2) = sup

f∈Q

Eq1 [f ]
2

Eq2 [f
2]

− 1.

We are now ready to present our main theorem, which
provides a statistical upper bound for the estimation
error in off-policy evaluation.

Theorem 4.6. Suppose Assumption 4.1 and 4.2 hold.
By Algorithm 1, we have

E[|v̂π − vπ|] ≤ O

(
Hκ1 ·

(
K− α

2α+d +

√
D

K

)
· log3/2K

+H(κ1 + κ2) ·K
− α̃

2α̃+2d̃

HF · logK3/2

)

if ReLU network class Gh(R̃, τ̃ , L̃, p̃, Ĩ) satisfies

L̃ = O

(
α̃

2α̃+ d̃
· logKHF

)
, p̃ = O

(
K

d̃
2α̃+d̃

HF · d̃
)
,

Ĩ = O

(
α

2α+ d
·K

d̃
2α̃+d̃

HF · d̃ · logKHF

)
,

τ̃ = max{B, 1,
√
d̃, ω2}, R̃ = 1,

and Fh(R, τ, L, p, I) satisfies

L = O

(
α

2α+ d
· logK

)
, p = O

(
K

d
2α+d

)
,

I = O

(
α

2α+ d
·K

d
2α+d · logK

)
,

τ = max{B, 1,
√
d, ω2}, R = H.

The distributional mismatch of the transition dataset

is captured by κ1 =
∑H

h=1

√
1 + χ2

Q(q
π
h , q

π0

h ), and

the distributional mismatch of the human preference

dataset is captured by κ2 =
∑H

h=1

√
1 + χ2

Q(q
π
h , ηh), in

which qπh and qπ0

h are the visitation distributions of π
and π0 at step h respectively, ηh is the sampling distri-

bution of
{
(s

(i)
h , a

(i)
h )
}2
i=1

and Q is the Minkowski sum
between the ReLU function class F(R, τ, L, p, I) and
the Hölder function class Hα(X ). O(·) hides factors
depending on logD, logH,B,B′, ω and surface area of
X .

Proof. See Appendix A for details.

Theorem 4.6 explains the success of fine-tuning pro-
cesses in RLHF such as Ouyang et al. (2022); Stien-
non et al. (2020), in which a compact dataset with hu-
man feedback and a relatively small model is adequate
for acquiring a precise reward function. Particularly,
the reward learning error contribute a O(H(κ1 + κ2) ·

K
− α̃

2α̃+2d̃

HF · logK3/2
HF ) term in the total estimation er-

ror of vπ. When d̃ ≪ d and α̃ ≫ α, i.e. the reward
function has a smaller intrinsic dimension and higher
smoothness, the error inherited from reward learning
is much smaller than the error caused by learning the
underlying MDP. We further discuss the implication
of Theorem 4.6 in details:

Provable benefits of human feedback.Designing
a satisfying reward function is hard in reinforcement
learning. When learning from human feedback, we
have no access to a given reward function as in previ-
ous off-policy evaluation works (Ji et al., 2022; Duan
& Wang, 2020; Uehara et al., 2022). Compared to
the guarantee standard neural FQE such as Ji et al.
(2022), in which the rewards are explicitly given by the
environment, Algorithm 1 learns reward function from
human feedback by neural MLE, which results in an

additional Õ
(
K

− α̃
2α̃+2d̃

HF

)
term. Such a term does not af-

fect our error bound as long asKHF ≍ K
α/α̃

(2α+d)/(2α̃+2d̃) .
We would like to highlight that when the human-
preference reward has an intrinsic smooth and low di-
mensional structure, i.e. α̃ ≫ α and d̃ ≪ d, we can
train the reward with a DHF with size KHF ≪ K.
This explains why a small dataset is sufficient for fine-
tuning a large model. Under such a circumstance,
our evaluation error is Õ(K− α

d+2α ), which matches the
standard results in doing FQE with an observable re-
ward, such as Ji et al. (2022). Although OPE with
human preference contains less information as the re-
ward is unobservable in the sampled dataset, Theorem
4.6 shows that it is as efficient as standard OPE with
observable reward function.

(II) Adaptation to intrinsic dimension.Note that
our estimation error is mainly influenced by the intrin-
sic dimensionality d and d̃, instead of the representa-
tion dimensionality D. Consequently, the bound of
estimation error for our method is much smaller than
the error in methods that ignore the problem’s intrin-
sic dimension, such as Nguyen-Tang et al. (2022).

(III) Charaterizing distribution shift.The term
κ1 and κ2 in our result quantify the divergence between
the visitation distribution of the target policy and the
sampling policy of human preference data and transi-
tion information, using a restricted χ2-divergence. It’s
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worth noting that this restricted χ2-divergence is al-
ways less than or equal to the widely used absolute
density ratio (Nguyen-Tang et al., 2022; Chen & Jiang,
2019a; Xie & Jiang, 2020), and often, it can be signif-
icantly smaller. This occurs because the probability
measures qπh and qπ0

h may vary considerably in small
regions of the sample space, while their integration of
a smooth function in Q across the entire sample space
can be close. The absolute density ratio captures the
former variation, whereas the restricted χ2-divergence
captures the latter. We also highlight that although
the error in the reward learning part propagates to the
FQE part, the distribution mismatch in human prefer-
ence only exhibits an additive relation with the distri-
bution mismatch of the transition dataset D without
amplification.

5 Proof Sketch

In this section we briefly sketch the proofs of efficien-
cies of Algorithm 1. For detailed proof, see Appendix
A and B.

Proof outline for Theorem 4.4. In the reward esti-
mation stage, by implementing MLE on human pref-
erence probability ρ(· | s, a(0), a(1), adefault), we claim
that with high probability, the model error under the
distribution of the sampling policy can be bounded by
the approximation error of neural network class Gh and
its complexity. Specifically, we prove that

E
[
Eηh

[
∥ρl,h(· | (s(0)h , a

(0)
h ), (s

(1)
h , a

(1)
h ))

− ρb,h(· | (s(0)h , a
(0)
h ), (s

(1)
h , a

(1)
h ))∥21

]]
≤ O

(
1

KHF
log
(
H ·N(Gh, ∥ · ∥∞, 1/KHF )

)
+ ϵ

)
,

where ρlh is the preference distribution learned by
MLE, ϵ is the approximation error of neural function
class Gh. Notably, our method takes model misspecifi-
cation into account, which is novel in MLE error anal-
ysis. By the definition of preference in equation 3 and
the condtion that rh(s

f , af ) = 0, we can prove that

E
[ ∫

X
|rh(s, a)− r̂h(s, a)|2dηh(s, a)

]
≤ O

(
1

KHF
log
(
H ·N(Gh, ∥ · ∥∞, 1/KHF )

)
+ ϵ

)
.

Finally, by the approximation ability of neural net-
works, we can give an upper bound for the function
class complexity in terms of O(ϵ−d/α · log 1/ϵ), while
maintaining a given approximation error. Set ϵ = ϵ20
and we conclude the proof.

Proof outline for Theorem 4.6.Theorem 4.6 is
proved by an inductive fashion. In particular, with

notation

Eh := E
[ ∫

X

∣∣T π
h Q

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

∣∣dqπh(s, a)],
T̄hf(s, a) = r̂h(s, a) + Phf(s, a),

by Cauchy-Schwarz inequality we can prove that

Eh ≤ Eh+1

+
√

1 + χ2
Q(q

π
h , q

π0

h )

· E
[∫

X

(
T̂ π
h Q̂

π
h+1(s, a)− T̄ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a)

]1/2
+
√
1 + χ2

Q(q
π
h , ηh)

· E
[∫

X

(
rh+1(s, a)− r̂h+1(s, a)

)2
dηh(s, a)

]1/2
which consists of a distribution shift term, an L2 norm
between difference of T̂h and T̄h projected on the es-
timate of Qh+1, and an estimation error for human
preference reward function. We further decomposed
the right-hand side into the generalization and approx-
imation error in neural network regression, and the er-
ror inherited in reward estimation. Note that we face
the trade-off between the size of neural net size and
its approximation limit. We recommend the readers
to Appendix B for details. By choosing the neural
network class size appropriately, we prove that

E
[∫

X

(
T π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a)

]
≲ H

(
K− 2α

2α+d +K
− 2α̃

2α̃+2d̃

HF +
D

K

)
.

Sum everything together and we conclude the proof.

6 Conclusion

This paper studies nonparametric off-policy evaluation
in reinforcement learning with human preferences. We
consider a two-stage algorithm: (i) We use a fully con-
nected ReLU network to learn the reward function
from human choices by neural maximum likelihood
estimation, and (ii) we leverage the learned reward
to approximate Q-functions by minimizing a Bellman
mean square error, with another ReLU neural net-
work as the function approximator. Our theory proves
that when state-action space exhibits low-dimensional
structures and the underlying reward function enjoys
a smooth representation, FQE with human preference
data achieves a Õ(HK− α

2α+d ) finite-sample estimation
error, which matches the standard FQE case in which
the reward is observable.
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A Proof for Theorem 4.4

Proof. In this proof, we denote the human labeling policy with ρb,h(· | (s̃(1)h , ã
(1)
h ), (s̃

(2)
h , ã

(2)
h )). Recall that the

preference for step h and episode k is chosen among {(s̃(1)h,k, ã
(1)
h,k), (s̃

(2)
h,k, ã

(2)
h,k), (s

f , af )}. In this proof, we use the

notation of Υk
h :=

{
(s̃

(1)
h,k, ã

(1)
h,k), (s̃

(2)
h,k, ã

(2)
h,k), (s

f , af )
}
. Recall that by Assumption 3.1 and 3.2, Υk

h is sampled by
distribution ηh for every k ∈ [K] , and the human preference yh,k = (s, a) is generated according to

ρb,h(s, a | Υk
h) =

exp(rh(s, a))

exp(rh(s̃
(1)
h,k, ã

(1)
h,k)) + exp(rh(s̃

(2)
h,k, ã

(2)
h,k)) + exp(rh(sf , af ))

,

here the state-action pair (s, a) ∈ Υk
h. For all h ∈ [H], we define a set Υh := {(s(1)h , a

(1)
h ), (s

(2)
h , a

(2)
h ), (sf , af )},

where (s
(1)
h , a

(1)
h ) and (s

(2)
h , a

(2)
h ) are fixed state-action pairs. Then Υk

h can be regarded as the realization of Υ
under distribution ηh. We also define a vector-value function class defined on Υh, which is parametrized by
function r ∈ G:

Πh(Υh) =

{
ρ ∈ R3 | ρr(s, a | Υh) = exp(r(s, a))/

∑
(s′,a′)∈Υ

exp(r(s′, a′)) for some r ∈ G
}
.

Let N[](Πh, ∥ · ∥∞, 1/n) be the smallest 1/n-upper bracketing of Πh. And |N[](Πh, ∥ · ∥∞, 1/n)| = N[](Πh, ∥ ·
∥∞, 1/n), where N[](Πh, ∥ · ∥∞, 1/n) is the bracketing number of Πh. For a given neural network G and a reward
function r, we denote

ϵmisspec := min
r′∈G

∥r′ − r∥∞, rh,o = argminr′∈G ∥r′ − r∥∞.

to measure the approximation ability of G for the r. Our proof for Theorem 4.4 lies in three steps:

(i) First, we prove that with MLE, we have

E
(s

(i)
h ,a

(i)
h )∼ηh

[
∥ρ(· | Υh)− ρlh(· | Υh)∥21

]
≤ O

(
log
(
H ·N[](Πh, ∥ · ∥∞, 1/K)/δ

)
KHF

)
+ ϵmisspec (6)

with probability at least 1−δ. Here E
(s

(i)
h ,a

(i)
h )∼ηh

[·] means that the expectation is taken under the randomness

of (s
(i)
h , a

(i)
h ) ∼ ηh, i ∈ {1, 2}, ρl,h is the choice probability learned by MLE in step h, and the L1 norm is

taken over all possible state action pairs in Υh. By invoking Lemma C.6 we get the expectation version.

(ii) Second, we prove that with Assumption 3.1 and 3.1, we can convert the previous TV-bound for human
choice probability into an estimation error for the reward function r̂h(s, a), with an error bound of

E
[ ∫

X
|rh(s, a)− (rlh(s, a)− rlh(s

f , af ))|2dηh(s, a)
]

≤ O

(
1

KHF
log
(
H ·N(G, ∥ · ∥∞, 1/KHF )

)
+ ϵmisspec

)
.

Recall that rlh is the reward function we learned directly from MLE. Note that such a bound measures the
tradeoff between approximation and generalization: for the network to have better approximation ability,
i.e. a smaller ϵmisspec, a larger neural network is necessary, which increases the complexity of the neural
network that is measured in term log

(
H ·N(G, ∥ · ∥∞, 1/KHF )

)
.

(iii) Third, we prove that we can handle the tradeoff between approximation and generalization by choosing an
appropriate neural network have equation 5 hold. Specifically, under Assumption 4.3, we can obtain a fast
convergence rate for our estimation r̂h.
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Step (i). For notation simplicity, we denote ρrh,o
by ρo,h and ρrh,l

by ρl,h. By MLE procedure, we have

1

KHF

KHF∑
k=1

log

(
ρl,h(yh,k | Υk

h)

ρb,h(yh,k | Υk
h)

)
=

1

KHF

KHF∑
k=1

log

(
ρl,h(yh,k | Υk

h)

ρo,h(yh,k | Υk
h)

)
+

1

KHF

KHF∑
k=1

log

(
ρo,h(yh,k | Υk

h)

ρb,h(yh,k | Υk
h)

)

≥ 1

KHF

KHF∑
k=1

log(ρb,h(yh,k | Υk
h))−

1

KHF

KHF∑
k=1

log(ρo,h(yh,k | Υk
h))

=
1

KHF

KHF∑
k=1

{
rh(sh,k, ah,k)− rh,o(sh,k, ah,k)

+ log
( ∑
(s,a)∈Υh

exp(rh,o(s, a))
)
− log

( ∑
(s,a)∈Υh

exp(rh(s, a))
)}

≥ −4ϵmisspec,

here the first inequality comes from r̂lh ∈ G and ρl,h = argmaxρr,r∈G
1
K

∑K
k=1 log

(
ρh(y

k
h | skh)

)
, the second

inequality comes from the fact that log(
∑3

i=1 exp(xi)) being 1-Lipschitz for every component. Meanwhile, by
Markov’s inequality and Boole’s inequality, it holds with probability at least 1−δ that for all ρ̄ ∈ N[](Π, ∥·∥∞, 1/n),
we have

KHF∑
k=1

1

2
log

(
ρ̄(ykh | Υk

h)

ρb,h(ykh | Υk
h)

)
≤ KHF log

(
E
(s

(i)
h ,a

(i)
h )∼ηh,yh∼ρb,h

[
exp

(
1

2
log

(
ρ̄(yh | Υ)

ρb,h(yh | Υ)

))])
+ log

(
N[](Πh, ∥ · ∥∞, 1/KHF )

δ

)
,

specify ρ̄ to be the upper bracket of ρl,h, we have

−2KHF · ϵmisspec ≤ KHF log

(
E
(s

(i)
h ,a

(i)
h )∼ηh,yh∼ρb,h

[
exp

(
1

2
log

(
ρ̄(yh | Υh)

ρb,h(yh | Υh)

))])
+ log

(
N[](Πh, ∥ · ∥∞, 1/KHF )

δ

)
≤ KHF · log

(
E
(s

(i)
h ,a

(i)
h )∼ηh,yh∼ρb,h

[√
ρ̄(yh | Υh)

ρb,h(yh | Υh)

])
+ log

(
N[](Πh, ∥ · ∥∞, 1/KHF )

δ

)
= KHF · log

(
E
(s

(i)
h ,a

(i)
h )∼ηh

[ ∑
yh∈Υh

√
ρ̄(yh | Υh) · ρb,h(yh | Υh)

])

+ log

(
N[](Πh, ∥ · ∥∞, 1/KHF )

δ

)
,

Utilizing the log x ≤ x− 1, we have

1− E
(s

(i)
h ,a

(i)
h )∼ηh

[ ∑
yh∈Υh

√
ρ̄(yh | Υh) · ρb,h(yh | Υh)

]
≤ 1

KHF
log

(
N[](Πh, ∥ · ∥∞, 1/KHF )

δ

)
+ ϵmisspec.

Therefore we can bound the Hellinger distance between ρb,h and ρ̄,

h(ρ̄, ρb,h) = E
(s

(i)
h ,a

(i)
h )∼ηh

[ ∑
yh∈Υh

(
ρ̄(a | sh)1/2 − ρb,h(a | sh)1/2

)2]
(7)

≤ 2E
(s

(i)
h ,a

(i)
h )∼ηh

[
1−

∑
yh∈Υh

√
ρ̄(a | sh) · ρb,h(a | sh)

]
+

1

KHF
(8)

≤ 2

KHF
log

(
N[](Π, ∥ · ∥∞, 1/KHF )

δ

)
+

1

KHF
+ ϵmisspec, (9)
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here the second inequality comes from the fact that ρ̄ is a upper bracketing of Π. Moreover, it is easy to verify
that

E
(s

(i)
h ,a

(i)
h )∼ηh

[ ∑
yh∈Υh

((ρ̄(a | sh)1/2 + ρb,h(a | sh)1/2))2
]
≤ 2E

(s
(i)
h ,a

(i)
h )∼ηh

[ ∑
yh∈Υh

(ρ̄(a | sh) + ρb,h(a | sh))
]

(10)

≤ 2

KHF
+ 4, (11)

where the second inequality comes from the fact that π̄ is the 1/n-upper bracket of a probability distribution.
Combining the equation 7 and equation 10, by Cauchy-Schwarz inequality, we have

E
(s

(i)
h ,a

(i)
h )∼ηh

[
∥ρ̄(· | Υh)− ρb,h(· | Υh)∥21

]
≤ 15

KHF
· log

(
N[](Π, ∥ · ∥∞, 1/KHF )

δ

)
+ ϵmisspec,

here the L1 norm is taken under all (s, a) ∈ Υh. Meanwhile,

∥ρ̄(· | Υh)− ρb,h(· | Υh)∥21 − ∥ρl,h(· | Υh)− ρb,h(· | Υh)∥21 ≤
(
4 +

1

KHF

)
· 1

KHF
,

therefore we have

E
(s

(i)
h ,a

(i)
h )∼ηh

[
∥ρl,h(· | Υh)− ρb,h(· | Υh)∥21

]
≤ 20

KHF
· log

(
N[](Πh, ∥ · ∥∞, 1/KHF )

δ

)
+ ϵmisspec.

By Lemma Next, we bound N[](Πh, ∥ · ∥∞, 1/K) by N(G, ∥ · ∥∞, 1/4K). For all h ∈ [H], recall the definition

Πh(Υh) =
{
ρr(a | s) = exp(r(s, a))/

∑
a′∈Υh

exp(r(s, a′)) for some r ∈ Fh

}
.

It is easy to check that
|ρr(a | s)− ρr′(a | s)| ≤ 2 · ∥r − r′∥∞,∀(s, a) ∈ S ×A.

Recall that N(Fh, ∥ · ∥∞, 1/K) is the covering number for model class Fh. We have

N[](Πh, ∥ · ∥∞, 1/KHF ) ≤ N(Gh, ∥ · ∥∞, 1/4KHF ) (12)

always hold for all h ∈ [H] by Lemma C.2. Thus we conclude the proof in Step (i).

Step (ii).Note that by Lemma C.6, we can turn into a bound in expectation:

E
[
E
(s

(i)
h ,a

(i)
h )∼ηh

[
∥ρl,h(· | Υh)− ρb,h(· | Υh)∥21

]]
(13)

≤ O

(
1

KHF
log
(
H ·N(Gh, ∥ · ∥∞, 1/KHF )

)
+ ϵmisspec

)
,

where the expectation is taken with respect to the data-generating process. Recall that

ρl,h((s, a) | Υh) =
exp(rlh(s, a))∑

a∈Υh
exp(rlh(s, a))

,

ρb,h((s, a) | Υh) =
exp(rh(s, a))∑

a∈Υh
exp(rh(s, a))

,

with rh(s
f , af ) = 0. By basic algebra, we have

∑
(s,a)∈Υh

|rh(s, a)− (rlh(s, a)− rl(sf , af )|2 =
∑

(s,a)∈Υh

∣∣∣∣ log( ρl,h(s, a | Υh)

ρb,h(s, a | Υh)

)
− log

(
ρl,h(s

f , af | Υh)

ρb,h(sf , af | Υh)

)∣∣∣∣2
≤ 20 · ∥ρl,h(· | Υh)− ρb,h(· | Υh)∥21
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for any arbitrary Υh. Combine this with equation 13, we have

E
[ ∫

X
|rh(s, a)− (rlh(s, a)− rlh(s

f , af ))|2dηh(s, a)
]
≤ O

(
1

KHF
log
(
H ·N(Gh, ∥ · ∥∞, 1/KHF )

)
+ ϵmisspec

)
.

Recall that in Algorithm 1, we construct r̂h(s, a) = rlh(s, a)− rlh(s
f , af ). Therefore we have

E
[ ∫

X
|rh(s, a)− r̂h(s, a)|2dηh(s, a)

]
≤ O

(
1

KHF
log
(
H ·N(Gh, ∥ · ∥∞, 1/KHF )

)
+ ϵmisspec

)
. (14)

Step (iii).Note that the bound in 14 consists of two terms: the approximation error of the neural network Gh,
and the model class complexity of Gh. With Assumption 4.3, we connect the equation 14 with the selection of
a proper neural network class. Recall that f ∈ HαHF ([0, 1]dHF ), and ψ ∈ HαHF . We consider f̂(ψ̂(x)), with

ϕ̂ : M → [0, 1]dHF . Then the approximation error in the norm L∞ has the following decomposition:

|f̂ ◦ ψ̂(x)− f ◦ ψ(x)| ≤ |f̂ ◦ ψ̂(x)− f̂ ◦ ψ(x)|+ |f̂ ◦ ψ(x)− f ◦ ψ(x)| (15)

≲ ∥f̂ − f∥∞ + max
i∈[dHF ]

∥ψ̂i − ψi∥∞, (16)

therefore to bound the approximation error of r = f ◦ ψ, we only need to approximate ψ and f respectively. By
Lemma 2 in Nguyen-Tang et al. (2022), for every function h ∈ HαHF and bounded in [0, R] and a neural network
class E(L, p, I, τ, R), if

L = O

(
log

1

ϵ

)
, p = O

(
ϵ
− dHF

αHF

)
, I = O

(
ϵ
− dHF

αHF log
1

ϵ

)
,

τ = max
{
B, 1,

√
d, ω2

}
, R = 1,

then we have
min
f∈E

∥f − h∥∞ ≤ ϵ.

therefore, by equation 15, to guarantee ming∈Gh(R̃,τ̃ ,L̃,p̃,Ĩ) ∥g − r∥∞ ≤ O(ϵ), we only need to guarantee that

∥f − f̂∥∞ ≤ ϵ and ∥ψh − ψ̂i
h∥∞ ≤ ϵ respectively. It suffices to choose

L̃ = O

(
log

1

ϵ

)
, p̃ = O

(
ϵ
− dHF

αHF · dHF

)
, Ĩ = O

(
ϵ
− dHF

αHF · dHF · log 1

ϵ

)
,

τ̃ = max{B, 1,
√
dHF , ω

2}, R̃ = 1. (17)

Note that by Lemma C.3, this implies a log-covering number of

logN(H · Gh, ∥ · ∥∞, 1/KHF ) ≤ O

(
log

(
2L2(pB + 2)κLpL+1

1/KHF

)KHF
)

(18)

≤ O

(
ϵ−dHF /αHF · log3 2

ϵ
· logKHF

KHF

)
.

Recall that in Step (ii) we have

E
[ ∫

X
(rh(s, a)− r̂h(s, a))

2dηh(s, a)

]
≤ O

(
ϵ+ logN(H · Gh, ∥ · ∥∞, 1/K)

)
.

Set ϵ = ϵmisspec in equation 17 and equation 18, then we have

E
[ ∫

X
(rh(s, a)− r̂h(s, a))

2dqπh

]
≤ O

(
ϵmisspec + ϵ

−dHF /αHF

misspec · log3 2

ϵmisspec
· logKHF

KHF

)
for all Gh(R̃, τ̃ , L̃, p̃, Ĩ) with h ∈ [H]. Finally, set ϵmisspec = ϵ20, and we conclude the proof of Lemma 4.4.
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B Proof For Theorem 4.6

Proof. In Theorem 4.6, we aim to bound the L1 distance between our estimate vπ and v̂π. We decompose error
recursively for a summation of H-in step errors and then change the probability measure. The key is to find a

upper bound for E(s,a)∼qπh (s,a)

[∣∣∣∣T̂ π
h Q̂

π
h+1 − T π

h Q
π
h+1

∣∣∣∣]. First, by definition of v̂π and Bellman equation, we have

E
∣∣vπ − v̂π

∣∣ = E
[∣∣∣∣ ∫

X
(Qπ

1 − Q̂π
1 )(s, a)dq

π
1 (s, a)

∣∣∣∣]
≤ E

[ ∫
X

∣∣Qπ
1 − Q̂π

1

∣∣(s, a)dqπ1 (s, a)],
here the expectation is taken with respect to the data generating process, i.e. (s, a) ∼ qπ1 . The first equality
comes from the Bellman equation, and the second inequality comes from Jensen’s inequality. Now we analyze
how the estimation error would propagate with the horizon length H, and prove our result by mathematic
induction. For the expected error for Q̂h, we have

E
[ ∫

X

∣∣Qπ
h(s, a)− Q̂π

h(s, a)
∣∣]

= E
[ ∫

X

∣∣T π
h Q

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

∣∣dqπh(s, a)]
≤ E

[ ∫
X

∣∣T π
h Q

π
h+1(s, a)− T π

h Q̂
π
h+1(s, a)

∣∣dqπh(s, a)]︸ ︷︷ ︸
(i)

+ E
[ ∫

X

∣∣T π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

∣∣dqπh(s, a)]︸ ︷︷ ︸
(ii)

,

To bound (i), note that T f(s, a) − T g(s, a) = E
[
f(s′, a′) − g(s′, a′) | s, a

]
, where (s′, a′) is the succeeding

state-action pair after (s, a). Therefore by Jensen’s inequality, we have

(i) ≤ E
[ ∫

X
E
[∣∣Qh+1(s

′, a′)− Q̂h+1(s
′, a′)

∣∣ | s, a]dqπh(s, a)]
≤ E

[ ∫
X

∣∣Qh+1(s, a)− Q̂h+1(s, a)
∣∣dqπh+1(s, a)

]
.

Next, we bound (ii) by the distribution shift captured by χ2
Q distance. For notation simplicity, we define the

surrogate Bellman operator:

T̄ π
h Q̂

π
h+1 := r̂h + Pπ

h Q̂
π
h+1,

and we have

(ii) ≤ E
[ ∫

X

∣∣T̂ π
h Q̂

π
h+1(s, a)− T̄ π

h Q̂
π
h+1(s, a)

∣∣dqπh(s, a)]+ E
[ ∫

X

∣∣T π
h Q̂

π
h+1(s, a)− T̄ π

h Q̂
π
h+1(s, a)

∣∣dqπh(s, a)]
= E

[ ∫
X

∣∣T̂ π
h Q̂

π
h+1(s, a)− T̄ π

h Q̂
π
h+1(s, a)

∣∣dqπh(s, a)]︸ ︷︷ ︸
(iii)

+E
[ ∫

X

∣∣r̂h(s, a)− rh(s, a)
∣∣dqπh(s, a)]︸ ︷︷ ︸

(iv)

.

We now aim to bound (iii) and (iv) by the distribution shift of D and DHF with respect to π, respectively. First,
notice that

(iv) ≤ E
[
E
[√∫

X

(
rh(s, a)− r̂h(s, a)

)2
dηh(s, a) ·

√
1 + χ2

Q(q
π
h , ηh) | D

HF
h+1, . . . ,DHF

H

]]
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≤
√
1 + χ2

Q(q
π
h , ηh) ·

√
E
[
E
[∫

X

(
rh(s, a)− r̂h(s, a)

)2
dηh(s, a) | Dh+1, . . . ,DH

]]

=
√
1 + χ2

Q(q
π
h , ηh) ·

√
E
[∫

X

(
rh(s, a)− r̂h(s, a)

)2
dηh(s, a)

]
,

By Theorem 4.4, we have

E
[∫

X

(
rh(s, a)− r̂h(s, a)

)2
dηh(s, a)

]
≤ O

(
ϵ20 + ϵ

−2d̃/α̃
0 · logKHF

KHF
· log3 2

ϵ0

)
for all ϵ0 ∈ (0, 1) and G defined in Theorem 4.4. Therefore we have

(iv) ≤
√
1 + χ2

Q(q
π
h , ηh) ·O

(
ϵ20 + ϵ

−2d̃/α̃
0 · logKHF

KHF
· log3 2

ϵ0

)
.

For (iii), we have

(iii) ≤ E
[
E
[√∫

X

(
T̄ π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a) ·
√

1 + χ2
Q(q

π
h , q

π0

h ) | Dh+1, . . . ,DH

]]

≤
√

1 + χ2
Q(q

π
h , q

π0

h ) ·

√
E
[
E
[∫

X

(
T̄ π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a) | Dh+1, . . . ,DH

]]

=
√

1 + χ2
Q(q

π
h , q

π0

h ) ·

√
E
[∫

A

(
T̄ π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a)

]
. (19)

The first inequality comes from Lemma C.5, and the third equality comes from the definition of conditional
expectation. By equation 19, we bound the estimation error under the distribution induced by π by the distribu-
tion shift between π0 and π. Now we are operating on the distribution induced by π0, and there’s no distribution
shift between distribution induced by π0 and the data generating distribution.

Now we have the following decomposition:

E
[ ∫

X

(
T̄ π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a)

]
= E

[
2

K

K∑
k=1

(
T̄ π
h Q̂

π
h+1(sh,k, ah,k)− T̂ π

h Q̂
π
h+1(sh,k, ah,k)

)2]
+ E

[ ∫
X

(
T̄ π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a)

]
− E

[
2

K

K∑
k=1

(
T̄ π
h Q̂

π
h+1(sh,k, ah,k)− T̂ π

h Q̂
π
h+1(sh,k, ah,k)

)2]
= ϵapprox + ϵgeneral,

where we define the empirical approximation error and generalization error respectively, i.e.

ϵapprox := E
[
2

K

K∑
k=1

(
T̄ π
h Q̂

π
h+1(sh,k, ah,k)− T̂ π

h Q̂
π
h+1(sh,k, ah,k)

)2]
,

ϵgeneral := E
[ ∫

X

(
T̄ π
h Q̂

π
h+1(s, a)− T̂ π

h Q̂
π
h+1(s, a)

)2
dqπ0

h (s, a)

]
− E

[
2

K

K∑
k=1

(
T̄ π
h Q̂

π
h+1(sh,k, ah,k)− T̂ π

h Q̂
π
h+1(sh,k, ah,k)

)2]
.
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Here both expectation are taken with respect to the dataset generating process. By Lemma C.6, we have

ϵgeneral ≤
104R2

3K
logN (δ/4R,F(R, κ, L, p,K), ∥ · ∥∞) +

(
4 +

1

2R

)
δ.

We now only need to bound the empirical approximation error ϵapprox. Lemma C.4 allows us to have we have

ϵapprox ≤ 4 inf
f∈F(R,∥,L,p,I)

∫
X

(
f(s, a)− T̄ π

h Q̂
π
h(s, a)

)2
dqπ0

h (s, a)

+ 48σ2 logN (δ,F(R, κ, L, p, I), ∥ · ∥∞) + 2

K

+

(
8
√
6

√
logN (δ,F(R, κ, L, p, I), ∥ · ∥∞) + 2

K
+ 8

)
σδ, (20)

where σ is the variance of the sample point r̂h(sh,k, ah,k) +
∫
A Q̂h(sh,k, a)π(a | sh,k)da with mean T̄hQ̂h(sh, ah),

strictly upper bounded by HR. Note that equation 20 is controlled by two terms: the L2 approximation ability
of Fh under distribution qπh , and the logarithm of function class covering number, which represents the function

class complexity. We now only need to estimate the term inff∈F(R,∥,L,p,I)

∫
X

(
f(s, a)− T̄ π

h Q̂
π
h(s, a)

)2
dqπ0

h (s, a).

Here the only problem is r̂h is generated by a neural network and is therefore not Holder in general, which
makes it untractable. Nevertheless, by Theorem 4.4, the difference between r̂h and the Hölder function rh can
be bounded, and we have

inf
f∈F(R,τ,L,p,I)

∫
X

(
f(s, a)− T̄ π

h Q̂
π
h(s, a)

)2
dqπ0

h (s, a)

≤2

{
inf

f∈F(R,τ,L,p,I)

∫
X

(
f(s, a)− rh(s, a)− Pπ

h Q̂
π
h(s, a)

)2
dqπ0

h (s, a)

+

∫
X

(
rh(s, a)− r̂h(s, a)

)2
dqπ0

h (s, a)

}
≤2

{
inf

f∈F(R,τ,L,p,I)

∫
X

(
f(s, a)− rh(s, a)− Pπ

h Q̂
π
h(s, a)

)2
dqπ0

h (s, a)

+O

(
ϵ20 + ϵ

−2dHF /αHF

0 · log3 2

ϵ0
· logKHF

KHF

)
,

(21)

Plugging this back to ϵapprox and combining with ϵapprox, we have

(ii) ≤
{

inf
f∈F(R,τ,L,p,I)

∫
X

(
f(s, a)− rh(s, a)− Pπ

h Q̂
π
h(s, a)

)2
dqπ0

h (s, a)

+O

(
ϵ20 + ϵ

−2dHF /αHF

0 · log3 2

ϵ0
· logKHF

KHF

)
+
R2

K
logN (δ/4R,F(R, κ, L, p,K), ∥ · ∥∞) +

(
4 +

1

2R

)
δ

+ σ2 logN (δ,F(R, κ, L, p, I), ∥ · ∥∞)

K

+ σδ ·
√

logN (δ,F(R, κ, L, p, I), ∥ · ∥∞)

K

}1/2

·
√
1 + χ2

Q(q
π
h , q

π0

h )

+O

(
ϵ20 + ϵ

−2dHF /αHF

0 · log3 2

ϵ0
· logKHF

KHF

)
·
√

1 + χ2
Q(q

π
h , ηh).

Combining everything together, we have

E
[ ∫

X
|Qπ

h(s, a)− Q̂π
h(s, a)|dqh(s, a)

]
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≲ E
[ ∫

X
|Qπ

h+1(s, a)− Q̂π
h+1(s, a)|dqh+1(s, a)

]
+

{
inf

f∈F(R,τ,L,p,I)

∫
X

(
f(s, a)− rh(s, a)− Pπ

h Q̂
π
h(s, a)

)2
dqπ0

h (s, a)

+O

(
ϵ20 + ϵ

−2dHF /αHF

0 · log3 2

ϵ0
· logKHF

KHF

)
+
R2

K
logN (δ/4R,F(R, τ, L, p,K), ∥ · ∥∞) +

(
4 +

1

2R

)
δ

+ σδ ·
√

logN (δ,F(R, τ, L, p, I), ∥ · ∥∞)

K

+ σ2 logN (δ,F(R, τ, L, p, I), ∥ · ∥∞)

K

}1/2

·
√
1 + χ2

Q(q
π
h , q

π0

h )

+O

(
ϵ20 + ϵ

−2dHF /αHF

0 · log3 2

ϵ0
· logKHF

KHF

)
·
√

1 + χ2
Q(q

π
h , ηh). (22)

To balance the bias-variance tradeoff, we only need to initialize the size of function class Fh and Gh deliberately.
By Lemma 2 in Nguyen-Tang et al. (2022) and Assumption 4.1, in order to yield a function f such that ∥f −
T̄ π
h Q̂

π
h∥∞ ≤ ϵ, we need

L = O

(
log

1

ϵ

)
, p = O

(
ϵ−

d
α

)
, I = O

(
ϵ−

d
α · log 1

ϵ

)
,

τ = max{B,H,
√
d, ω2}, R = H,

recall that d is the intrinsic dimension of (s, a), B is the upper bound of (s, a) in L∞, ω is the reach of Riemannian
manifold. O(·) hides factors of logD,α, d and surface area of X .

By Lemma C.3, for a ReLU neural network H, we have

logN (δ,H(L, p, I, τ, R)) = log

(
2L2(pB + 2)τLpL+1

δ

)I

≲ ϵ−
d
α log3

1

ϵ
log

1

δ
,

here H ∈ {F ,G}, we hide the constant depending on logB,ω and log log n. Plugging it in, we have

E
[ ∫

X
|Qπ

h(s, a)− Q̂π
h(s, a)|dqh(s, a)

]
≤ E

[ ∫
X
|Qπ

h+1(s, a)− Q̂π
h+1(s, a)|dqh+1(s, a)

]
+

{
O

(
ϵ20 + ϵ

−2dHF /αHF

0 · log3 2

ϵ0
· logKHF

KHF

)
+
H2

K

(
(ϵ−d/α +D) log3

1

ϵ
log

1

δ

)
+

(
4 +

1

2H

)
δ

+Hδ ·

√
ϵ−d/α + log3 1

ϵ log
1
δ

K

}1/2

·
√
1 + χ2

Q(q
π
h , q

π0

h )

+O

(
ϵ20 + ϵ

−2dHF /αHF

0 · log3 2

ϵ0
· logKHF

KHF

)
·
√
1 + χ2

Q(q
π
h , ηh).

Now we need to balance the tradeoff between model complexity and model approximation ability. We choose

ϵ, ϵ0 to satisfy ϵ2 = 1
K ϵ

−d/α, ϵ0 = 1
KHF

ϵ
−2d/α
0 , which gives ϵ = K− α

2α+d and ϵ0 = K
− αHF

2αHF +2dHF . It suffices to
pick δ = 1/K. And we conclude that

E
[ ∫

X
|Qπ

h(s, a)− Q̂π
h(s, a)|dqh(s, a)

]
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≤ E
[ ∫

X
|Qπ

h+1(s, a)− Q̂π
h+1(s, a)|dqh+1(s, a)

]
+ c ·

√
1 + χ2

Q(q
π
h , q

π0

h )H

(
K− α

2α+d +K
− αHF

2αHF +2dHF

HF +

√
D

K

)
log3/2K

+ c′ ·
√
1 + χ2

Q(q
π
h , ηh) ·K

− αHF
2αHF +2dHF

HF ,

where constant c depends on logD, logKHF , d, α, p, q, B, ω and surface area of X . Note that by Lemma 2 in
Nguyen-Tang et al. (2022), it suffices to choose F(R, τ, L, p, I) such that

L = O

(
α

2α+ d
· logK

)
, p = O

(
K

d
2α+d

)
, I = O

(
α

2α+ d
·K

d
2α+d · logK

)
,

τ = max{B, 1,
√
d, ω2}, R = H.

By our selection of ϵ0 = K
− αHF

2αHF +2dHF , by Theorem 4.4, it suffices to choose G(R̃, τ̃ , L̃, p̃, Ĩ) such that

L̃ = O

(
αHF

2αHF + dHF
· logKHF

)
, p̃ = O

(
K

dHF
2αHF +dHF

HF · dHF

)
, Ĩ = O

(
α

2α+ d
·K

dHF
2αHF +dHF

HF · dHF · logKHF

)
,

τ̃ = max{B, 1,
√
dHF , ω

2}, R̃ = 1.

By simple induction, we can prove that

E
[ ∫

X
|Qπ

1 (s, a)− Q̂π
1 (s, a)|dqh(s, a)

]
≤

H∑
h=1

√
1 + χ2

Q(q
π
h , q

π0

h ) ·H
(
K− α

2α+d +

√
D

K

)
log3/2K

+

H∑
h=1

(√
1 + χ2

Q(q
π
h , ηh) +

√
1 + χ2

Q(q
π
h , q

π0

h )

)
·K

− dHF
2αHF +dHF

HF · logK3/2.

Taking expectation and we conclude the proof.
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C Auxiliary Lemma

Lemma C.1. For a positive random variable X and constant c1, c2 > 0, if with probability at least 1 − δ that
X ≤ (c1 + log(1/δ)) · c2 for all δ ∈ [0, 1], then we have E[X] ≤ (1 + c1) · c2.

Proof. By condition, we have

P
(
X

c2
− c1 > t

)
≤ e−t,

invoking E[X] =
∫
t≥0

P(X > t)dµ(t), and we have

E
[
X

c2
− c1

]
≤
∫
t≥0

e−tdt = 1,

and we conclude the proof.

Lemma C.2. Consider a class F of functions mθ : θ ∈ Θ indexed by a parameter θ in an arbitrary index set Θ
with a metric d. Suppose that the dependence on θ is Lipschitz in the sense that

|mθ1(x)−mθ2(x)| ≤ d (θ1, θ2)F (x)

for some function F : X → R, for every θ1, θ2 ∈ Θ and x ∈ X . Then, for any norm ∥ · ∥, the bracketing numbers
of this class are bounded by the covering numbers:

N[](F , ∥ · ∥, 2ϵ∥F∥) ≤ N(Θ, d, ϵ).

Proof. See Lemma 2.14 in Sen (2018) for details.

Lemma C.3 (Lemma 7 in Chen et al. (2022)). Given δ > 0, the δ-covering number of the neural network class
F(R, κ, L, p,K) satisfies

N (δ,F(R, κ, L, p,K), ∥ · ∥∞) ≤
(
2L2(pB + 2)τLpL+1

δ

)I

.

Lemma C.4 (Lemma 5 in Chen et al. (2022)). Fix the neural network class F (M,L, J, I, τ1, τ2, V ). Let X be
a d-dimensional compact Riemannian manifold that satisfies Assumption 4.1. We are given a function f0. We
are also given samples Sn = {(xi, yi)}ni=1, where xi are i.i.d. sampled from a distribution Px on X and yi =
f0 (xi) + ζi. ζi ’s are i.i.d. sub-Gaussian random noise with variance σ2, uncorrelated with xi ’s. If we compute
an estimator

f̂n = argmin
f∈F

1

n

n∑
i=1

(f (xi)− yi)
2

with the neural network class F = F (M,L, J, I, τ1, τ2, V ). For any constant δ ∈ (0, 2V ), we have

E
[
1

n

n∑
i=1

(
f̂n(x)− f0(x)

)2] ≤ 2 inf
f∈F(M,L,J,I,τ1,τ2,V )

∫
X
(f(x)− f0(x))

2
dPx(x)

+ 24σ2 logN (δ,F (M,L, J, I, τ1, τ2, V ) , ∥ · ∥∞) + 2

n

+

(
4
√
6

√
logN (δ,F (M,L, J, I, τ1, τ2, V ) , ∥ · ∥∞) + 2

n
+ 4

)
σδ,

where N (δ,F (M,L, J, I, τ1, τ2, V ) , ∥ · ∥∞) denotes the δ-covering number of F (M,L, J, I, τ1, τ2, V )
with respect to the ℓ∞ norm, i.e., there exists a discretization of F (M,L, J, I, τ1, τ2, V ) into
N (δ,F (M,L, J, I, τ1, τ2, V ) , ∥ · ∥∞) distinct elements, such that for any f ∈ F , there is f̄ in the discretization
satisfying ∥f̄ − f∥∞ ≤ ϵ.
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Lemma C.5. Given a function class Q that contains functions mapping from X to R and two probability
distributions q1 and q2 supported on X , for any g ∈ Q,

Ex∼q1 [g(x)] ≤
√
Ex∼q2 [g

2(x)]
(
1 + χ2

Q (q1, q2)
)
.

Proof.

Ex∼q1 [g(x)] =

√
Ex∼q2 [g

2(x)]
Ex∼q1 [g(x)]

2

Ex∼q2 [g
2(x)]

≤

√
Ex∼q2 [g

2(x)] sup
f∈Q

Ex∼q1 [f(x)]
2

Ex∼q2 [f
2(x)]

=
√
Ex∼q2 [g

2(x)]
(
1 + χ2

Q (q1, q2)
)
,

where the last step is by the definition of χ2
Q (q1, q2) := supf∈Q

Eq1
[f ]2

Eq2
[f2] − 1.

Lemma C.6 (Lemma 6 in Chen et al. (2022)). For any constant δ ∈ (0, 2R), the generalization error ϵgeneral
satisfies

ϵgeneral ≤
104R2

3K
logN (δ/4R,F(R, κ, L, p,K), ∥ · ∥∞) +

(
4 +

1

2R

)
δ.
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Checklist

1. For all models and algorithms presented, check if you include:

(a) A clear description of the mathematical setting, assumptions, algorithm, and/or model. [Yes/No/Not
Applicable] Yes.

(b) An analysis of the properties and complexity (time, space, sample size) of any algorithm. [Yes/No/Not
Applicable] Yes.

(c) (Optional) Anonymized source code, with specification of all dependencies, including external libraries.
[Yes/No/Not Applicable] N/A.

2. For any theoretical claim, check if you include:

(a) Statements of the full set of assumptions of all theoretical results. [Yes/No/Not Applicable] Yes.

(b) Complete proofs of all theoretical results. [Yes/No/Not Applicable] Yes.

(c) Clear explanations of any assumptions. [Yes/No/Not Applicable] Yes.

3. For all figures and tables that present empirical results, check if you include:

(a) The code, data, and instructions needed to reproduce the main experimental results (either in the
supplemental material or as a URL). [Yes/No/Not Applicable] N/A.

(b) All the training details (e.g., data splits, hyperparameters, how they were chosen). [Yes/No/Not Ap-
plicable] N/A.

(c) A clear definition of the specific measure or statistics and error bars (e.g., with respect to the random
seed after running experiments multiple times). [Yes/No/Not Applicable] Yes.

(d) A description of the computing infrastructure used. (e.g., type of GPUs, internal cluster, or cloud
provider). [Yes/No/Not Applicable] N/A.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets, check if you
include:

(a) Citations of the creator If your work uses existing assets. [Yes/No/Not Applicable] N/A.

(b) The license information of the assets, if applicable. [Yes/No/Not Applicable] N/A.

(c) New assets either in the supplemental material or as a URL, if applicable. [Yes/No/Not Applicable]
N/A.

(d) Information about consent from data providers/curators. [Yes/No/Not Applicable] N/A.

(e) Discussion of sensible content if applicable, e.g., personally identifiable information or offensive content.
[Yes/No/Not Applicable] N/A.

5. If you used crowdsourcing or conducted research with human subjects, check if you include:

(a) The full text of instructions given to participants and screenshots. [Yes/No/Not Applicable] N/A.

(b) Descriptions of potential participant risks, with links to Institutional Review Board (IRB) approvals if
applicable. [Yes/No/Not Applicable] N/A.

(c) The estimated hourly wage paid to participants and the total amount spent on participant compensa-
tion. [Yes/No/Not Applicable] N/A.
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