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Abstract - Curse of dimensionality is a major difficulty with 
the classic optimization methods for high dimensional 
applications in which the problem size grows rapidly and 
mostly exponential with the number of space. In this work we 
present a simple yet effective multi-agent approach to apply 
distributed particle swarm optimization to meet such demand. 
Lip detection in color images, as a high-dimensional problem, 
has been investigated and a novel approach for obtaining an 
optimized lip-map was proposed. Experimental results show 
92% correction rate which is 11% increase in comparison to 
the simple approach. A computational complexity analysis 
also shows the superiority of the proposed architecture to be 
used in other large scale application. 

Keywords: High dimensionality, Multi-agent systems, Particle 
Swarm Optimization, Lip detection. 

 

1 Introduction
  Optimization problems have always been a matter of 
concern specially when dealing with high dimensionality. A 
major difficulty with the classic solutions of such problems is 
the curse of dimensionality in which the problem size grows 
rapidly and mostly exponential with the number of space 
dimensions. Evolutionary algorithms such as evolutionary 
programming have been studied in the domain of high-
dimensional problems (up to 1000-dimensions) [1]. The usual 
effective mechanism for handling high dimensional problem 
optimization is cooperative co-evolution with the following 
divide-and-conquer strategy: 

1) Problem decomposition: Splitting the object vectors into 
some smaller subcomponents. 

2) Optimize subcomponents: Evolve each subcomponent 
with a certain optimizer separately. 

3) Cooperative combination: Combine all subcomponents 
to form the whole system. 

With respect to this strategy, problem decomposition, 
optimizer selection, and subcomponents cooperation are the 
tree crucial issues. Cooperative co-evolution architecture was 
firstly proposed by Potter for genetic algorithms (GAs) [2] 
and then successfully applied to other methods such as 
evolutionary programming (EP) [1], evolution strategy (ES) 
[3], and particle swarm optimization [4]. Multi-objective 
evolutionary algorithms (MOEAs) are stochastic, population-
based computational procedures mimicking evolutionary 
concepts in an attempt to find the global optima of problems 
with multiple objectives. [5] Parallel multi-objective 
evolutionary algorithms (pMOEAs) are also used to find 
optimal solution for multi-objective problems in which the 
fitness functions are computationally expensive and therefore 
parallel function decomposition comes handy. 

1.1  Contributions 
       Distributed processing provides us with simultaneous 
and effective use of distributed computational and 
informational resources. In this work we focused on 
constructing a multi-agent distributed system for parallel 
optimization of high-dimensional problems to reach sooner 
convergence. We then applied our distributed PSO model for 
detecting lips in color images as a sample of a high 
dimensional problem. We also provide a computational 
complexity analysis to show the effectiveness of our work. 

      The structure of the paper is as follows: Section 2 briefly 
describes previous related work, our distributed agent-based 
optimization method is presented in section 3, and lip 
detection as a high dimensional optimization problem and 
experimental result is dedicated to section 4. We finalize our 
work with a computational complexity comparison in section 
5 and a conclusion part in section 6. 
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2 Related Work 
 Generally real-world multi-objective optimization 
problems have high computational cost of multiple objective 
function evaluations which naturally leads to the 
consideration of parallel and distributed processing. Some 
optimization methods are parallel by their natural properties 
and each computational component can be regarded as an 
independent part. Thus parallel and distributed computing can 
assign each part to one of the parallel/distributed processors. 
This idea has been extensively applied to optimize other 
problems. In [5] a master-slave approach to parallelize PSO 
was mentioned. With only one master processor tracking the 
particles and collecting simulations results, the particles are 
distributed to clusters if slave processors which perform the 
evaluations. MOEAs use various evolutionary operations to 
find satisfactory solution, if not the real optimal one. 
Evolutionary algorithms (EAs) and MOEAs are adaptive 
stochastic search techniques in the soft computing domain 
[6]. Generic EAs such as GAs, ES, EP, and genetic 
programming (GP) are all successfully extended to MOEAs 
implementations [7]. Authors in [5] presented pMOEA 
symbolic formulations, describe pMOEA design and 
implementation issues, propose options for satisfactory 
resolution, and discuss various practical considerations. The 
result is a generic design plan with a list of parameter 
considerations, which researchers should consider in 
designing and implementing efficient and effective pMOEAs, 
regardless of their application problem domain.Contributions 

  

3 Proposed Agent-based Optimization  
       Particle Swarm Optimization (PSO) [8] is a population 
based stochastic optimization technique inspired by social 
behavior of bird flocking or fish schooling. In PSO, the 
potential solutions, called particles, fly through the problem 
space by following the current optimum particles. The system 
is initialized with a population of random solutions and 
searches for optima by updating generations. Each particle 
keeps track of its coordinates in the problem space which are 
associated with the best solution (fitness) it has found 
currently. It can be taken as a particle that flying in the n-
dimensional space. In order to find the optimal solution, each 
particle adjusts its flying velocity according to its own flying 
experience and its companions' flying experience at each 
iteration. Hence each particle has a position (xid) and a speed 
(vid) in the multidimensional space. The particle position 
indicates the possible solution in the multidimensional space 
and the speed indicates the amount of change between the 
current and next positions. The algorithm stores the previous 
best position of each particle (pid) and the best global position 
of particles (pgd) [8]. 
 

)(*2*)(*1* 21 idgdidididid xprandcxprandcwvv �����  
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)2(ididid vxx ��  

Where w is the inertia weight and c1 and c2 are the 
acceleration constants. PSO has been successfully applied in 
many research and application areas. The main reason for 
choosing PSO as a basis for our work is that there are few 
parameters to adjust. One version, with slight variations, 
works well in a variety of applications.        

PSO is parallel by its nature since each particle can be 
regarded as an independent agent. Thus parallel and 
distributed computing can easily exploit this property and 
assign each agent to one of the parallel/distributed processors. 
Compared to the computational time in the fitness 
evaluations, the calculation of particles' positions and 
velocities represents a small fraction of the entire simulation. 
Due to the distributed property of our problem and also need 
for parallel computing to fasten processing, we decided to use 
multi-agent architecture. 

3.1 Multi-agent system for heterogenous environment 
      Nowadays Grid technology [9] provides us with 
simultaneous and effective use of distributed computational 
and informational resources. We equipped our distributed 
agent-based PSO with a communication mechanism to work 
well in Grid based heterogeneous environment which is 
suitable for many high-dimensional applications. Our multi-
agent system architecture is based on Java Agent 
DEvelopment (JADE) framework [10]. JADE is a software 
development framework aimed at developing multi-agent 
systems and applications in which agents communicate using 
FIPA1 Agent Communication Language (ACL) messages and 
live in containers which may be distributed to several 
different machines. JADE uses RMI2 method for 
communication. One of the most important characteristics of 
this tool is that programmer is not required to handle variables 
and functions concurrency as it is done automatically by the 
system. 
       JADE is capable of linking Web services and agents 
together to enable semantic web applications. A Web service 
can be published as a JADE agent service and an agent 
service can be symmetrically published as a Web service 
endpoint. Invoking a Web service is just like invoking a 
normal agent service. Web services’ clients can also search 
for and invoke agent services hosted within JADE containers. 
The Web Services Integration Gateway (WSIG) [11] uses a 
Gateway agent to control the gateway from within a JADE 
container. Interaction among agents on different platforms is 
achieved through the Agent Communication Channel. 
Whenever a JADE agent sends a message and the receiver 
lives on a different agent platform, a Message Transport 
Protocol (MTP) is used to implement lower level message 
delivery procedures [12]. Currently there are two main MTPs 
                                                           
1 Foundation for Intelligent Physical Agents (http://www.fipa.org) 
2 Remote Method Invocation 
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to support this inter-platform agent communication - CORBA 
IIOP-based and HTTP-based MTP.  

     Considering high-dimensional applications over separated 
networks, agent communications has to be handled behind 
firewalls and Network Address Translators (NATs), however, 
the current JADE MTP do not allow agent communication 
through firewalls and NATs. Fortunately, the firewall/NAT 
issue can be solved by using the current JXTA 
implementation for agent communication [13]. JXTA is a set 
of open protocols for P2P networking. These protocols enable 
developers to build and deploy P2P applications through a 
unified medium [14]. Obviously, JXTA is a suitable 
architecture for implementing MTP-s for JADE and 
consequently JADE agent communication within different 
networks can be facilitated by incorporating JXTA 
technology into JADE [13]. 

      In our simple proposed architecture, we use five different 
types of agents, each having its own characteristics as the 
followings: 

1) Manager Agent (MA): The MA has the responsibility of 
managing the whole system including other agent’s creation. 
The creation node determination is influenced by problem 
size.  

2) Problem Distributor Agent (PDA): This agent will 
distribute the problem search space to Swarm Agents. 

3) Swarm Agent (SA): SAs are used to optimize sub-
problems using PSO approach. 
4) Local Optimizer Agent (LOA): There are several LOAs, 
each of which associated with a group of SAs, which select 
best solution among them and also let SAs know the best of 
each group. 

5) Global Optimizer Agent (GOA): This agent has the 
responsibility to select best solution received by LOAs and let 
them know the best answer. LOAs then send this globally best 
result to its associated SAs.  

In the next section, we show how our distributed PSO 
model can be used for detecting lips in color images as a 
sample of a high dimensional problem. We also provide a 
computational complexity analysis in the section 5 to show 
the effectiveness of our work. 

 

4 Lip Detection as a High Dimensional 
Problem
      Lip Detection is perhaps one of the most critical 
preprocessing steps in many human-oriented applications 
such as speech recognition, lip reading, audio interaction, and 
dental application [15]-[16]. For this matter researchers have 
used either RGB or Segmentation approaches for lip 
detection.  

In RGB approach [17] the image is transformed by a linear 
combination of red, green and blue chrominance components 
of the RGB color space. To highlight the details of the lip 
envelop a high pass filter is then applied to the transformed 
image. The two generated images are then converted to obtain 
a binary image. The largest object in this binary image is 
recognized as the lip. The skin region identification has been 
used to separate the non-skin holes from skin regions in order 
to extract facial features from the image [18]. A thresholding 
box is then created and by which the image is searched line by 
line for the region to meet the certain criteria. In [19] a 
modified version of the predictive validation technique was 
mentioned that allows the use of the full covariance matrices 
used to select the model parameters. Then a Bayesian rule 
which is based on a subsequent grouping of the mixture 
components is used to recognize each pixel as lip or non-lip. 
Another technique is the hybrid edge which is exploited in 
[20]. In this method, hybrid edges combine pseudo hue and 
luminance information of the upper, fmiddle and lower 
section of the lip. 
      In image segmentation approach, many algorithms have 
been proposed. For color image segmentation, histogram-
based and cluster-based methods have been widely used. In 
[21], [22] a histogram segmentation technique was proposed 
which involves performing a fuzzy partition on a two-
dimensional histogram based on the maximum fuzzy entropy 
principle. In [23], the color lip region is segmented using a 
fuzzy thresholding algorithm with connectivity processing. In 
[24], a hue filter is used to weight the red hue, which is 
presumed to be the lip region. Then thresholding is used to 
segment the lip region. The main idea of lip detection method 
is based on characteristics of lip in YCbCr color space which 
demonstrates that lib region have high Cr and low Cb values 
[25]. In order to detect the lip, the following formula should 
be computed on every pixel of the image to separate the lip 
region from non-lip region. The formula is as follows: 

)3(
2
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      Where (Cr)2,(Cr/Cb) all are normalized to the range [0 1]. 
This formula is designed to brighten pixels with high Cr and 
low Cb values. (Cr)2 emphasizes pixels with higher Cr value 
and also  (Cr/Cb) component completes our idea that lip 
regions have high Cr and low Cb values. 
      Our simulation results show that this formula does not 
work properly for various kinds of images including the color 
of skin. Moreover it is not flexible under various lightening 
conditions. We need an optimization algorithm that clusters 
the pixels of lip from non-lips' pixels. In figure 1 some of the 
lips detected with this formula are demonstrated.  
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Figure 1. Sample of Lip Detection with formula 3,4. 

 
4.1 PSO Tuning Approach 
As discussed earlier, we need an approach that can cluster lip 
from other face region efficiently. We have proposed a novel 
approach based on PSO and YCbCr color characteristic of lip. 
Our goal in the proposed algorithm is to obtain the values of 
A and B in the following formula. The initial values of A and 
B are random numbers [0 1]. This should be accomplished in 
a way to separate the lip's pixels from non-lip ones: 

)5(***
2
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      In order to achieve the optimal values of A and B, two 
sets which include the pixels of lip and pixels of skin are 
created. These two sets are used to tune the A and B values 
and are concatenated to generate a new set train. For every 
pixels of set train formula 5 is calculated to obtain the lip-
map set. A clustering algorithm such as Fuzzy C-means 
(FCM) is used to cluster the lip-map set. The number of pixels 
which are clustered as a wrong category is computed. This 
number is the fitness function which should be minimized. 
Particles fly in two dimensions A and B until the optimized 
point which is the minimized value of fitness function, is 
reached. 
      In the following figure 2 and 3, values of lip's pixels and 
face's pixels are demonstrated before and after PSO tuning. 
As indicated in the figures, the first image is a high density 
composition of two set of pixels, however in the second one 
the pixels are separated properly. 
 
4.2 Experimental Results 
 
This section provides simulation results to evaluate our 
method with and without PSO tuning. We apply our 
algorithm on CVL [26] and Iranian databases. Summary of 
the detection results (including the number of images, 

detection rates) on the CVL and Iranian databases are 
presented in Table. 3 and Table. 4, respectively. The detection 
rate is computed by the ratio of the number of correct 
detection to that of all the images tested. Sample of detections 
on CVL and Iranian databases are demonstrated in figure 4 
and 5. 
 

 
Figure 2. lips and non-lips pixel before PSO tuning. 

 
Figure 3. Lips and non-lips pixel after PSO tuning 

CVL Database: CVL database consists of head and shoulder 
images taken from 114 people in 7 kinds of expressions. 
Among 7 images taken from a person, 3 of them are suitable 
for our purpose. These three photos are frontal view and with 
different expressions: serious, smile and grin. 
 

TABLE I. RESULTS ON CVL DATABASE WITHOUT PSO 

Expression Serious Smile Grin Total 
No. of image 110 110 110 330 
Data Rate (%) 84.54 82.72 80.90 82.72 

TABLE II. RESULTS ON THE IRANIAN DATABASE WITHOUT PSO 

Gender Female Male Total 
No. of image 28 22 50 
Data Rate (%) 78.56 81.18 80 

TABLE III. RESULTS ON CVL DATABASE WITH PSO 

Expression Serious Smile Grin Total 
No. of image 110 110 110 330 
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Data Rate (%) 92.72 90.99 89.09 91.22 

TABLE IV. RESULTS ON THE IRANIAN DATABASE WITH PSO 

Gender Female Male Total 
No. of image 28 22 50 
Data Rate (%) 92.85 91 92 

Iranian Database: Iranian database consists of head and 
shoulder images taken from 50 people. Images in Iranian 
database are taken under various lighting conditions. 
 

     
 

    
 

        

   
Figure 4. Sample of CVL Detection 

 

    
 

     
 

Figure 5. Sample of Iranian Detection 

5 Computational Complexity Analysis 
  Let n be number of particles, the serial PSO model needs 

O(n)-time algorithm for computing values by SAs and finding 
maximum amount. Therefore in i iterations to be completed 
the program runs in O(i.n). On the other hand, in our multi-
agent distributed system, sort of parallel computing is done. 
For simplicity, consider we have an equal amount of n/m SAs 
in each of the m sites. Since the serial operation mentioned 
above must also be done for each separate site, we will have a 
O(n/m) complexity for SAs behavior, O(n/m) for LOAs and a 
maximum computation in O(m) for the GOA. Consequently 
due to parallel characteristic of our architecture, we would 
finally have a O(i.(m+n/m))-time algorithm. 
      Suppose T1(n,m) defines the running time of the serial 
algorithm and T2(n,m) for the parallel one. We then have: 
 

T1(n,m)�O(n.i)     ,   T2(n,m)� O(i.(m+n/m)) 
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      Regarding this outcome we can always define appropriate 
number of sites (m) to reach a faster convergence for an 
optimization problem. 

6 Conclusion
A simple yet effective multi-agent particle swarm 
optimization method was proposed to overcome curse of 
dimensionality for large scale problems. Lip detection in color 
images, as a high-dimensional application, has been 
investigated and a novel approach for obtaining an optimized 
lip-map was proposed. Experimental results show 92% 
correction rate which is 11% increase in comparison to the 
simple approach. A computational complexity analysis also 
shows the superiority of the proposed architecture to be used 
in other large scale application. 
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