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ABSTRACT

In recent years, various fields in human language technology have been advanced by the success
of neural sequence-to-sequence modeling. The application of attention models to automatic speech
recognition, text and speech machine translation has become dominant and well-established.
Although the effectiveness of such models has been documented in scientific papers, not all aspects
of attention sequence-to-sequence models have been explored, and some essential concepts are still
missing. Therefore, the main contribution of this thesis centers around redesigning attention models
by proposing novel alternative models in terms of architecture and mathematical formulation for
language technology.

As attention models do not make any conditional dependence assumption on previous attention
information, inspired by statistical word alignments, this work first extends recurrent attention
models by implicitly including more alignment information from previous output positions.

Furthermore, from a modeling perspective, this research goes beyond current sequence-to-
sequence backbone models to directly incorporate input and output sequences in a 2D structure
where an attention mechanism is no longer required. This model distinguishes itself from attention
models in which inputs and outputs are treated as one-dimensional sequences over time and then
combined with an attention mechanism. In contrast to attention models which do not reinterpret
encoder states while decoding, the proposed model enhances the degree of variance in context
vectors by refining input representations to be sensitive to the partial translation.

Current state-of-the-art attention models also lack an explicit alignment, a core component
of traditional systems. Instead, their attention mechanism may be considered to produce an
implicit alignment. Such a gross simplification of a complex process complicates the extraction of
alignments between input and output positions. To enable attention models to be explainable and
their output to be better controlled, the next part of this study integrates the attention model
into the hidden Markov model formulation by introducing alignments as a sequence of hidden
variables. Since marginalization has an exponential number of terms in the alignment dependency
order of the model, a zero-order assumption that is simpler and more efficient is explored.

Finally, an exciting research direction is to combine speech recognition with text machine
translation for speech-to-text translation. Besides advancing a cascade of independently trained
speech recognition and machine translation systems, this thesis sheds light on multiple end-to-end
models to directly translate speech inputs to target texts. In this context, promising methods
are borrowed from speech recognition, and best practices are established for direct modeling.
Addressing and revisiting already proposed methods in the literature, the last part of this study
investigates and develops new approaches to leverage all types of available training data, i.e.,
speech-to-source, source-to-target, and speech-to-target text data. Ultimately, it is shown that
end-to-end models can practically translate speech utterances as a substitute solution to cascaded
speech translation.
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KURZFASSUNG

In den letzten Jahren wurden verschiedene Bereiche menschlicher Sprachtechnologie durch
den Erfolg neuronaler Sequenz-zu-Sequenz-Modellierung vorangebracht. Die Anwendung von
Attention-Modellen in der automatischen Spracherkennung sowie in der maschinellen Ubersetzung
von geschriebener und gesprochener Sprache hat sich inzwischen etabliert. Obwohl die Effektivitét
solcher Modelle in wissenschaftlichen Arbeiten dokumentiert wurde, sind noch nicht alle Aspekte
von Sequenz-zu-Sequenz-Modellen erforscht worden, die auf Attention-Modellen basieren, und
einige wesentliche Konzepte fehlen noch. Daher konzentriert sich diese Arbeit auf die Umgestaltung
von Attention-Modellen, indem neue Alternativen fiir die Sprachtechnologie vorgeschlagen werden.

Attention-Modelle haben keine bedingten Abhéngigkeiten zu fritheren Attention-Informationen.
Inspiriert von statistischen Wortalignierungen erweitert diese Arbeit zunéchst das rekurrente
Attention-Modell durch die implizite Einbeziehung weiterer Alignierungsinformationen aus fritheren
Ausgabepositionen.

Desweiteren geht diese Arbeit hinsichtlich der Modellierung iiber die derzeitigen Sequenz-zu-
Sequenz-Modelle hinaus, indem Eingabe- und Ausgabesequenzen direkt in eine 2D-Struktur
einbezogen werden, flir die ein Attention-Mechanismus nicht mehr erforderlich ist. Dieses Modell
unterscheidet sich von Attention-Modellen, bei denen die Eingabe und Ausgabe als eindimensionale
Sequenzen iiber die Zeit behandelt und dann mit einem Attention-Mechanismus kombiniert werden.
Im Gegensatz zu Attention-Modellen, welche die Encoder-Zustiande wahrend der Dekodierung
nicht neu interpretieren, erhoht das vorgeschlagene Modell die Expressivitdt der Kontextvektoren,
indem es die Eingangsreprisentationen so verindert, dass sie von der partiellen Ubersetzung
abhingen.

Den aktuellen Attention-Modellen fehlt auch eine explizite Alignierung, eine Kernkomponente
traditioneller Systeme. Stattdessen verfiigen sie iiber einen effektiven Attention-Mechanismus, der
als eine implizierte Form der Alignierung betrachtet werden kann. Eine solche starke Vereinfachung
eines komplexen Prozesses erschwert die Extraktion von Alignierungen zwischen Eingabe- und
Ausgabepositionen. Um die Erklérbarkeit von Attention-Modellen zu verbessern und eine besser
kontrollierbare Ausgabe zu ermoglichen, wird im néchsten Teil dieser Arbeit das Attention-Modell
in die Formulierung des Hidden Markov Modelles integriert, indem Alignierungen als eine Folge
von verborgenen Variablen eingefithrt werden. Da die Marginalisierung in der Ordnung der
Alignierungsabhéangigkeit exponentiell ist, wird eine einfachere und effizientere Approximation, in
der keine Abhéngigkeit angenommen wird, erforscht.

Eine interessante Forschungsrichtung ist schliefllich die Kombination von automatischer
Spracherkennung und Textiibersetzung hin zu Sprache-zu-Text-Ubersetzung.  Neben der
Aneinanderreihung von unabhéngig voneinander trainierten Spracherkennungs- und maschinellen
Ubersetzungssystemen beleuchtet diese Arbeit verschiedene End-to-End-Modelle zur direkten
Ubersetzung von gesprochener Sprache in einen Text. In diesem Zusammenhang werden vielver-
sprechende Methoden aus der Spracherkennung aufgegriffen und erfolgreiche Verfahren fiir die

x1



direkte Modellierung etabliert. Der letzte Teil dieser Studie untersucht und entwickelt neue Ansétze
zur Nutzung verfiigbarer Trainingsdaten, wobei bereits in der Literatur vorgeschlagene Metho-
den aufgegriffen werden. Letztlich wird gezeigt, dass End-to-End-Modelle eine praxistaugliche
Alternative zur Kombination von Spracherkennung und maschineller Ubersetzung sein konnen.
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1. INTRODUCTION

Spoken and written languages are regarded as one of the main features of human intelligence
and a natural means of communication between people. Developing intelligent systems that can
understand and generate human language is important to the science and engineering domains
and has become an objective, particularly in human language technology. It is also necessary
for computers to achieve their full potential in augmenting human intelligence. Early methods
towards this goal have attempted to simulate language capacity through predefined rules that are
too restrictive to capture the complexity of human language. But such manually-created rules
require human language experts; consequently, their creation is expensive and time-consuming.

Seen through the lens of statistical approaches [Manning & Schiitze 99], one can use mathematical
models to automatically learn rules from data, often referred to as data-driven methods. These
methods rely on learning from hundreds of thousands to millions of examples and enable the
development of language-independent techniques and the treatment of uncertainty. Over the
last decades, deep neural networks as a subcategory of the powerful machine learning field have
had remarkable success on a wide range of tasks. The standard way to learn a function that
maps an input sequence to an output sequence is to have supervision where a large number of
annotated examples are provided for training. The term supervised sequence modeling includes
most tasks where input sequences of data are aligned with output sequences of discrete labels.
The main difference from the standard supervised classification is that both inputs and outputs
form a strong correlation in sequence modeling. The underlying assumption here is that the
individual positions in sequences cannot be assumed to be independent. Since the alignment
between inputs and outputs is unknown in many cases, this requires algorithms that adequately
define the correspondence between the positions of these sequences.

This work studies neural-based sequence modeling for language technology in particular well-
known applications of machine translation (MT), automatic speech recognition (ASR), and coupling
the two, as speech-to-text translation or simply speech translation (ST). In common terminology, we
refer to machine translation as the translation of languages or texts. To be precise, speech denotes
audio signals containing spoken utterances, while a spoken language refers to the verbatim text
form of the spoken utterances. Written language is the contrasting case of text originally composed
as text without a spoken utterance as its basis. After a short introduction of terminologies and
notations in this chapter, we review some fundamental concepts for a better understanding of this
work. We will only give a short overview and refer to the corresponding literature for more details.
The concepts described in this chapter are not part of our contributions and are included for the
sake of completeness.

1.1 Terminology and Notation

Given an input sequence, the gold standard output is called a reference. The output of a model
is referred to as a hypothesis. A collection of text/audio data is referred to as a corpus that is split
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into three sets: training data, which is a large portion used to train models, one or several smaller
development sets (dev), and unseen test sets, the latter two of which are respectively utilized for
parameter tuning and final evaluation. To build meaningful and generalizable models, all three sets
should have a similar domain but should be disjointed and contain as few duplicates as possible.
In practice, most training data are generated automatically or mixed with manually-created data.
Dev and test sets, on the other hand, are often human-created for this particular purpose.
Making extensive use of probability theory, we use Pr(-) to refer to the true distribution,
being unknown in practice. Instead, we estimate Pr(-) with another distribution, the model
distribution denoted as p(-). The distribution p(-) is usually described by a statistical model that
determines its parameters based on a large corpus. This procedure is called training. The exact
algorithm depends on how p(-) is modeled, but the general process regarding the data is the same.
The model is first trained to optimize a predefined training criterion using training data, with
the best hyperparameters determined according to the model performance on the development
set. The algorithm performing the search for the best hypothesis given the underlying model is
interchangeably referred to as decoding, inference, or search. Finally, to judge the performance of
a model compared to other models trained on the same data, they are evaluated based on the
same test set. According to this, we need four main ingredients [Ney 19] for a data-driven method:

e probabilistic models with suitable structures to capture the dependencies within and between
input and output sequences and to replace the true distribution

e training criterion to estimate the free model parameters from the training data
e search algorithm to generate the output sequence

e performance measure to judge the quality of a system’s output

Throughout this work, the input and output sequences differ for different tasks. In machine
translation, both input and output sequences contain discrete text information, whereas in
automatic speech recognition and translation, the input is a sequence of continuous speech signals
in a waveform, and the outputs are sequences of strings, i.e., a text. In machine translation, both
input and output sequences are usually sentence-like, whereas outputs can correspond to a segment
of a sentence in speech applications. In almost all languages, a text is composed of sequences
of words usually accompanied by punctuation. The words can be split into smaller pieces like
subwords, characters, and phonemes. To be general enough, we employ the term token to refer to
all components of a sentence. Considering this, we use token and word interchangeably, likewise
sentence and sequence.

1.2 Machine Translation

Machine translation is the task of automatically translating an arbitrary text written in one
language, called the source language, into written text in the target language using machines!'. The
human translation seems impossible when considering thousands of existing natural languages that
can be translated into one another. In contrast, machine translation fulfills these requirements as
it automates the entire process of translation. In general, the translation task can be broken down
into two steps. First, the meaning of the source text must be decoded, and then that meaning
must be re-encoded into the target text. The task is more complicated than initially observed,
mainly due to languages containing an almost immeasurable number of rules, meanings, grammar,

Throughout this work, the term machine translation always refers to machine translation of written texts. For
machine translation of speech, we use the term speech-to-text translation or simply speech translation.
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and other linguistic properties. The grammar rules often used to describe languages are rarely
adhered to in practice, especially when looking at spoken or colloquial contexts. Furthermore,
translation itself involves the reordering of words and phrases and producing syntactically and
semantically correct outputs [Manning & Schiitze 99]. Hence, machine translation is a challenging
task and has a wide range of applications, each of which requires a different speed and quality.

Besides the high demand for translating texts like articles and books, accessing information
that is available in foreign languages is a de-facto need. A machine translation system does not
necessarily have to generate a grand-goal high-quality translation, but it can also be used to create
a draft translation. Some examples are assimilation, dissemination, and communication. In some
scenarios, a post-editor or a human-computer assistant system is required to improve the final
output [Koehn 10].

There are several perspectives on the nature of translation. One method is the transfer system in
which one modifies the structure of the source sentence to conform to the rules of the target language.
This is obviously a suboptimal solution for the translation process as it requires a set of transfer
rules, syntactically, semantically, or lexically defined. An alternative is to extract the meaning of
source sentences, obtain a knowledge-based representation, and generate the corresponding target
sentences. This process is known as the interlingual approach. One implication for such methods
is the need to exhaustively analyze the semantic relations between words; however, an interlingual
system has to disambiguate. Another way is a direct mapping between the words of the source
sentence and those of the target sentence, which is direct translation. In this case, the syntactic
and semantic of languages are not explicitly considered [Koehn 10].

Since translation involves many decisions that are hard to formalize, it is preferable to employ
data-driven approaches, particularly statistical methods. In principle, all of the mentioned methods
can be implemented based on probabilistic models and viewed as a mathematical optimization
problem. Statistical machine translation employs large corpora to infer the parameters of a
statistical model. This model then translates the source sentence into the target sentence by
finding the hypothesis with the maximum likelihood given the input data. Statistical methods
generally lack the interpretability of rule-based approaches but have been highly successful in
practical applications. The methods are language-independent, meaning that the same model
structure can be applied to several language pairs. Building on top of statistical methods, neural
machine translation approaches use neural networks as statistical tools. These approaches often
train all the components of the system together to maximize translation performance and are
currently considered to be state-of-the-art.

To be formal, in machine translation, fi] = f1,..., fj,..., fs denotes an arbitrary input sentence
of source tokens of length J, and e{ = e1,...,€;,...,e7 represents an arbitrary target token
sentence whose length I is unknown. Historically, f stands for French or foreign and e for English.
We note that in our notation, the letters with both subscript and superscript stand for sequences
of symbols, and lower-case letters for individual symbols. Bayes’ decision rule [Bayes 63] in its
standard form, i.e., assuming uniform sequence loss, requires maximization of the output or class
posterior given an input observation. According to Bayes’ decision rule, given a source sentence,
we find the best translation candidate with maximum posterior probability given by

5 = () = angmax {Pr(ei| )} (L)
g { PO,
e { Prf) (12
= ar%nr}ax {Pr(f{le)Pr(ef)}. (1.3)

Using Bayes’ theorem and ignoring terms independent of the target sentence, it has been
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common to decompose the posterior probability and derive Equation 1.3 with the generative
class-conditional distribution, which is the so-called inverse translation model Pr(f{|e!), and the
target sentence prior Pr(el) the so-called language model discussed later in Section 1.3.2. The
former requires annotated parallel bilingual data, while the latter can be modeled using large
amounts of monolingual data. Besides the data condition, this decomposition arguably captures
different aspects of the transduction problem, thus has complementary strengths.

Therefore, in order to implement Bayes’ decision rule in this form, we need to model the posterior
probability of the source sentence and the probability of the target sentence, and perform efficient
maximization over all possible target sentences which are candidates for the corresponding source
sentence. In practice, computing argmax is a considerable computational challenge that needs
crucial restrictions for tractability. All of these aspects determine the quality of a system based on
a performance measure.

1.2.1 Word Alignment

The first statistical translation models rely on words, where the product of the probabilities of
every word represents the probability of a sentence. Word alignments play an important role in
estimating translation models as conditional probabilities between the source and target words.
They are also crucial for phrase-based machine translation, which is addressed next. Thus, the
first step is to create word alignments in a bilingual data setup. Given a source sentence and
its translation in the target language, a word alignment A C I x J is used to capture complex
word-by-word correspondences between two sentences from which we define a relation over the
source position j and the target position ¢. In principle, this relation does not have any restriction,
but it is formed as a mapping for the sake of computational simplicity. In this concept, each source
word f; is mapped to only one target word e;.

A sequence of alignments is denoted as a sequence of latent variables ai] =a1,...,05,...,07
that establishes a mapping from the source position j to the target position ¢, i.e., j — a; = 1.
This refers to the position i of e;, with which f; is aligned. The posterior translation probability

of the source sentence fi] given the target sentence e{ using the alignment is defined as
J o J I
Pr(f{le7) ZPT' fisailer) (1.4)
= J|€1 ZHp a]’f - 617 ) (f]|f a1>ele)' (15)
length model ail J=1 alignment model lexicon model

The inverse translation posterior is decomposed into three distinct components: the length,
alignment, and lexicon models. This establishes the well-known count-based models such as IBM
[Brown & Cocke™ 88, Brown & Cocke™ 90, Brown & Pietra™ 93] and the hidden Markov model
(HMM) [Vogel & Ney™t 96]. These models mainly share the same length and lexicon models, while
they differ in their dependency assumptions of the alignment probability [Ney 19].

The length model is considered to be either stored in a table (model-free approach) or modeled
with the Poisson distribution. Both cases only assume a dependency on length I of target sentence
el, meaning p(Jlel) = p(J|I).

The lexicon model makes a zero-order dependency on e; in the position ¢ = a;. Hence, it can be
rewritten as p(fj|ff a]l, e1,J) = p(fjlea,).

In terms of the alignment model, these models have different assumptions as listed below:

IBM-1 considers a naive way of alignments with a uniform distribution given by

i1 -1
plaj|fi~,a] 7€{J):m- (1.6)
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To maximize the log-likelihood of the model, the expectation-maximization (EM) algorithm
[Dempster & Laird™ 77| is used based on the relative frequency counts of the source and target
words seen in the training data. IBM-1 training is not strictly a convex optimization problem;
however, finding a good optimum can be expected.

IBM-2 is a zero-order model and assumes a dependency on the absolute position j, i.e.,

plaj| " al " el  J) = playlg, J. I). (1.7)

Since the training of IBM-2 has no global optimum, the IBM-1 model can be used to initialize
its parameters.
HMM makes a first-order Markov assumption on the immediate predecessor position as

pla| 7 )7 el J) = plajlaj—1, J, I). (1.8)

This implies that the current alignment depends only on the alignment from the last step, rather
than on other steps before that or on higher-order dependencies. It shows the fact that words
should be considered together as a group in translation. Contrary to the IBM-1 and IBM-2 models,
the sum over the alignments is performed inside the product in HMM. This leads to an exponential
number of terms which can be effectively calculated using dynamic programming [Bellman 54] by
dividing the problem into incremental steps. For faster computation, a maximum approximation
called the Viterbi approximation is often used [Viterbi 67] in practice. Such an approximation
justifies that a single position dominates the distribution, and it is written as

J J
> 1 p(aslaj—1, 7, Dp(filea;) = max 11 p(ajlaj—1, 7, Dp(filea,). (1.9)
aj i=1

o =1

There are some extensions to the above models named IBM-3 through IBM-5.

IBM-3 is a reparameterization of IBM-2 using fertility ¢(e;). Fertility indicates the number of
source words that have to be translated to the given target word e;. Note that the source length
J directly depends on fertility, i.e, J =Y. p(e;). The model first assigns a fertility probability to
each target word. Once the target words are translated, the generated source words are reordered
to form the final sentence.

IBM-4 is an inverted alignment model equipped with word classes. It also determines the
reordering probabilities based relatively on previously translated words.

IBM-5 satisfies the normalization constraints leading to the non-deficient version of IBM-4,
where probability mass is assigned to impossible translations as well as where multiple source
words are placed in the same position. The model does this by tracking vacant positions across
the translation.

In practice, the simpler models are used to initialize the complex ones. A typical setup is to
employ IBM-1, then HMM followed by IBM-4, each trained for five EM iterations. The alignments
are generated in both translation directions and then combined by the grow-diagonal-final-and
heuristic [Koehn & Och™ 03], resulting in general undirected alignment. Reasonably high-quality
alignments can be computed with the GIZA++ toolkit [Och & Ney 03].

Although the word-level models are equipped with more complex translation concepts in later
variations, they have limited within-word context since translation is generated word by word.
Even though, the decoding procedure applies an external language model to offer lexical context
beyond word boundaries.

1.2.2 Phrase-based Translation

In order to overcome the limited context issue, phrase-based machine translation has been
proposed by [Zens & Och™ 02, Koehn & Och™ 03]. As the name suggests, phrase-level models
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work on contiguous sequences of words on both source and target sides, thus contain a larger local
context. They differ inherently from word-level models as the whole phrase probability score is
taken into account at each translation step. Hence, such modeling seems more successful in the
translation of idioms.

The core idea of the phrase-based system is phrase extraction, in that a sentence pair ( 1‘7 , e{)
is segmented, and contiguous phrase pairs are obtained as an atomic unit of translation. Some
constraints need to be met for a valid segmentation. All source and target words should be covered
by exactly one phrase, i.e., no uncovered words, gaps, and overlapping phrases. The extracted valid
bilingual phrase pairs are stored in a phrase table. The size of this table can grow exponentially.
In practice, a maximum for phrase length is specified, and the table is often pruned. The source
phrases are transferred into the target language by a look-up in the phrase table, and then the
target phrases can be reordered to produce fluent translation if needed. The phrase-based machine
translation system defines several models and applies the log-linear framework to include different
translation modeling aspects. Next, we briefly describe log-linear modeling as a key concept of
traditional translation systems. Further details of phrase-based translation are not discussed in
this thesis. Descriptions of its main components can be found in [Koehn & Och™ 03, Zens 08].

Log-Linear Modeling

In order to directly represent the posterior probability Pr(e{ | fi] ), the log-linear model combina-
tion [Och & Ney 02] is given by

e al I pJ
Xp < Z )\mhm(ela fl ))

Pr(ef|f{) = =

L .
> exp ( 3" Ahim(e'] 7 ))
m=1

!
I/,e’{

(1.10)

It allows an arbitrary number of M models h,,(.,.) called feature functions. These different
models usually capture various aspects of a problem, and each is multiplied with a corresponding
scaling factor )\, [Papineni & Roukos™ 98]. To differently weigh the models according to their
importance for the final decision, the scaling factors are tuned on the development set separately,
one at a time, while the others are fixed. Minimum error rate training [Och 03] is the most
common algorithm for optimizing \,,. During search, by dropping the denominator as being
constant with respect to the optimization arguments, and with the exponential function being
strictly monotonous, we derive a linear combination of models as

M
57 e{(7) = axamas {Pr(elL0)) = argmas { S Al ff)} Cam
I I

I
Ley €1 m=1

The log-linear model is also widely used in neural approaches where we combine the scores of
different models on the probability level. It is a common practice to integrate the acoustic and
language model scores in automatic speech recognition, as is addressed next.

1.3 Automatic Speech Recognition

The goal of automatic speech recognition is to transcribe speech signals into a string of words.
It is a technology with a long history of development and plays a vital role in many tasks where
full language communication is needed. Some examples are human-machine interaction, dictation
as part of augmented communication, telephony, voice search, etc. [Jurafsky & Martin 00]. It
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can become challenging to automatically transcribe the speech of any (multi) speaker in any
environment (with or without background noise) and thus speech recognition involves many
other signal processing methods. Firstly, successful techniques work with a viable quality in
certain limited domains. Secondly, they are based on the fundamentals of speaker-independent
large-vocabulary continuous speech recognition. Thirdly, the words are spoken together naturally,
without intentional preceding or following pauses. Finally, systems are able to recognize the speech
of a speaker that they have never been exposed to.

Given a speech signal, we obtain a time-discrete frame-wise sequence of observations z! =
T1,...,T¢, ..., oy of length T', where a feature extraction pipeline has to be performed. We aim
to ﬁnd the correspondmg sequence of N transcribed words wi'. Following the decomposition in
Bayes’ decision rule in Equation 1.3, we rewrite

el — oV (27) = argmax {Pr(azﬂw{v)Pr(w{V)}. (1.12)
N,w{v

1.3.1 Acoustic Model

An acoustic model (AM) estimates conditional posterior probability Pr(x?|w{). The majority
of state-of-the-art acoustic models follow the statistical hidden Markov model in which a sequence
of HMM states represents a sequence of words [Baum & Eagon 67, Rabiner 89]. Based on the
fact that it is impossible to cover all existing words of a natural language in the training data,
words are converted to smaller units, called phonemes, using a pronunciation lexicon. Phonemes
are defined as the smallest phonetic elements capable of changing the meaning of a word.

Acoustic models can be context-dependent or independent based on the models’ dependency
on other adjacent phonemes. There, each HMM state represents the defined unit like a triphone,
where we take both left and right context into account. The HMM models introduce a sequence
of latent stochastic variables or state sequence s, as alignments relating each input frame z; to
some states. Formally, we have

|w1 ZP «’U1 ) 51 ”w1 ) (1.13)

T

~ ZHP(%’&&’W{V)p(st|5t—1>w{\[)- (1.14)

T t=
T t=1

emission transition

Assuming a first-order Markov process and simplified dependence assumption on the previous
frames, we obtain Equation 1.14 with the emission and transition models. The emission probabili-
ties are applied whenever a state is visited. More details can be found in [Rabiner 89, Rabiner &
Juang 93]. The emission probabilities of HMM states can be formed by the continuous Gaussian
mixture model (GMM) and its extension to use neural networks called the Tandem approach
[Hermansky & Ellis™ 00]. The transition probability is used if the path moves from one state to
another.

Similar to many applications, speech recognition is also affected by deep neural networks (DNNs)
in acoustic modeling. A Hybrid DNN/HMM approach that incorporates neural networks into
HMM-based models to improve the performance of the emission probability using feedforward
[Waibel & Hanazawa™t 88, Bourlard & Wellekens 90, Baker 90, Robinson 94] and recurrent neural
networks [Schuster & Paliwal 97, Graves & Jaitly™ 13a] have become the de-facto approach.
Considering 7" and s as the input and output sequences, neural networks are built for state
posterior estimation, i.e., p(s¢|z¢). For an in-depth discussion, we refer to [Bourlard & Morgan 93].

Once all parameters have been learned from the data during training, the search for the best
word sequence corresponding to maximizing the posterior probability is performed. Due to noisy
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channel decomposition, models deal with complicated search algorithms that impose limitations
concerning tractability. Hence, it is common to approximate the sum in Equation 1.14 using the
Viterbi approximation and to perform dynamic programming.

1.3.2 Language Model

A statistical language model (LM) provides a probability distribution that assigns to each word
sequence of a language the probability that exactly this sequence is to be represented. As stated
in Bayes’ decision in Equation 1.12, the prior Pr(w’) is the language model. Given the sequence

of words w{, the model probability is expressed using the chain rule as

N N

p(wi’) = [T plwrlwi™) = T] plwrlwi=;.). (1.15)
k=1 k=1

A method to estimate probabilities lies in counting how often a specific word sequence occurs in
the training corpora, known as the count-based model. Of course, most long-word sequences might
not even occur once. Therefore, the standard n-gram language model breaks down the probability
estimation into smaller parts for which we can estimate the probability. Taking into account the
Markov assumption of having a limited number of previous words, we reformulate the language
model to the n-gram language model given a fixed n € N. Thus, the overall probability estimation
is simplified to the last n — 1 words, referred to as history.

The biggest problem associated with the n-gram model is that it gives a zero probability to
unseen word sequences according to Equation 1.15. No matter how large the training dataset, it is
unlikely to contain all feasible sequences. This is where the problem of data sparsity arises. To
retain probability mass for unseen events, the so-called smoothing technique is used in which an
unseen n-gram steps back to a smaller history [Kneser & Ney 95, Chen & Goodman 99]. The
neural language models discussed briefly in Section 3.3 solve this problem.

The most common way to evaluate a language model is perplexity (PpPL), defined as the geometric
mean of the inverse probability and formulated by

N
_1 1 e
PPL = p(wl¥) ™V = exp (- ~ > log p(wn|wg ™)) (1.16)
n=1

where wg denotes the artificial token at the first position. A good language model assigns a higher
probability, then lower perplexity to the more likely words. The exponent yields the cross-entropy
criterion described in more detail in Section 3.6.

1.4 Speech Translation

An exciting direction for machine translation is its integration with speech recognition to address
an outstanding research goal, speech-to-text translation or simply speech translation. Speech
translation aims to convert speech signals to written texts in foreign languages, the target texts.
The task combines several challenging aspects associated with both recognition and translation.
It entails bridging the gap between spoken language being informal with disfluencies and the
more formal and grammatically correct written domain. It opens up diverse applications ranging
from translating dialog-based telephone conversations in limited domains, parliament speeches, or
audio broadcasts to accessing information and interpersonal communication. For speech-to-speech
translation systems, a speech generator is added as the final step to generate a continuous speech
waveform as the output. In this thesis, we do not address this last step related to speech generation.
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1.4.1 Cascade Model

Borrowing the notation of machine translation and speech recognition, we define three sequences
with different variable lengths: the sequence of frame-wise acoustic vectors x7 , the sequence of
transcripts in the source language fi] , and the target language sequence e{ . We then rewrite the
Bayes’ decision rule that maximizes the posterior probability of the target sentence given the
speech input and derive

o - é{(az{) = argmax {Pr(eﬂxlT)}. (1.17)
I,e{

Equation 1.17 implies direct modeling (see Chapter 6) where we search over all possible target
sequences that are candidates for the given speech utterance. We can further introduce the source
sequence fi as a hidden variable into the conditional probability and marginalize over all possible
source sequences to obtain [Ney 99|

T - é{(wip) = argmax { Z Pr(ef, fi]\xir)} (1.18)
I,e{ fi]
— argmax { 0 Preellff o) Pr(fled) | (1.19)
I,e{ fi]
= argmax { > Pr(e{yf{)Pr(fﬂxlT)} (1.20)
I,e{ fi]
A argmax { max Pr(e{]fi])Pr(fﬁxr{)} (1.21)
I,e{ fi

Pr(el, f{12T) can be computed using the log-linear framework. By further decomposition, we
yield two distributions in Equation 1.19. Here, we can make a natural assumption that the target
sentence has a strong dependency on the source sentence but no dependency on the speech signal.
Then we derive Equation 1.20. According to this equation, the decision is made based on the
translation model Pr(e!|f{) and the acoustic model Pr(f{|zT). We can also approximate the sum
over all possible source sequences with the maximum. Therefore, Equation 1.20 is reformulated
into Equation 1.21.

Due to the exponential search space of the source language, the decision process is usually
divided into two steps. The first step transcribes the speech signal into the source sequence flJ
using an automatic speech recognition model by

= argina {p(#121)}. (1.22)

Then, given the predicted source sentence, a target sentence is generated through a machine
translation model written as

é{ = argmax {p(e{\fi])} (1.23)

I
Le;

This pipeline is referred to as a cascade system composed of two main statistical models.
Any progress in speech recognition and machine translation can result in speech translation
improvements.

In practice, a close-to-zero recognition error rate can hardly be expected, and recognition errors
are propagated to the translation model because of early decisions. However, it is arguable that
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different representations of multiple hypotheses for a single acoustic speech utterance can be
considered for translation to solve the early-decision problem [Matusov 09).

The first best ASR hypothesis can be passed on to the MT model. Although such a naive
approach has no additional computational overhead, this restricts the translation process to a hard
decision made by the ASR system, which cannot be corrected afterward. A possible alternative
to the single best hypothesis is to feed the list of N-best hypotheses to the MT model. Then,
the best translation is selected according to the score of both models. In this case, instead of a
hard decision, we give the MT model more chances of a better coupling with the ASR output.
Obviously, this approach is not efficient unless we choose a small size for N. Based on the fact
that most of the hypotheses only differ in a few tokens, we can barely get further translation
improvements [Matusov & Kanthak™ 05, Matusov 09).

The ASR output can also be an ambiguous output in the form of word lattices [Matusov &
Hoffmeister™ 08, Matusov 09, Sperber & Neubig™ 17, Sperber & Neubig®™ 19b], and confusion
networks [Matusov & Kanthak™ 05, Bertoldi & Zens™ 07]. Such outputs give the MT system
many more word hypotheses than the N-best list representation. However, the MT model needs
to be modified for a robust coupling. The word lattice is a directed acyclic graph that compactly
represents the most likely hypotheses of the ASR first-pass decoding. Each arc stores acoustic
and language model scores, and each node represents time stamps. One of the main benefits of a
lattice structure is to provide an efficient yet effective way of representing the ASR search space.
The confusion network is obtained from a word lattice but with a linear structure.

Regardless of recognizers’ output representations, cascade systems encounter other problems
associated with interfacing the ASR output and the MT input. Since the recognizer and translator
systems are trained separately, the ASR output likely differs from what the MT model expects,
given the data it has been trained on. To improve translation quality, we can also tighten the
coupling between spoken-style ASR outputs and written-style MT inputs for reducing the mismatch
between them. We can optionally carry out sentence segmentation and punctuation prediction
[Matusov & Mauser™ 06, Fiigen & Kolss 07], disfluency removal [Fitzgerald & Hall™ 09], and
domain adaptation [Liu & Gu™ 03] to have the recognizer’s outputs as close as possible to the
translator’s input. Instead of augmenting the source transcriptions, we can also adapt the source
side of the machine translation system to look like the output of the speech recognizer [Dixon &
Finch™ 11, Peitz & Wiesler™ 12, Sperber & Neubig®™ 17, Gangi & Enyedit 19]. However, all of
these methods only reduce the mismatch between the two components and diminish the loosely
coupled cascade models, rather than addressing the actual problem of error through early decisions.

1.5 Evaluation Measures

To compare several systems, their quality can be quantified by evaluation metrics. An automatic
metric highly correlated with human evaluation is needed to evaluate the huge number of hypotheses
produced by different systems such that each hypothesis is compared to a human-generated reference.
In the following section, we briefly address four metrics used in the course of this thesis.

1.5.1 Word Error Rate

The word error rate (WER) is a measure defined as the Levenshtein distance [Levenshtein 66] or
edit distance divided by the number of words in the reference. The Levenshtein distance between a
sequence and its corresponding reference is computed by the minimum number of edit operations,
including deletions, insertions, and substitutions. All types of edits are assigned an equal cost.

10



1.5 Evaluation Measures

Formally, we have

number of edit operations

WER = (1.24)

total number of words in reference’

This metric is a commonly used measure in automatic speech recognition to determine the
quality of recognized sequences compared to a human reference transcription.

1.5.2 Bilingual Evaluation Understudy

The bilingual evaluation understudy (BLEU) [Papineni & Roukos™ 02] is the most commonly
used evaluation metric for machine translation. It is a precision measure that combines a modified
n-gram precision with a brevity penalty (BP). BLEU works by counting how many n-grams from
the hypothesis are the same as in the reference, computing a modified n-gram precision.

The precision between the hypothesis ¢/ and the reference translation e! is defined as

A Z;min {count(wﬂe{), count(wﬂé{)}
precn(e{,é{) _ wy — (1.25)
>~ count(wf|ég)

n
w1

where w? is the n-gram of n consequent words and count(w?|e!) determines the number of times

w} appears in e{ . In Equation 1.25, the denominator is the total number of n-grams in the

sentence. The brevity penalty to penalize short hypotheses is computed by

BP(I,1) = ! e (1.26)
T lexp(1—4) I<1I '

~ol~

Finally, the overall score is usually determined by taking the geometric mean of all n-gram
precisions from 1 to 4, multiplied with the brevity penalty for sentences shorter than the reference.
Putting this all together, we derive

. R 1 .
I 40 I 4
BLEU(ej,€é1) =BP(I,1) - exp (Z E logprecn(el,el)>. (1.27)

BLEU is computed at document rather than single-sentence level by counting all n-grams of
translations over the entire dataset. This avoids an n-gram precision equaling zero. Since the
score ranges from 0 to 1, it can be interpreted by percent. Thus, we exchangeably report it with
points and percentages. However, the former sounds more precise. Although BLEU is the main
metric to determine improvements in translation models, as it is quick and easy to use, it has
problems such as having a relatively low correlation with human evaluation and ignoring sentence
structure and the meanings of words [Reiter 18].

1.5.3 Translation Edit Rate

Similar to WER, the translation edit rate (TER) [Snover & Dorr™ 06] is an error metric based
on the Levenshtein distance where the minimum number of edit operations is required to modify a
hypothesis so that it exactly matches the reference. It is then normalized by the average length of
the reference. Besides the possible edit operations listed for WER, it also allows shifts of word
sequences within the hypothesis. A contiguous sequence of words may be shifted within the

11
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hypothesis to another location. We assign an equal cost to all edits, including shifts of any number
of words, by any distance. TER is defined as

TER — number of edit§ . (1.28)
average number of words in reference

Again, the metric is from 0 to 100, but lower is better. We also report document-level TER,
counting the edit rate over the entire dataset.

1.5.4 Alignment Error Rate

It is well known that manually performing a word alignment is a complicated and ambiguous
task. One of the key quantitative metrics for the analysis of alignments in machine translation
is the alignment error rate (AER) [Och & Ney 00], which gives the error of a given alignment in
comparison to a golden reference. It employs an annotation scheme that explicitly allows for two
different types of alignments. Unambiguous alignments are represented by an S (“sure”) and a P
(“possible”) alignment that indicates ambiguous ones that might or might not exist. The words on
the reference alignment might contain many-to-one and one-to-many relationships. The quality
of a set of alignment points A = {(7,b;)|b; > 0} is then computed by AER, which appropriately
redefines precision and recall measures as

_JANS[+[ANP|

AErR =1
|A| + 15|

(1.29)

The lower the value, the more satisfactory the result.

These are the most prominent metrics, and we will use them in this thesis as the main quantitative
assessment tools. Unless explicitly stated otherwise, we use the official scripts of the machine
translation evaluation campaigns to compute BLEU, i.e., mteval-vi3a®?. TER and WER are
computed by tercom® and sclite?, respectively. It is important also to note that there are many
other different metrics, such as CHARACTER [Wang & Peter™ 16] or CHRF [Popovic 15], which
are not used in this thesis.

1.6 About this Thesis

From the general perspective of Bayes’ decision rule, posterior decomposition is not the only
possible modeling approach. Recent methods, which are the main focus of this thesis, directly
approximate the posterior probability in Equation 1.1. The main family of this group of approaches
is based on sequence-to-sequence modeling [Sutskever & Vinyals™ 14, Cho & van Merrienboer™ 14a]
and its extension to attention-based models [Bahdanau & Cho™ 15, Luong & Pham™ 15, Vaswani
& Shazeer™ 17], often known as end-to-end methods. Attention sequence-to-sequence models
have become an alternative to remarkably simplify the modeling process through single yet deep
neural networks. They remove the use of complicated components and linguistic knowledge and
make for a simpler search procedure. This thesis presents multiple concepts connecting neural
sequence-to-sequence modeling for various applications, including machine translation, automatic
speech recognition, and speech translation.

In Chapter 2, we present the scientific goals of this thesis. Chapter 3 gives an overview
of the basic concepts of neural networks and explains the core neural architectures used as

2ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-vi3a.pl. The results are identical to case-sensitive results
computed by SacreBleu [Post 18].

3http://www.cs.und.edu/~snover/tercom/

“https://github.com/usnistgov/SCTK
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1.6 About this Thesis

the fundamental design choices in this work. Section 3.5.3 is the starting point of this work’s
contribution. We explicitly highlight which parts are our contributions and which parts are based
on previous publications. The main contributions of this thesis are elaborated in Chapters 4, 5,
and 6. Chapter 4 describes our novel two-dimensional sequence-to-sentence modeling. Chapter 5
addresses a new integration of attention-based models into zero-order direct hidden Markov model
formulation. Chapter 6 gives a comprehensive methodology of speech translation and includes
novel contributions. Each chapter motivates our work with a short introduction. After a detailed
description of models and methods, we discuss implementations and experimental results where
we perform an extensive evaluation of the models and analysis on several large-scale tasks. The
final sections of each chapter explicitly highlight the conclusions and put them into perspective
with respect to related works. Finally, Chapters 7 and 8 summarize how we achieve our scientific
goals and state individual contributions in contrast to team work.

1.6.1 Previously Published

The author has published the following scientific publications at peer-reviewed conferences
during the course of this dissertation. More details on the author’s individual contributions as
opposed to teamwork can be found in Chapter 8.

e Machine translation

— [Bahar & Alkhouli™ 17] Empirical Investigation of Optimization Algorithms in Neural
Machine Translation (EAMT 2017).

— [Bahar & Brix™ 18] Towards Two-Dimensional Sequence to Sequence Model in Neural
Machine Translation (EMNLP 2018).

— [Brix & Bahar™ 20] Successfully Applying the Stabilized Lottery Ticket Hypothesis to
the Transformer Architecture (ACL 2020).

— [Bahar & Makarov™ 20a] Investigation of Transformer-based Latent Attention Models
for Neural Machine Translation (AMTA 2020).

— [Bahar & Brix" 21] Two-Way Neural Machine Translation: A Proof of Concept for
Bidirectional Translation Modeling using a Two-Dimensional Grid (SLT 2021).

e Speech recognition

— [Bahar & Zeyer™ 19a] On using 2D Sequence-to-Sequence Models for Speech Recognition
(ICASSP 2019).

— [Zeyer & Bahar™ 19] A Comparison of Transformer and LSTM Encoder Decoder Models
for ASR (ASRU 2019).

— [Bahar & Makarov™ 20b] Exploring a Zero-Order Direct HMM based on Latent Attention
for Automatic Speech Recognition (ICASSP 2020).

e Speech translation

Bahar & Bieschke™ 19] A Comparative Study on End-to-End Speech to Text Translation
ASRU 2019).

-

(

— [Bahar & Zeyer™ 19b] On using SpecAugment for End-to-End Speech Translation
(IWSLT 2019).

-

Bahar & Bieschke™ 21] Tight Integrated End-to-End Training for Cascaded Speech
Translation (SLT 2021).
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e International evaluation campaigns
— [Peter & Toutounchit 15] The RWTH Aachen German to English MT System for
IWSLT 2015 (IWSLT 2015).

— [Peter & Guta™ 17] The RWTH Aachen University English-German and German-English
Machine Translation System for WMT 2017 (WMT 2017).

— [Bahar & Rosendahlt 17] The RWTH Aachen Machine Translation Systems for IWSLT
2017 (IWSLT 2017).

— [Schamper & Rosendahlt 18] The RWTH Aachen University Supervised Machine
Translation Systems for WMT 2018 (WMT 2018).

— [Matusov & Wilken™ 18] Neural Speech Translation at AppTek (IWSLT 2018).

— [Rosendahl & Herold™ 19] The RWTH Aachen University Machine Translation Systems
for WMT 2019 (WMT 2019).

— [Bahar & Wilken™ 20] Start-Before-End and End-to-End: Neural Speech Translation
by AppTek and RWTH Aachen University (IWSLT 2020).
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2. SCIENTIFIC (GOALS

The overall goal of this thesis is to improve the quality of machine translation with both forms
of input, text and speech, and to reduce the error rate of speech recognition by developing novel
stand-alone sequence-to-sequence models. Although attention-based sequence-to-sequence models
are becoming a dominant approach in these applications, some essential concepts are still missing
in their architectures. We therefore concentrate on rethinking the design of attention models
and propose novel alternative models. However, many new challenges emerge when introducing
new stand-alone models. The main consideration is to overcome some problems and limitations
associated with attention models in one or more aspects. Given that, we outline the following
scientific goals in this thesis:

Attention Refinements

One problem associated with attention models is that there is neither coverage nor previous
attention information when computing attention scores at each position. The goal is to extend
the recurrent attention model by providing implicit information from the last output positions
without any help from external alignments. In this view, we study whether the extended models
revise the attention component for better final translation.

Two-Dimensional Sequence-to-Sequence Modeling

In state-of-the-art attention models, both recurrent and self-attentive, input and output sequences
are handled separately as one-dimensional sequences over time and then incorporated with an
attention mechanism. The underlying attention output is generally a linearly weighted sum of input
representations, and encoder states are computed only once at the beginning and are left untouched
with respect to output histories. Since the encoder states are invariant to decoder states across
output positions, context vectors can be quite similar, and thus are insufficient in discriminatively
predicting output tokens over time. Hence, we go beyond current sequence-to-sequence backbone
models and view translation as a two-dimensional mapping to define the correspondence between
input and output sequences where an attention mechanism is no longer required. From a modeling
perspective, the general goal is to study new two-dimensional sequence-to-sequence models as an
alternative to attention models and to investigate potential improvements using a different point
of view. In contrast to attention models which do not reinterpret encoder states while decoding,
two-dimensional models enable the computation of input encodings as a function of previously
generated output tokens. By providing encoder states with a greater capacity to remember what
has been generated and what needs to be output, we aim to achieve higher translation quality.

Zero-order Hidden Markov Modeling

Attention components do not fulfill the same role as alignment models in conventional phrase-
based machine translation. In particular, self-attentive models do not guarantee high-quality
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alignments. In contrast to IBM and hidden Markov models, where a transparent process defines
the correspondence between inputs and outputs, it is often challenging for attention models to
extract meaningful alignments. Alignments play a significant role in improving translation quality,
and extracting comprehensible alignments is desirable when users tend to influence the translation
output. An explicit stochastic latent variable can be a potential solution to define an alignment
sequence in such models. Therefore, in a new modeling viewpoint, we propose the integration of
attention sequence modeling into the hidden Markov model formulation. Accordingly, we develop
an end-to-end model parameterized using either recurrent or self-attentive networks without any
external alignment information. Since marginalization has an exponential number of terms with
respect to the alignment dependency order of the model, we explore a zero-order assumption where
latent variables have no dependency on their histories. The marginalization over the latent variable
becomes simple and efficient for zero-order models and can be easily applied in both training and
decoding. We also examine whether the proposed model is able to potentially generate higher
quality alignments.

Development of End-to-End Models in the Context of Speech Translation

The traditional speech translation methods are based on a consecutive cascade pipeline of
independently trained speech recognition and text translation systems, but they suffer from error
propagation. Alternatively, this thesis aims at studying end-to-end models to directly translate
speech observations into target texts. However, training such end-to-end models requires a moderate
amount of paired translated speech-to-text data which is not easy to acquire. Consequently, the
performance is often behind cascaded systems under realistic data conditions. Therefore, the
next goal is to improve the performance of end-to-end models by revisiting existing techniques
and developing new methods to leverage all types of training data, i.e., speech-to-source, source-
to-target, and speech-to-target data. As the general goal, we intend to establish and advance
best practices for end-to-end models with the ultimate goal of improving translation quality and
providing recipes for real applications.

The rest of this work is structured according to the above goals. We present a series of extensive
experiments performed on publicly available large-scale machine translation, automatic speech
recognition, and speech translation tasks. By comparing with internal and external groups, we can
assess the effectiveness and performance of the developed methods. They have all been made freely
available to the research community and are accessible via the open-source toolkit RETURNN
[Doetsch & Zeyer™ 17, Zeyer & Alkhouli™ 18].
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3. NEURAL SEQUENCE-TO-SEQUENCE MODELING

3.1 Introduction

In recent years, various fields in the spoken and written language technology have been boosted
by the success of deep neural networks. The main idea of neural networks (NNs) concept dates
back to the 1950s [Rosenblatt 58], and the first real application was carried out in the 1980s
[Lippmann 87, Rumelhart & Hinton™ 86]. However, for a long time, the use of neural networks in
machine translation has been relatively shallow compared to automatic speech recognition. Neural
networks have been used as a component in both conventional phrase-based translation and hybrid
HMM recognition systems. The success of such methods is significantly reflected not only by the
number of scientific papers but also by their wide deployment in production systems.

This chapter gives a brief overview of the fundamental concepts of neural networks in Section
3.2. We refer to [Bishop 07, Goodfellow & Bengiot 16] for a general in-depth discussion of neural
networks. The chapter continues with neural language and sequence-to-sequence modeling in
Sections 3.3 and 3.4, followed by the core concept of attention models in Section 3.5. It provides
a comprehensive overview of the main neural architectures used as baselines and also the main
design choices made when developing new models in this thesis. Most sections are not part of
our contributions but are included to provide relevant context for the rest of this thesis. Our
contribution begins in Section 3.5.3, where we extend the attention mechanism by keeping track
of attention weights of the past output positions to provide more informative alignments. We
use shorthand notations z and y as input and output vectors on neural networks discussions.
Otherwise, throughout this thesis, we prefer a more general notation and use the standard machine
translation one. The reason for this is to support unified and consistent formulation. However,
all models discussed are also applied to speech recognition and speech translation. Experimental
results including our baselines are presented in Section 3.8.1 for machine translation and in Section
3.8.2 for automatic speech recognition. The chapter ends with a conclusion and related works.

3.2 Neural Networks

Neural networks are a category of statistical methods in machine learning and have become
a tool of choice, widely used to model and parameterize various distributions. According to the
Universal Approximation Theorem [Cybenko 89|, given enough data and nodes, neural networks
are generic functions that can approximate any function to a certain degree and can be seen as
the composition of functions.

3.2.1 Feedforward Neural Network

The basic building blocks of neural networks are layers consisting of a fixed number of nodes,
also called neurons. Each feedforward layer contains a certain number of nodes, and it performs
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3 Neural Sequence-to-Sequence Modeling

Table 3.1: Commonly used activation functions in neural networks.

name ‘ function ¢(.) ‘
ReLu max(0, z)
sigmoid m
hyperbolic tangent, tanh(x) %
softmax, for node k %

very general operations. A fixed-size vector is used as an input to a layer. Assume an input vector
z € R% and a new output vector § € R%, with d, and d, being the input and output dimensions.
Each component in the input vector is multiplied by a trainable parameter, also known as a weight
W. Each node then sums the result of each entry together and optionally adds another trainable
parameter, called the bias b. A scalar value is then passed through the activation function g.
The result of this function is the layer output at the current node. The results of all nodes are
concatenated to form the output vector 3. These operations can be executed in parallel using
matrix-vector multiplication. An example for such a definition is written by

g =g(Wzx+b) = go linear(z). (3.1)

Here, W € R%*4 and b € R% are trainable parameters, meaning that their values are changed
to approximate a given function. We distinguish between the network output § and the true
output y. linear represents a linear projection with trainable parameters. Hence, a layer in a neural
network is the composition of multiple affine linear functions interleaved with a differentiable and
nonlinear activation function, as stated in this formula. For sake of legibility, we use the symbol o
denoting the composition of functions'. Here, o denotes the composition of linear and activation
functions. The activation function can be chosen arbitrarily. Table 3.1 lists the common activation
functions often used.

The softmax and sigmoid functions are used at the final or output layer of neural networks to
obtain a categorical or Bernoulli distribution, respectively. The former is an especially interesting
function because it normalizes the output to be a valid normalized distribution that sums to one.
It allows a node to represent the probability of a certain discrete output. Therefore, in many
classification tasks, the softmax function is applied to the output layer. The sigmoid function maps
its input to a value between (0, 1). In addition to the output and input layers, all intermediate
layers are referred to as hidden layers. Besides sigmoid, ReLu and hyperbolic tangent, outputting
values in the range (0, inf) and (—1, 1), respectively, are mainly used for hidden layers.

In practice, to increase modeling capacity and approximate more complex functions, multiple
layers are stacked on top of each other, forming a feedforward network. The network is often
denoted as a function with a set of parameters § = (W, b).

Regarding notation, each weight W, bias b, and activation function g is given a superscript [
denoting the layer where the weight is used, with L being the last layer. In addition, each output
of the intermediate hidden layer [ is represented with A(), and the last layer L is abbreviated
with § = h(E). Based on the fact that a combination of several linear functions can be seen as
another linear function, the number of nonlinear activation functions is the component that mainly
determines the depth of neural networks.

The generation of the entire network output § = g(z;0) is done by sequentially computing the
output of each feedforward layer [, using the output of the previous layer [ — 1 as the input. For

'Given f(z) and g(x) as functions of « € R such that f: R — R,g: R — R, then fog= f(g(x)).
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the first layer, the input is x directly. This sequential pass is known as the forward pass. Neural
networks can thus be viewed as the concatenation of individual layers, as expressed in

g(x;0) = g(L) <W(L)g(L_1) (W(L_l) .. .g(l)(W(l)x + b(l)) . b(L_l)) + b(L)). (3.2)

The parameters W and b for each layer [ have no restrictions, other than their dimensions
need to match up to have a valid matrix multiplication. In the case of feedforward networks, we

have 6 = {W(l), b(l)|l e{1,..., L}} Every layer typically has its own separate parameters, but

the parameters can be shared across different layers, known as tying or sharing [Press & Wolf 17].
Such parameter sharing implies an inductive bias that aids better generalization. For simplicity,
we drop the superscript [ in the rest of the discussions.

3.2.2 Recurrent Neural Network

Feedforward networks can model highly complex distributions but are limited by their fixed-size
inputs, making them unsuitable for variable-length inputs. Recurrent neural networks (RNNs)
[Rumelhart & Hinton™ 86] are specialized for processing sequential data of variable length and
generating an output while carrying through a hidden state containing information about the
previous time steps. Every such input sequence consists of vectors ; € R% where t € {1,...,T}
denotes the time step index or simply the position in the sequence for non-temporal data. Clearly,
the sequence length T varies across different inputs.

In contrast to feedforward networks, RNNs can easily generalize to previously unseen sequence
lengths. This is accomplished by parameter sharing where several parts of a model share the same
parameters by a deep unfolded computational graph. Every member of the output is produced by
applying the same function with the same parameters as the values from the previous time step.
This allows for much better and more efficient generalization across different sequence lengths. As
an example of an application that benefits hugely from using an RNN topology, consider the task
of extracting certain information from a written sentence. Depending on the sentence, the relevant
part could be at the beginning, middle, or end of the sentence. Feedforward networks being trained
on sentences of a fixed length thus has to learn to detect time information at every single position
separately. This requires lots of parameters and lots of training data. Recurrent neural networks,
in contrast, share the same weights for several input features and allow for detecting the time
information position independently, with fewer training examples, and also a generalization to
sentence lengths that have not yet been seen in the training data [Goodfellow & Bengio™ 16].

Almost all recurrent neural networks use recurrence in the definition of the values of their
hidden units. An RNN that is trained to predict future values from the past, for example, can use
the hidden state h; as a fixed-size summary of the relevant aspects of the past inputs x1, ..., z;.
Formally speaking, the hidden state at time step t is computed as

ht =g(Wyzt + Wphi—1 +b), (3.3)
g)t :g(Wyht) (34)
where the same set of parameters 6 for the activation function g is used at every single time step.
W, € RInxdz 17, ¢ Rnxdn, W, € R%*dn are hidden-to-hidden, input-to-hidden and hidden-to-
output matrices, and b is the bias term. h; € R is the hidden state at time step t with dj,
nodes. At every time step, the RNN furthermore produces the output ;. Equation 3.3 is recurrent

because the definition of h at time step t refers back to the same definition at time step t — 1. For
any finite ¢, the recurrence can be unfolded by repeatedly applying the definition, i.e.,

hy =g (szt + Wy ... <g(sz2 + Wihg(Wyzy + Wiho +b) +b) ... ) + b>. (3.5)
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An RNN layer is commonly shortened when only presenting the inputs and output as
ht = RNN (l’t, htfl) . (36)

By comparing Equations 3.2 and 3.5, one notices that the RNN structure can be considered as
a deep feedforward network with 7" layers over the time axis. Parameter sharing in RNN has two
main benefits:

1. The learned model input size is independent of the input sequence length, while the length
of the input of h; depends linearly on t.

2. The same transition function with the same set of parameters 6 can be used at every time
step. Therefore, only relatively few parameters need to be learned, and the model is able to
generalize to unseen sequence lengths.

So far, the benefits of parameter sharing in recurrent neural networks have been only considered.
However, optimizing these parameters in a stable way that allows distant dependencies to have
sufficient influence on the current state can be pretty difficult. This phenomenon can become
problematic for longer sequences since training involves computing the gradient (see Section 3.6).
This problem is known as vanishing and exploding gradients. Gradients close to zero give only a
little insight into the directions that should be used for optimizing the parameters. Exploding
gradients, on the other hand, can lead to very unstable learning behavior [Hochreiter 91, Bengio
& Frasconi™ 93, Bengio & Simard™ 94].

In the next section, we look at a type of recurrent network with a gating mechanism that tries
to overcome this problem. It is based on the idea of creating paths through time that neither
vanish nor explode. We consider one subtype of gated RNNs which has proven to be very effective
in practice, the so-called long short-term memory [Hochreiter & Schmidhuber 97]. There are
several variations and alternatives to this and to gating mechanisms in general, such as the gated
recurrent unit [Cho & van Merrienboer™ 14a]. Since the performance of gated cells is similar, we
only cover and employ the most common one.

3.2.3 Long Short-Term Memory

Long short-term memory (LSTM) has been proposed by [Hochreiter & Schmidhuber 97] and
augmented with forget gates [Gers & Schmidhuber™ 00], as well as extra peephole connections
[Gers & Schraudolph™ 02]. The main building block of LSTM is a cell that replaces the traditional
hidden units. Each cell can accumulate and forget some states. The LSTM network consists of
such cells that are connected with each other and have the network regular recurrences in addition
to the self-recurrence within the cell.

The ability to learn long-term dependencies makes LSTM a valuable resource for sequence
modeling. The building block of the variant of LSTM used in this work is shown in Figure 3.1.
At every time step t, it gets the input x; and the hidden state h;_; from the previous time step.
Each LSTM unit maintains some state information in an internal cell state ¢; via a linear self-loop
with a delay of one time step.

Three gates control information flow. The input gate g;, controls how much of the input should
be added to the cell state. The forget gate gy, decides which information of the last cell state
should be forgotten and can clear or reduce the information contained in the state by controlling
the weight of the self-loop. The output gate g,, controls the output flow. All gates have access
to the input z; and the previous hidden state h;—1. As written in Equation 3.11, the internal
cell state is computed using the previous cell state ¢;—1 multiplied by the forget gate, and the
candidate ¢; multiplied by the input gate. Finally, the output gate decides which contents of the
obtained cell state should be part of the output. The gate units use the sigmoid nonlinearity o
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Figure 3.1: An example diagram of LSTM for the input x;. All gates use the sigmoid activation
function; the candidate cell arbitrarily uses tanh in this example.

to ensure a value between 0 and 1. The candidate unit cannot access ¢; and has an arbitrary
nonlinearity. Like in most implementations, we choose tanh. Considering that, the LSTM update
equations can be formulated by

gi, = o(Wilze; hea] + bs), (3.7
9f, = o(Wylzis heoa] +by), (38
Gor = 0(Wo[ze; hi—1] + bo), (3.9

¢y = tanh(Welwy; hy—1] + be), (3.10
ct:gft ®Ct—1+ét®9it7 (311
hy = tanh(c) © go, (3.12

where Wy, ¢, € R *[de+dn] are weight matrices and bii.foc) € R% are bias vectors. ® indicates
the element-wise multiplication. Additional peephole connections can be added. The LSTM layer
is often shortened as a function if only presenting the inputs and output and defined by

ht = LSTM (I‘t, htfl) . (313)

3.2.4 Bidirectional Long Short-Term Memory

We have seen how the output at time step ¢ can depend on the input at time step ¢ and previous
time steps 1,...,t — 1. In some applications, the output at time step ¢ might also depend on
the input values at future time steps t + 1,...,7T. For instance, in machine translation, it seems
necessary to consider the whole source sentence when generating the target sentence. The current
target token might depend on previous and following source words, especially for language pairs
requiring word reordering. If there are two similar interpretations of one part of the source sentence,
one can choose the one that creates the more likely combination of words. Thus, a suitable context
representation has to look far into the past of the sequence and arbitrarily far into the future.

To allow RNNSs to tackle this situation, bidirectional RNNs were invented by simply introducing
an additional hidden layer with the same connections as in the original hidden layer but moving
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3 Neural Sequence-to-Sequence Modeling

backward in time [Schuster & Paliwal 97]. Later an extension to LSTM units has been also
introduced [Graves & Jaitlyt 13b, Sundermeyer & Alkhoulit 14], known as bidirectional LSTM

(BiLSTM). ﬁ; and E are used to denote the forward and backward hidden layers. As a combination
of two LSTMs, BiLSTM creates outputs that focuses on the inputs right around time step ¢ but
may also depend on input values that are far in the future or past. The hidden state h; is the
concatenation of the hidden states from the forward and backward layers written as

%
Similar to LSTM as an abstract function, a shorthand notation for BiLSTM is represented as
ht = BIiLSTM (l’t, ht—17 ht+1) . (315)

The concept of combining several recurrent networks can be extended, e.g., for handling two-
dimensional inputs such as images. We discuss an extension of LSTM to two dimensions later in
Section 4.2, with the bidirectional concept in Section 4.3.4. Unless explicitly stated otherwise, in
the course of this thesis, we leave out weight matrices and bias vectors for the sake of simplicity
and consider layers as functions whose equations show the dependency among variables.

3.3 Neural Language Model

As an alternative to the count-based n-gram models discussed in Section 1.3.2, the probability of
a word sequence can be modeled using neural networks. Neural network-based language models aim
to solve the problems of count-based models, particularly data sparsity and lack of generalization.
Lack of generalization in this context means similar word sequences are not assigned similar
probabilities because word representation is discrete. Neural language models alleviate these
problems by representing words by continuous vectors [Bellegarda 97, Bengio & Ducharme™ 03]
where learned continuous word representations capture morphological, syntactic, and semantic
similarity across words [Collobert & Weston 08], thus exhibiting better generalization compared
to count-based models.

To map each discrete token in a finite vocabulary to a continuous representation, one-hot
vectors of the vocabulary size are utilized. In the one-hot representation, all components are zero
other than the k-th element which corresponds to the k-th token of the vocabulary. Working
with machine translation notations, we convert a discrete word e; to a real-valued vector €; by
multiplying its one-hot vectors with an embedding matrix. This multiplication simplifies to a
look-up table. The word embedding ¢; has a much smaller dimension than the vocabulary. The
embedding matrices are shared between positions and usually trained jointly with the rest of the
network. They are passed to the upper hidden layers. Eventually, the softmax layer predicts the
probability of a word given the history, as stated in Equation 1.15. The hidden layers can be
modeled by both feedforward and recurrent neural networks. The former limits the history to
n-gram tokens, while the latter provides the entire context and a powerful solution to the language
modeling task. For more insight into neural language models, we refer the reader to [Bengio &
Ducharme™ 03, Schwenk & Gauvain 04, Mikolov & Karafidt™ 10, Sundermeyer & Oparin™ 13, Liu
& Saleh™ 18, Al-Rfou & Choe™ 19].

Assuming an LSTM layer to model the recurrence, we have

0; = linear o LS’I‘N[(SZ‘,l7 éifl), (316)
ple; = wlef ™) = lf/xlp(oiw) = softmax(0;) | (3.17)

2 o1 €xp(0i0)
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Figure 3.2: A simple recurrent-based language model with its dependencies.

where €;_1 and s;_1 are the embedding vector of the previous token and the previous LSTM hidden
state. ey represents the word at the first position. The linear function maps the output dimension
to the vocabulary size. After that, softmax predicts the current token. To reduce the total number
of parameters, the embedding and the output projection matrices can be tied [Press & Wolf 17].

Figure 3.2 illustrates the recurrent neural network language model and its dependencies. In the
next section, we see that such the recurrent auto-regressive language model conditioned on the
input representations can be applied as a decoder in sequence-to-sequence modeling.

3.4 Sequence-to-Sequence Model

Sequence-to-sequence models are mainly based on a family of prevailing architectures known
as encoder-decoder networks, single and stand-alone, yet strong neural models that generate
contextually appropriate, arbitrary-length output sequences. Encoder-decoder architectures have
been used in a wide range of applications [Kalchbrenner & Blunsom 13, Sutskever & Vinyals™
14, Cho & van Merrienboer™ 14a]. The key idea underlying these methods is based on two
components: an encoder and a decoder. The encoder reads a variable-length source sequence
and encodes it into a single continuous vector representation. Then, the source representation
is passed to the second component, the decoder, which generates a target sequence step by step.
The decoder is considered to be a neural language model conditioned on source representations.
In such architectures, the input and output sequences are separately handled.

As explained earlier in Chapter 1, our main goal is to model a conditional distribution of the
target sentence given the source sentence. Using the chain rule, the posterior probability of the
target sentence is factorized into

I

plefl ) = [ p(eilel ™ £). (3.18)

=1

p(ei\eé_l, f{) can be modeled in different ways. At each time step, the model computes the word-
level probability. Convolutional neural networks (CNNs) [Kalchbrenner & Blunsom 13, Gehring
& Aulit 17a, Gehring & Aulit 17b], deep self-attentive layers [Vaswani & Shazeer™ 17], and
deep stacked recurrent networks [Sutskever & Vinyals™ 14, Cho & van Merrienboer™ 14a] can be
employed to model the encoder, decoder, or both.

This work concentrates solely on the encoder-decoder topology equipped with either the RNN-
based LSTM described below or self-attentive layers described in Section 3.5.4. The models differ
in the way these architectures are used to compute hidden representations. In the first layer of
the network, a source sentence of J words is projected into a series of embedding vectors fi] by
applying the look-up table to each of its tokens. In the next layer, an encoder reads the series of
vectors and encodes them in a sequence of hidden representations. Here, the LSTM layer is taken,
and the encoder is formulated as

h; = LSTM (hj_1, f;). (3.19)
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Figure 3.3: The architecture of the encoder-decoder network with a fixed-length source sentence
representation. The blue blocks depict the encoder and decoder recurrent layers.

hj represents the LSTM encoder state. The final hidden state is the summary of the whole
source sentence. We call it the context vector c(fi') = hy that contains source information.

The decoder is a recurrent-based language model on the target side conditioned on the source
sentence as written in Equation 3.20 [Kalchbrenner & Blunsom 13, Cho & van Merrienboer™ 14al.
Once the source sentence has been encoded, the decoder starts generating the first target token
eo, which is then fed back to the decoder network to produce the second token, and so on. The
algorithm terminates when the network generates the end-of-sentence token </S>. Therefore,
given the last decoder state, the embedding of the previous target token, and the context vector,
we update the decoder state s; and predict the current token by

S; — LSTM (81;1, éi, C(fi])), (320)

pleilel™, f) = softmax o linear (si—1,€i-1, c(fi])) (3.21)

Alternatively, ¢( flJ ) can be used only to initialize the first decoder state sy corresponding to the
target beginning-of-sentence token [Sutskever & Vinyals' 14, Bahdanau & Cho™ 15].

Figure 3.3 shows an abstract overview of the encoder-decoder network. In contrast to traditional
phrase-based machine translation with a very large number of highly engineered features, the
neural encoder-decoder models are simple and efficient.

In sequence-to-sequence modeling, particularly offline modeling, the assumption is that the
entire source sentence is available. Unlike the standard way in which the tokens to the encoder
are fed in the natural order they appear in the sentence [Cho & van Merrienboer™ 14b], one can
also read the sentence in reverse order [Sutskever & Vinyals™ 14]. A bidirectional LSTM in the
encoder reads the source sentence in the backward direction. Attention sequence-to-sequence
models, which are powerful extensions to the standard encoder-decoder topology, read the source
sentence in both forward and backward directions, as discussed next.

3.5 Attention Sequence-to-Sequence Model

One of the problems associated with a fixed-size context vector of the source sequence is
ignorance of its length. Clearly, sequences with different lengths convey different amounts of
information, and a fixed-size vector limits the capacity of the model, and it is show that the
translation quality is considerably worse on long sequences [Cho & van Merrienboer™ 14a]. To
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Table 3.2: Attention scoring functions. W and v denote trainable parameters of the network.

name ‘ scoring function score(K, Q) ‘
additive v tanh(W[Q; K])
multiplicative KTWQ

. 1. . KTwWQ
scaled multiplicative 7

mitigate this issue for machine translation, the concept of attention is proposed by [Bahdanau
& Cho™ 15] as an extension to the encoder-decoder model to avoid having a fixed-length source
sentence representation. Instead of a single vector, the model encodes the source sequence into a
series of vectors and chooses a subset of them adaptively by a weighting mechanism in the decoder.
The attention layer does a soft search for a set of positions on the source sentence where the
most relevant information is concentrated. We first address attention as a general concept before
describing the architecture in detail in Section 3.5.2.

3.5.1 Attention

Generally speaking, attention is a mapping operation that takes J key-value pairs and I query
vectors [Vaswani & Shazeer™ 17]. It can be seen as a search problem over certain keys given a
query, returning a value that the keys represent. For simplicity, we assume all vectors have the
same dimension d, and squeezing the vectors results in the key K € R7*?, value V € R7*?, and
query Q € R’ matrices. Then, the attention concept is formally formulated as a function of
matrix operations expressed as

attention(K, V, Q) = softmax (score(K, Q))[; V. (3.22)

The output is the weighted sum of the values based on the mapping of the query to the keys,
provided that the query, keys, and values are all vectors. In the end, for each query vector, the
weighted sum of the value vectors is obtained. A similarity scoring function between the query
vector and all the keys calculates weights. It results in a (J x I) matrix of unnormalized scores.
Softmax normalizes the weights over the columns of that matrix so that the weights for each
query vector sum to one. There are a couple of variants of scoring functions, such as additive
[Bahdanau & Cho™ 15], multiplicative or dot-product, which can be grouped into either general
multiplicative [Luong & Pham™ 15] or scaled multiplicative [Vaswani & Shazeer™ 17]. In the latter
case, unnormalized scores are divided by the square root of the key vector dimension for more
stable gradients. Table 3.2 summarizes the most common attention scoring functions.

Given the encoder-decoder architecture, the decoder hidden states sé are used as the query
vectors, and the encoder hidden states hi] play the role of the key and value vectors. In an
uncommon topology, the encoder states is divided into two parts. The first and second halves are
used as the key and value vectors, respectively [Mino & Utiyama™ 17]. Once we have processed
the whole source and target sentences, the attention matrix A € R7*! is calculated given by

A := softmax oscore(s;, h;) Vj € [l1,J] and Vi € [1,1]. (3.23)

The entry A;; represents the attention score between positions ¢ and j. As it is obtained from a
distribution, we use probabilistic notations for it, as A;; = a(j|i). However, it is often challenging
for fuzzy attention weights to extract comprehensible alignments compared to count-based IBM
and HMM alignment models, where a hard alignment is a transparent process. Figure 3.4 depicts
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Figure 3.4: Attention weight matrix A for German— FEnglish translation. Each cell presents the
normalized attention weights a(.|.) between the corresponding source (column) and
target (row) tokens. The darker the blue color, the higher the attention weight is. As
shown, the weights over the rows for each English target word sum up to one. </S>
represents the end-of-sentence token.

an example of the attention matrix A in machine translation using additive attention. In this
example, the source sentence “wir bendtigen detaillierte , konkrete Vorschlage .” is translated to
“we need detailed , concrete proposals .” The attention matrix captures cross-lingual word relations
such as “benétigen” being relevant for generating “need” or the aligned word for “Vorschlage” in
English being “proposals” thus emitting a high attention weight for this pair.

Soft, Hard, and Local Attention

In the literature, the aforementioned mechanism is often called soft attention. Soft attention
provides a way to observe what influences the model decision-making process. Even when the
model has very sharp values in soft attention, it still has some degree of spread around other
tokens, as shown in Figure 3.4. This property is in contrast to hard attention introduced for image
caption generation [Xu & Ba™’ 15]. In their work, soft attention weights are placed softly over
all patches in the source image. On the other hand, hard attention attends to only one patch of
the image at a time. In hard attention, each output token focuses only on one input position,
resembling the concept of conventional alignments discussed Section 1.2.1. Although the hard
attention model is much more efficient at inference time and well-trained models succeed in certain
settings, it is not differentiable, is harder to train, and the gradient of the attention weights is
subject to high variance. Therefore, it requires techniques like an approximate variational lower
bound or REINFORCE [Williams 92].

As said, attention weights are normalized over all source positions, meaning that it attends to all
tokens. This inspires the term global attention. The problem of such global attention approaches
is that firstly they are impractical for streaming purposes where there is no access to the entire
input sequence, and the output sequence is immediately generated as long as a portion of the
input is received. Simple examples are ASR streaming or simultaneous translation. Secondly,
global attention can be expensive for long sequences, e.g., paragraphs or documents. To solve
these deficiencies, local attention focuses only on a small subset of the source positions per target
token [Luong & Pham™ 15]. Local attention lies between the soft and hard attention models.
Unlike hard attention, it is differentiable almost everywhere, making it easier to implement. Since
its performance in both speech recognition [Zeyer & Merboldt™ 18, Merboldt & Zeyer™ 19] and
machine translation [Luong & Pham™ 15] is behind the global attention methods, this work leaves
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it out of its scope. Instead, we propose an alternative model to soft attention that is akin to hard
attention and resembles conventional alignments. We cover it in detail in Chapter 5.

Multihead Attention

A further improvement upon the basic attention mechanism is its extension to multiple memory
networks [Cheng & Dong™ 16]. A similar idea is used to retrieve different context vectors, instead
of just one, as first described in [Vaswani & Shazeer™ 17]. The intuition behind multihead
attention is that the model receives information from different representation subspaces at different
positions. Hence, it might capture different sources of knowledge. The query, key, and value
vectors are linearly projected H times with different trainable linear projections. H is the number
of heads performing the attention scoring function in parallel. This results in an H normalized
distribution to represent different attention weights. The concatenation of the output of each
attention head obtains the final output of multihead attention. In practice, to avoid increasing
the number of parameters, the dimension of the query, key, and value vectors is divided by the
number of heads. Each part calculates a context vector separately, with all resulting context
vectors being concatenated together to form the final one. Once again, after concatenation, the
final dimensionality remains the same. Mathematically, it means

MultiHead Attention(K, V, Q) = [heady;...;headg|Wo
with head,, = attention(KWg', VW', QW) (3.24)

where Wg', W, Wg € R™# are the trainable parameters for the m-th head of the key, value,

and query matrices, and Wp € RY 77 xd keeps the final dimensionality. Having multiple attention
heads is challenging for deriving a single attention weight matrix A.

Self-Attention

Up until now, we have examined attention only in the situation of the decoder attending to
the encoder in the context of the encoder-decoder sequence-to-sequence architecture. Based on
generalized attention, attention can be used in the encoder, using linearly transformed encoder
hidden states for the query, keys, and values [Vaswani & Shazeer™ 17]. Such an attention application
is called self-attention. Self-attention calculates attention weights between two elements of the
same sequence. Given Equation 3.22, the query, keys, and values are identical vectors. The same
concept can be applied in the decoder, as we see later in Section 3.5.4.

The attention mechanism is an augmentation to the sequence-to-sequence architecture for
better integration between the encoder and decoder. In this thesis, we refer to it as the attention
sequence-to-sequence or simply attention model.

3.5.2 Recurrent Attention Model

Recurrent-based attention models are based on three main components. An additional attention
layer incorporates the encoder and decoder, which are based on LSTM cells. In contrast to
the standard encoder-decoder models in which a stack of unidirectional LSTM layers is used to
encode the source sentence, in recurrent-based attention models, the encoder is equipped with L.
bidirectional LSTMs stacked on top of each other [Bahdanau & Cho™ 15, Luong & Pham™ 15].
Using Equation 3.15, we write

h; = BILSTM©<) o ..o BILSTMW (£}, hj_1, hjt1). (3.25)

Once the whole source sequence has been read and encoded to the sequence of hidden states,
the decoder starts to generate the output sequence token by token. At each time step, the
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attention mechanism allows the model to focus on certain source positions. All the attention
scoring functions listed in Table 3.2 can be employed to compute the attention weights. Here, we
use single-head additive attention that is a feedforward neural network, even though it can be
expanded to multihead. Again, we write

oy ; = score(s;_1, h;) = linear o tanh (si-1,hy), (3.26)

a(j]i) = softmax(aj;)l; (3.27)

where O‘;,i € R is an unnormalized score which is normalized by softmax to produce the attention
weights a(j]i). It calculates the importance of each encoder state h; in relation to the last decoder
state s;_1. The attention weights are then used as a weight for mixing the encoder states together
and computing the context vector as

¢; = attention(K = h;,V =h;,Q = s,_1) =

J

J
a(jli)h;. (3.28)
=1
The context vector is usually appended to the hidden state of the LSTM decoder to calculate
the posterior distribution. It depends on the target position ¢, in contrast to the non-attention
encoder-decoder model, where a fixed vector c¢ is used over all target positions. Therefore, the
dependencies of Equations 3.20 and 3.21 are updated to

S; = LSTM (31’—1; éi, Cz(fi])), (3.29)

pleilel ™, f{) = softmax o linear o maxout (s;_1, &1, ¢;(f{)). (3.30)

Here, the decoder contains one layer of LSTM as shown in Figure 3.5. But it is usually deeper
in some settings. There is also an extra layer called maxout [Goodfellow & Warde-Farley™ 13]
which reduces the hidden dimension before the output layer to lower the size d,,. This leads to an
easier matrix-vector product, hence speeding up training a bit. The maxout layer operates

maxout(6) = [ max {3;.05-1, 3526} |, _, (3.31)

v"'ydm

where 0; . is the k-th element of the vector o; to be an input to the maxout function.

From the modeling perspective, ¢; adds indirect information about the source sentence into
the decoder, thus making a dependency on fi] compared to non-attention-based models. It is
important to highlight that, in some configurations, the decoder state gets updated first, and then
the target token is generated, as in [Bahdanau & Cho™' 15]. This means that in the attention
computation, s;_1 does not contain implicit information about €;_1, but €;_o instead. The hidden
states of the decoder are shifted by one. Adding an explicit term €;_1 in attention calculation
solves the issue. In our implementation, we first predict the target token é; and then update the
decoder state s;, correspondingly. Therefore, s;_1 implicitly contains information about &;_1.

For future reference, the sequence-to-sequence model with attention and LSTM cells is often
simply termed the recurrent-based attention or RNN attention model.

3.5.3 Attention Refinement

This section serves as the starting point of our contributions where we verify several extensions
of the attention mechanism from the literature and further refine them. The RNN attention model
is highly effective in relating the source and target sentences. However, it does not make any
conditional dependence assumption on previous attention information. This is a zero-order model
that ignores past alignments, and in fact, it exhibits a lack of coverage. In phrase-based machine
translation, a coverage vector indicates whether a source word has been translated or not. The
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Figure 3.5: The architecture of the encoder-decoder network equipped with an attention layer.
The blue cells show the encoder and decoder recurrent states. The bidirectional
dependency between h;s in the encoder (left-to-right and right-to-left) is in contrast
to the unidirectional property of the decoder (bottom-to-up). In this work, a deeper
encoder with L. layers and one decoder layer are taken.

search procedure is terminated if all source tokens are covered. In attention-based models, there is
no coverage that might lead to over-translation, where some words are unnecessarily translated
multiple times or under-translation where some words are not translated at all.

The problem of the standard attention model which ignores past alignments is addressed by
[Tu & Lut 16]. They refer to this issue as the lack of coverage. In their work, they maintain a
coverage vector to keep track of previous attention weights. This vector is fed back to adjust future
attention weights. In other words, it gives the model a flag to consider more about untranslated
source tokens. If a source token has been already translated, it is less likely to be translated again
and should be assigned a lower score. They also propose the concept of fertility inherited from
word-level machine translation [Brown & Pietra®™ 93]. Similarly, RNN attention models include
structural biases from word-based alignment models, positional bias, Markov conditioning, fertility,
and agreement over translation directions [Cohn & Hoang™ 16]. Next, we overview and extend
some of these ideas, and in the experimental section, we compare them.

Last Attention Weight We feedback the immediate predecessor attention weight in order to
compute the unnormalized score at the current position ¢. The Equation 3.26 is rewritten as

o;; = linear o tanh (s;_1, hy, a(jli — 1)). (3.32)

Accumulated Attention Weight We can also pass on all attention weights from the first target
position, i.e., from position 1 to 7 — 1 by accumulating them through the sum. Therefore, we have

i—1
oz;»ﬂ. = linear o tanh (si,l, hj, a(j\k;)) (3.33)
k=1
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where the third term is accumulated attention.

Fertility Similar to [Tu & Lu*t 16, Cohn & Hoang™ 16|, the fertility concept (especially for
machine translation) can be added as a better way of providing coverage. To this end, the fertility
value ¢; of f; is multiplied by the accumulated attention weights given by

i1
o;; = linear o tanh (s;_1, hy, ¢; Z a(jlk)) (3.34)
k=1

where ¢; depends on the encoder states because it can vary if the word is used in a different
context and is defined as

o o linear(h;)

bj = 5

(3.35)

where the denominator specifies the maximum value for fertility, which is set to 2 in our experiments.

Last Context in Attention A possible extension to consider past attention weights is to include
the last context vector in the computation of the current attention score, i.e.,

o ; = linear o tanh(s; 1, hj, ¢i—1). (3.36)
Last Context in Decoder An alternative is to include the past context vector in the computation
of decoder state s; and target word e;. Although the layers get information from the current

context vector, it may be possible to benefit from past ones recursively. Therefore, we rewrite
Equations 3.29 and 3.30 as

$; = LSTM(si_l,éi,Ci,ci_l), (3.37)

pleilel ™, f{) = softmax o linear o maxout (s;_1, €;—1, ¢, ¢i—1). (3.38)

Embedding in Attention As discussed before, the attention scoring functions take the encoder
and decoder states to compute a distribution over input positions. It is often arguable that the
encoder hidden states include the entire source context and the decoder hidden states include all
histories until the current position. In order to explicitly have information for the corresponding
source and target tokens, we add word embeddings to the attention computation that is we add fj
and €;_1 for the source position j and the target position %, respectively, which gives

., = linear o tanh(s;_1, b, fj, &i_1). (3.39)

;.

3.5.4 Self-Attentive Model

Using the multihead attention and self-attention concepts, another model, named transformer or
generally the self-attentive model has been proposed [Vaswani & Shazeert 17]. The self-attentive
model closely resembles the RNN attention model, both having encoder and decoder components.
But the main intuition behind this network is to remove all recurrent components and substitute
them with feedforward layers. It differs from its RNN counterparts in that, in RNN, the input is
processed sequentially, and the model produces the output depending on the relation between the
current input and all previous ones. This sequential property makes processing slow due to its
dependency on predecessors.

This fact motivates self-attentive models to completely replace the LSTM cells in both the
encoder and decoder with self-attention and feedforward layers. Exploiting the power of graphical
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processing units (GPUs), self-attentive models can be trained much faster compared to RNN
attention. In comparison, self-attentive models are usually trained with deeper layers. We note
that the architecture presented here is not a strict copy of the one presented in the main paper, but
rather a highly similar version, as implementation details can strongly affect the model performance.
In the following, we explain the main components of the architecture.

Positional Encoding Since there is no recurrent components, the model has to preserve the
order of the sequence. Hence, positional encoding is introduced. There are two ways to include
positional encoding. It can be learned with the network parameters [Gehring & Aulit 17b] or it
can be computed based on sinusoidal functions. As they both lead to almost identical results, we
use the fixed version that adds a sinusoid wave based on the positions in the sentence, and to
some extent, it allows the model to infer sequences longer than those that have been seen during
training [Vaswani & Shazeer™ 17]. The sinusoidal positional encoding is calculated by

sin ( if k is even

J
ToooE) (3.40)

co otherwise.

PE(j, k) = {

s (Toa00F 7))

The function returns the positional encoding (PE) at position j for the k-th feature of the vector
of size d, which is the model size.

Encoder Once the positional encoding has been computed, it is added or concatenated to the
word embedding. The positional encoding is used both in the encoder and decoder as the first
step. In our notations, we refer to embedding as if they are the output of the 0-th layer. Applying
dropout [Srivastava & Hinton™ 14] as a regularization technique, we have
fi— hO = dropout o(PE(j, k) + L) (3.41)
J Vi

Each encoder layer is a stack of two sublayers: a multihead self-attention and a feedforward
layer with the ReLu activation. Each sublayer applies preprocessing and postprocessing operations.
Layer normalization [Ba & Kiros™ 16] is used as preprocessing, whereas dropout and residual
connection [He & Zhang™ 16] are chosen for the postprocessing step. One encoder layer can then
be expressed as

TransEncLayer = FFBlock o MHeadSelfAttBlock (3.42)

where MHeadSelfAttBlock and FFBlock refer to the multihead self-attention and feedforward
sublayers with a predefined sequence of operations like

MHeadSelfAttBlock(z) = x + (dropout o linear o self-attention o layer-norm)(x), (3.43)
FFBlock(z) = = + (dropout o linear o ReLu o layer-norm)(x) (3.44)

with x being the input.
In the first layer, the input of TransEncLayer is the embedding vectors hg.o), while in the upper
layers, the previous encoder states are used as its input. Self-attention weights at layer (I + 1) for

each j position are computed using the previous layer, defined as

a D (5715) = softmax o DotAtt (R hY) ) vm e[1,... H] (3.45)

Jmo Y5,
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where H is the number of heads, j' € [1, J], and the scoring function is chosen to be the scaled
multiplicative function noted by DotAtt, as defined in Table 3.2. Having these weights, the next
layer representation is defined by

<

P Z D (55)h (3.46)

According to Equation 3.24, the final output of the self-attention layer with multihead is
computed by concatenating the representations of all heads given by

h;(l+1) _ [h;'(,l1+1)§ e h;(,lf}q)]- (3.47)

We distinguish between h;(l) and hg-l) such that the former is the output of the self-attention

layer while the latter represents the output of the encoder at layer [. Similar to the RNN attention
model, the encoder can be the stack of TransEncLayer on top of each other, given by

hi](Le) = (layer-norm o TransEncLayer(") o . . . o TransEncLayer™M)(f{) (3.48)

where L. is the number of encoder layers. Figure 3.6 illustrates the abstract overview of the
self-attentive model.

Decoder Similar to the encoder, the first layer is an embedding layer, given as

e — Cgo) = dropout o( PE(i, k) + %) (3.49)

The decoder is composed of FFBlock and MaskedMheadSelfAttBlock sublayers. The latter
is similar to the MheadSelfAttBlock which masks out future context. The decoder contains an
additional multihead cross-attention sublayer to incorporate the representation of the encoder and
decoder. Assume a decoder of L4 layers, each is defined as

TransDecLayer = FFBlock o CrossAttBlock o MaskedMheadSelfAttBlock (3.50)

in which
CrossAttBlock(z) = x + (dropout o linear o cross-attention o layer-norm)(z). (3.51)
Self-attention weights between target positions using MaskedMheadSelfAttBlock are stated as

oD (i']i — 1) = softmax o DotAtt(c”, P, ) Ymel[l,..., H] (3.52)

G~ 1,m> =i’ —1,m

(@

where i’ € [1,i], and ¢;”, , is the context vector in the I-th decoder layer and corresponds to the
m-th head. Given this, the decoder hidden state at position 7 for the m-th head is given by

1—1
s =S alt (i - 1) e (3.53)
=1

Given the final encoder and decoder states at each layer, cross-attention computes a normalized
probability distribution a(lH (j]¢—1) over the input positions. This distribution can be considered
as an alignment between source and target sentences and is defined as

altD(j]i) = softmax o DotAtt(s\”,  hlle)), (3.54)

i—1m>Ygm
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Figure 3.6: The self-attentive architecture composed of L. stacked TransEncLayer, respectively
L4 stacked TransDecLayer. The attention layer represents cross-attention between
the source and target sentences. The blue cells highlight the encoder and decoder
states. The encoder contains the entire source context (using the MheadSelfAttBlock
sublayer), while the decoder only entails to target histories until position ¢ — 1 (using
the MaskedMheadSelfAttBlock sublayer).

and the context vector for each head is derived by

AV =3 al e with o) =g (3.55)

;1M jvm ivm
J=1

The final attention context vector is obtained by concatenating the representations of all heads
given by

D _ e

)

Y. (3.56)
Again, the decoder is often the stack of Ly layers. Therefore, for a deep model, we obtain
chd) = (layer-norm o TransDecLayer("®) o . .. o TransDecLayer(M)) (el 1). (3.57)
The output layer finally generates the next target token as
pleiles ™, fi) = softmax o linear(c(Ld)). (3.58)

)
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Figure 3.6 summarizes the dependencies within the encoder and decoder self-attentive layers.
The model is usually composed of deep encoder and decoder layers. The attention layer refers
to cross-attention between the source and target sequence. Although the model is known as the
transformer architecture, we use our terminology and call it the self-attentive model in this work.

3.6 Training

Neural network training involves solving a non-convex optimization problem with no closed-form
analytical solution in which the parameters 6§ are numerically estimated. In training neural
networks, the goal is to either minimize or maximize a given objective function £(6) by iteratively
modifying 6 in the hope that it improves an intractable performance measure evaluated on the
training set. This is where a set of training examples for supervised learning plays an important role.
This is different from traditional optimization algorithms where the cost function is minimized as a
final goal in and of itself. In neural networks, optimization is often implied in terms of minimizing
an objective function or criterion?, hence it is also called the cost, loss, or error function. Typically,
the cost function can be defined as an average over training data; however, we prefer to minimize
the cost function where the expectation is taken over the true underlying distribution. Since the
true distribution is unknown in practice, we replace it with the empirical distribution defined by
the annotated training set. For a given corpus of R = |datairqin| € N parallel training examples

datairgin = [(FT = (f,«)i]’", E, = (eﬁ{")}il, we define

L(0) = Pr(F,E)logp(E|F;0) (3.59)
F.E
1 R
= EZIOgP(Er|Fr39)' (3.60)
r=1

Formally, the training criterion is defined to minimize the cost function to find the optimal set
of parameters 6 given by

0= arg;nin{ - L(0)} (3.61)
= argmin{ —ZPT(F, E) logp(E]F; 9)} (3.62)
0 FE
= argemin{ — Y _Pr(F)Y_ Pr(E|F)logp(E|F;6)} (3.63)
F E
R
= arggnax { Z logp(Er|Fy;0) }. (3.64)
r=1

By crossing out the terms that are consistent with respect to 8, we simplify Equation 3.62 to
3.63. In information theory, the term — Y, Pr(E|F)logp(E|F;0) refers to cross-entropy. Here,
the training criterion is either to minimize cross-entropy or to maximize negative cross-entropy,
which is equivalent to maximizing log-likelihood of training data written in Equation 3.64 [Ney 19].

3.6.1 Back-Propagation with Stochastic Gradient Descent

The optimization phase of neural networks involves two passes. Starting with a random
initialization of the parameters and a given input, the network output is driven by the forward

*Maximization can be done by minimizing —£(6).
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pass. Given a predefined differentiable cost function, a new set of parameters is obtained in
a backward pass according to gradients. The gradient of £ is a vector containing all partial
derivatives, denoted as VyL(6). The k-th element of the gradient represents the partial derivative
of the cost function with respect to the k-th parameter, which determines how to move 6 in the
opposite sign of the derivative to decrease the cost function. That is why the method is known as
gradient descent [Cauchy 47]. As computing the cost function over the entire training data with
size R is usually expensive, in practice, we randomly select a small number of samples as a (mini-)
batch B C {1,..., R} and take the average over them. Given the cost function in Equation 3.60,
the gradient is therefore given by

B
1
VoL(0) = 5V > “logp(E,|F,;6). (3.65)

r=1

Optimization algorithms that employ batches of training data are not deterministic and are thus
called (batch) stochastic gradient descent (SGD), resulting in mini-batch gradient calculations
[Robbins & Monro 51]. Larger batches provide a more accurate estimate of the gradient, whereas
smaller sizes return more updates and have a more regularizing effect due to noisy gradient
calculation [Goodfellow & Bengio™ 16, Wilson & Martinez 03]. SGD updates the parameters by
means of an initial learning rate n. It is a positive scalar determining how large the updates are.
The update rule is then defined as

97-1—1 < ‘97 - ﬁveﬁ(‘g) (366)

where the index 7 represents the iteration step and 6,41 is a new set of parameters.

The initial learning rate is one of the important hyperparameters of training that should be
carefully tuned. Unlike SGD, adaptive optimizers offer a separate learning rate for each parameter.
One of the most prominent optimizers widely used in sequence-to-sequence modeling is Adam
[Kingma & Ba 15]. Allowing for more complex convergence and robustness against stochasticity,
Adam with its learning rate annealing scheme enables fast convergence and finds better local
minima [Bahar & Alkhouli™ 17]. Algorithm 1 explains Adam update rule. It considers the decaying
average of the past gradients n, and provides a decaying mean of past squared gradients m... m,
and 7., are the bias-corrected terms for instability against zero initialization considered as the
first and second moments. In the case of Adam, £1, 52, and € are additional hyperparameters
which are usually set to 0.9, 0.999, and 10~8, respectively. The initial learning rate depends highly
on the model. Throughout this thesis, the Adam optimizer is applied with the hyperparameters
above unless otherwise specified.

Algorithm 1 Adam

1o ny ﬁlanl + (1 - Bl)veﬁ(a)
A

3: my < Pom,_1 + (1 — 52)V§£(9)
4: M, 1TT§

5: 07—_1,_1 — 07— - ﬁﬁT

To compute the gradient of the defined cost function with respect to the parameters, a method
called back-propagation is used [Rumelhart & Hinton® 88]. The back-propagation algorithm
simply applies the chain rule of calculus to compute all necessary derivatives one after another.

RNNs are trained using the same concept as feedforward networks. They use back-propagation
with SGD to update the parameters, though with the added sequential component. Computing
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the gradient needs to start at the end of time and move backward in time to step 1. Since the
gradient values are propagated backward through time, this variant of back-propagation is called
back-propagation through time [Robinson & Failside 87, Werbos 88]. Conceptually, this method is
not complicated, as recurrent networks are inherently sequential, and the computational graph is
unfolded over time. The gradients are computed for each weight in each time step, and finally, the
gradients are combined together, after which SGD is applied. However, to simplify the gradient
computations for long sequences, a truncated variant [Werbos 90] can be conducted in which the
time history is limited to the last few time steps.

3.7 Search

As stated, there are four main ingredients for data-driven methods. We have already discussed
the various performance measures that are dependent on the task in Section 1.5. Probabilistic
models with suitable structures to capture the dependencies within and between input and output
sequences are the second aspect to be considered. All models addressed in this chapter can be
used to model p(ef|f{) for a sentence pair (el, f{). The training criterion to learn the free model
parameters is cross-entropy, which is correlatively linked to performance measures like perplexity.
Training such models involves an efficient numerical algorithm like SGD.

So far, we have addressed how (neural) probabilistic models define the output posterior proba-
bility. To use such definitions, both the source and target sentences have to be given. However,
obtaining probability scores is not the ultimate goal in many sequence-to-sequence tasks like
machine translation; rather it is to generate a target sentence given the source. The task of finding
the most plausible target hypothesis with the maximum probability score according to the model
is search. This is the fourth ingredient using the Bayes’ decision rule written in Equation 1.1. The
sequence posterior probability can be decomposed using the chain rule left-to-right such that the
final score is the product of probabilities at each position, i.e.,

I
pletl ) = [ p(eilel ™, £). (3.67)
=1

Since p(ei|eé_1, fi] ) is less than one, the product gets smaller for longer sequences, thus the
sequence probability scores ascend with increasing target length I. Length normalization is a
practical remedy to avoid assigning high scores to short sequences and disadvantaging the longer
ones. Formally, the decision rule is expressed by

fil = é{(fl )= argmax{ Hp (eileb™ )} (3.68)

Let us assume an auxiliary quantity for each unknown partial string eé, where e is the artificial
beginning-of-sentence token at the first position. Then, this quantity at position i is given by

Q(4; €g) Hp (exley—t, £1). (3.69)

The search algorithm expands partial hypotheses from ef{l to e}y for all positions i = 1,...,1I.
Therefore, it involves a recursive method in which the auxiliary quantity at the current position
depends on the previous one, and it can be formulated as

Qisel) == pleslel ™, f{)Q( — Lief ™). (3.70)
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Doing so from the first target position till the end results in the final score of

p(epl f{) = Q(I; e). (3.71)

Bayes’ decision rule requires maximization over all possible target sequences, which is a large
search space. The search space grows exponentially with the sequence length. For instance, given
the vocabulary size |V|, there are |V,|?° possible sentences with 20 tokens. A naive solution
is greedy search that picks the single best expansion at each position. Any mistake cannot be
corrected later by greedy search as it is already committed to a single path.

To remedy the risk of ignoring a candidate with a higher score in the next position, an efficient
and practical algorithm known as beam search is widely used [Jelinek 97]. Beam search narrows
down the search space to the top IN-best hypotheses, where N is the beam size. It does not
keep the single best partial hypothesis as it passes N possible candidates to the next time step.
Beam search organizes the search tree of the partial hypotheses 6’6 with the score Q(i; 66), which
is synchronous with target positions or known as position (label) synchronous search because
hypotheses refer to the same target position, and a subset of them is selected for expansion in
the next time step [Ney 19]. To terminate the search path, either the end-of-sentence token is
generated, or a maximum number of tokens is reached, which is in practice a factor of the source
sequence length.

3.8 Experimental Results

In this section, results for the neural sequence-to-sequence models are presented on different
tasks. This mostly includes our baselines based on the RNN attention and the self-attentive
architectures. We refer to these baseline results in the next chapters. All evaluated experiments
are carried out within the RWTH extensible training framework for universal recurrent neural
networks (RETURNN) [Doetsch & Zeyer™ 17, Zeyer & Alkhouli™ 18], which provides a single
implementation for almost all needed features for running experiments on neural models. The
publicly available RWTH Aachen University speech recognition toolkit (RASR) [Rybach & Gollan™
09, Wiesler & Richardt 14] is also employed to read the speech signal and extract frame-wise
features with an integrated interface in RETURNN. A comprehensive discussion of empirical
results and a comparison of the models with state-of-the-art methods from the literature on
large-scale tasks are provided.

3.8.1 Machine Translation
Setups

Experiments are carried out on the WMT 2018 German—English shared translation task on
which we do all ablation studies for machine translation. The corpora statistics are given in
Appendix A.1.1 with full details in Table A.1. All systems are trained on all bilingual data with
5.9M sentence pairs. newstest2017 and -2018 are selected as the blind test sets. newstest2015
is used as the development set to tune hyperparameters. The training data is shuffled and split
into 8 subepochs, and the models are evaluated every 750k steps.

We also perform experiments on the WMT 2018 Chinese—English task with larger training
data, including 17M sentence pairs. Appendix A.1.2 gives details about data with its statistics
in Table A.2. newsdev2017 is used as the development set, while newstest2017 and -2018 are
used for blind evaluation. The training data is shuffled and divided into 30 subepochs, and each
checkpoint is evaluated based on 560k steps.

As the translation research community considers WMT 2014 English—German to be one of the
benchmarking tasks, additional experiments are done for the purpose of comparison with other
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works in the literature. The corpora statistics are given in Appendix A.1.3. The task has almost
4.5M training sentence pairs, where we use almost 4.0M pairs as training data and the rest as the
development set (Table A.3). We report the performance of models based on newstest2013 and
newstest2014, with more focus on the latter as the benchmark test set. Each subepoch is chosen
to have approximately 650k shuffled samples by an epoch split of 6.

For all tasks, to deal with out-of-vocabulary (OOV) and rare words, byte-pair-encoding (BPE)
[Sennrich & Haddow™ 16b] is used in order to have a sequence of subwords on either side. All
details about data preparation are presented in Appendix. Almost all the experiments in this
thesis are conducted on a single Nvidia 1080 GPU. The best checkpoints are chosen based on
BLEU and TER scores of the development sets for all tasks.

WMT 2018 German—English The RNN attention model has been described in Section 3.5.2.
It has an embedding dimension of 512 on either side. The encoder is the stack of 6 bidirectional
LSTM layers of size 1024. The concatenation of the forward and backward LSTMs with a total
dimension of 2048 is used as the encoder. The decoder is composed of one unidirectional LSTM
layer of size 1024. The network is equipped with various attention scoring functions extended with
the refinements described in Section 3.5.3 with either single or 8 heads. In the case of 8 attention
heads, we split the encoder state vectors on the feature axis to have 256-dimensional vectors
for each head. The attention layer is applied to each, resulting in 8 distributions. Computing 8
different context vectors, we concatenate them for the final representation of size 2048.

The Adam update rule uses an initial learning rate of 0.001 and reduces it by a factor of 0.9
if the development perplexity does not improve for 6 consecutive checkpoints. Controlling the
learning rate, we wait for 3 epochs before decreasing it. We batch the sequences with similar
lengths to avoid huge padding with a batch size of 3k tokens. To increase the effective batch size
for better convergence [Popel & Bojar 18], gradients are accumulated by a factor of 10. We note
that the batch size might differ in various setups, but as a general rule, it is usually specified to
be as big as the memory of GPUs allows. Dropout is applied on almost all layers at a rate of
0.3, except the embeddings and attention components. The output label smoothing is set to 0.1.
No gradient clipping and no gradient noise are applied. Sequences longer than 100 subwords are
removed during training. Embedding matrices are not shared with the projection layers prior to
softmax, and no weight-tying is used.

To have better convergence for deep RNN models, we use a layer-wise construction strategy
for the first steps [Zeyer & Alkhouli™ 18]. We start with only one bidirectional LSTM layer in
the encoder, train the built network for 5 subepochs (approx. 3.7M batches), and add new layers
iteratively during training. The label smoothing is deactivated in layer-wise construction.

Decoding is done using beam search with a beam size of 12. The stop criterion is either the
end-of-sentence token generation or the maximum length of hypotheses, which is chosen to be 3
times longer than the source sentence. The final hypotheses from all beams are normalized by
their length to avoid bias towards shorter candidates.

If not noted otherwise, the self-attentive model for the experiments on machine translation is
mainly based on the base transformer topology in [Vaswani & Shazeer™ 17]. In its setup, both the
encoder and decoder are composed of 6 stacked layers. The multihead attention has 8 heads, and
the internal hidden dimension of the model is set to 512 nodes all over the network except for
each feedforward layer, which is set to 2048. This internal hidden dimension often refers to the
model dimension noted by d as before.

For the sake of fair comparison, we also report the results on a larger model. When the model
size is increased to 1024 denoted by d = 1024, we correspondingly set the number of heads to 16
and the feedforward hidden dimension to 4096; however, the number of the encoder and decoder
layers remains at 6. This setup is often called big transformer.
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Table 3.3: Comparison of the attention scoring functions on WMT 2018 German— English.

model attention heads dev newstest2017 newstest2018 #
function Brev”  Ter™ | Buev™ Ter”™ | Buev”™  Ter™ parameters
RNN attention | additive 1 31.6 55.3 32.6 54.9 39.6 46.8 212M
8 31.6 55.3 32.6 55.2 39.6 46.9 217TM
scaled multiplicative 1 31.9 55.3 32.7 55.1 39.9 46.5 217TM
8 31.8 55.4 32.5 55.3 39.8 46.8 217T™M

The models are trained using Adam with a learning rate of 0.0003 and no warm-up technique.
We randomly batch the sequences with a batch size of 4k to 5k tokens and accumulate the gradient
by factors of 4 to 8. No gradient clipping and no gradient noise are applied. During training,
we use label smoothing of 0.1 and dropout of 0.1 on almost all components: the embeddings,
multihead attention, feedforward, and postprocessing layers. The learning rate is lowered with a
decay factor of 0.9 if the perplexity on the development set does not improve for 6 consecutive
checkpoints. For the self-attentive models, no layer-wise construction is applied.

WMT Chinese—English The RNN attention model has the same configuration as used for the
German— FEnglish task. For the self-attentive-based models, we apply the warm-up technique of
10 steps at the beginning of training in which the initial learning rate gradually increases from
8 x 107 to 3 x 10~%. A batch size of 4k subwords and a gradient accumulation of factor 5 are
used. For the larger model of size 1024, the batch size has to be reduced by a factor of 2, i.e., 2k
tokens, and accumulate the gradient for 15 steps.

WMT 2014 English—+German The model structures are as before, except that we wait for 20
subepochs to lower the learning rate.

Results

Attention Scoring Functions Table 3.3 shows the results on WMT German—English for main
attention functions addressed in Section 3.5.1. To reveal the difference between the models, we
also report the number of parameters in the right-most column. We compare two main attention
functions with either a single head or 8 heads, where the encoder and the decoder are modeled
based on the LSTM layers. By comparing lines 1 and 3, the scaled multiplicative attention function
leads to a small improvement of 0.3% in BLEU and TER on newstest2018, but inconsistent
improvements over all test sets. This may partly be due to noise and optimization artifacts. There
is no real benefit in using multihead attention in the RNN models. This observation is in contrast
to the self-attentive-based architecture leveraging multihead self-attention layers. It also uses
feedforward layers with residual connections, dropout, and layer normalization. These may be
significant aspects of stabilized training in such architectures.

Attention Refinements We also compare the extensions of the attention layer developed on top
of the additive attention function, as described in Section 3.5.3. Table 3.4 reports the results
of this comparison. The single-head additive attention model is taken as the baseline listed
in the first line of the table. Neither the last weight nor accumulating all weights brings an
improvement. Adding the last context vector ¢;_1 in the attention scoring function performs as
good as the RNN attention model (cf. lines 1 and 4), while the fertility concept (line 5) slightly
boosts the performance of the pure additive function by 0.2 points in BLEU on average across all
sets. Combining the last context vector in the decoder with fertility (line 6) helps TER, whereas
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Table 3.4: Comparison of the attention refinements on WMT 2018 German— English.

model dev newstest2017 newstest2018 #
Bret”  Ter™ | Bued”  Ter”™ | Bueu™  Ter"” parameters

additive attention 31.6 55.3 32.6 54.9 39.6 46.8 212M
+ last weight 31.6 55.4 32.7 55.0 39.6 46.6 212M
+ accumulated weights 31.5 55.3 32.5 54.9 39.6 46.8 212M
+ last context in attention 31.8 55.4 32.4 55.2 39.7 46.7 213M
+ fertility 31.9 55.3 32.9 55.2 39.7 46.8 217TM
+ last context in decoder 32.0 55.2 32.8 55.0 39.8 46.6 226M
+ embedding in attention 31.7 55.6 32.6 55.3 39.6 47.1 252M

including embedding vectors in the attention component does not yield better results. However,
the last two require slightly more parameters. In general, adding attention variants to the pure
additive function leads to mixed results. It seems the performance of the attention component is
almost saturated, and such variants can achieve no further notable gains. Nevertheless, fertility
as expressed in Equation 3.34 is included in the RNN attention model as it has a small impact.
Therefore, in the rest of this thesis, all the RNN attention models include fertility in their attention
component; correspondingly, the combination of fertility and the RNN attention model (line 5) is
referred to as the RNN attention baseline model in all translation tasks.

Comparison of the Fundamental Architectures We build two baselines based on the RNN
attention and the self-attentive models and compare all other methods with them in the following
chapters. The self-attentive model consistently outperforms the RNN attention model; however,
the number of parameters is lower. The results of this comparison are shown in Tables 3.5, 3.6,
and 3.7 for the German—English, Chinese—English, and English—German translation tasks.
Increasing the self-attentive model size to 1024 performs best, as expected.

Table 3.5: The baseline results on WMT 2018 German—FEnglish. The RNN attention model
represents the additive attention model with fertility (line 5 in Table 3.4). d = 1024
shows the model size of the self-attentive model that corresponds to the big architecture
in the original paper [Vaswani & Shazeer™ 17].

model dev newstest2017 newstest2018 #
BLev™  Ter™ | Bueu™ Ter™ | Bueu™  Ter™ | parameters
RNN attention 31.9 55.3 32.9 55.2 39.7 46.8 217M
self-attentive 32.4 55.8 33.2 55.3 40.4 46.8 102M
+ d=1024 33.2 54.9 34.2 54.5 41.0 46.5 291M
Table 3.6: The baseline results on WMT 2018 Chinese— English.
model dev newstest2017 newstest2018 #
Brev™  Ter™ | Buev™ Ter™ | Buev™  Ter"™ parameters
RNN attention 21.2 63.1 23.2 61.1 22.7 65.9 217
self-attentive 22.0 62.8 23.1 61.7 23.0 66.1 101M
+ d=1024 22.7 61.7 23.5 61.0 23.8 65.3 290M
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Table 3.7: The baseline results on WMT 2014 English—German.

model newstest2013 newstest2014 #
Brev”  Ter™ | Buev™ Ter"™ parameters

RNN attention 25.8 56.8 26.9 56.3 224M

self-attentive 26.3 57.0 27.6 56.0 108M

Table 3.8: Comparison of the baselines with the other works recently published on WMT 2014
English—German. Massive hardware (HW) refers to massive GPU budgets to train
models: “no” means single-GPU training, while “yes” means multiple GPU access in
that the number of nodes/machines can vary.

[%]

method BLEU # massive
newstest2014 | parameters HW
DeepL translator (evaluated in 2020) 33.1 - -
RNN attention (GNMT) [Wu & Schuster™ 16] 24.7 - yes
deep RNN attention (RNMT+)[Chen & Firat™ 18] 28.5 378.9M yes
CNN attention [Gehring & Aulit 17b] 25.2 263.4M yes
CNN attention (DynamicConv) [Wu & Fan™ 19] 29.7 213M yes
self-attentive [Vaswani & Shazeer™ 17] 27.3 93.3M yes
deep self-attentive [Ott & Edunov™ 18] 29.3 210M yes
deep self-attentive [Liu & Duh™ 20] 30.1 256M no
RNN attention 26.9 224M no
self-attentive 27.6 108M no

W,

: not available

Comparison with Other Works There are three main networks for neural sequence-to-sequence
modeling: recurrent, self-attention, and convolution. In general, all can be categorized as encoder-
decoder networks. Despite the fact that how these components are used in the encoder and decoder,
they all employ the attention mechanism. In contrast to RNN models, where recurrency needs
sequential computing, in convolution and self-attention layers, computations over all elements
can be parallelized during training since there is no dependency on the previous steps. This
makes for efficient use of GPUs, an order of magnitude faster speed and eases optimization due
to fixed-size contexts. Therefore, they need to model the length of dependencies explicitly, like
positional encoding. On the other hand, the multilayer hierarchical structure of such models
works with a shorter path to capture long-range dependencies. These have to be equipped with
residual connections to encourage gradient flow. This contrasts with RNN models designed to
learn long-term dependencies.

The convolutional components are outside the scope of the main contribution of this work when
comparing the baselines with CNN-based models from the literature. Table 3.8 compares the
baselines with the state-of-the-art works on WMT 2014 English—German. To be comparable to
these works, we report tokenized BLEU computed by the multi-bleu.pl script from the Moses
toolkit [Koehn & Hoang™ 07]. To keep the results of practical interest, the table also shows the
GPU budget of each model training.

Google neural machine translation (GNMT) [Wu & Schuster™ 16] applies deep layers of RNN
components. The self-attentive model exploits the deep multihead self-attention layers, and the
convolutional sequence-to-sequence model [Gehring & Aulit 17b] is equipped by convolutional
layers. In order to have working systems, all models use different techniques and additional
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components in their topology. The combination of these choices allows us to tackle large-scale
problems in various scenarios. A notable mixed architecture is the recurrent neural machine
translation model [Chen & Firat* 18, Werlen & Pappas™ 18|, where the model combines a
self-attention-based encoder and a recurrent-based decoder. This work successfully builds a deep
recurrent-based model with explicit layer normalization and residual connections known as the
new recurrent neural machine translation (RNMT+). As the model is deeper equipped with better
gradient flow, the results improve by almost 4 BLEU points (cf. Table 3.8 lines 2 and 3).

In [Gehring & Auli™ 17a], a convolutional encoder is fused with a recurrent decoder. Also, two
encoders can be trained in parallel, one self-attention and one RNN [Hao & Wang™ 19], or one
can put a convolutional decoder together with a recurrent decoder [Lin & Sun™ 18]. However,
both combinations lead to no notable gain over their baselines. Encouraged by fully parallelized
and fast training, similar to CNN-based attention models, dynamic convolutions (DynamicConv)
is introduced [Wu & Fan™ 19] in which separate convolution kernels determine the importance of
context per position (row 5 in the table).

Many recent works aim to make deeper and larger self-attentive models with small modifications
for stable training in a tractable time. In [Ott & Edunov™ 18], deep models are trained while
improving training time. They apply very large batches with lower floating-point precision
computation. The model architecture gets even bigger with 60 layers in the encoder and 12 layers
in the decoder [Liu & Duh™ 20]. They apply an effective initialization technique and show that
their deep model can be trained on a single GPU. Building deep yet possible models on limited
hardware, their design choice might greatly impact the research community.

As seen in the table, our RNN attention model outperforms the Google recurrent model by 2.2
points in BLEU, and it is also better than the CNN model (line 4). Our self-attentive model is on
par with the one from the original paper. As soon as the models get deeper, their performance
increases regardless of their base architectures. On top of all models, the DeepL translation engine
(evaluated in 2020) outperforms all mentioned systems since it probably uses cleaner training data.

3.8.2 Automatic Speech Recognition
Setups

We conduct the experiments on two well-known tasks: Switchboard 300h and LibriSpeech 960h.
Information about Switchboard is given in Appendix A.2.1. We use 40-dimensional Gammatone
features [Schliiter & Bezrukov™ 07] extracted using RASR and subword BPEs with 1k symbols on
the output side. Following a common practice, word error rates are measured on Hub5’00 with
both its Switchboard (SWB) and CallHome (CH) parts as well as on Hub5’01, while Hub5°’00 is
used as the development set to select the best checkpoint, tune language model scale, etc., and
Hub5°01 is considered as the blind test set.

For the LibriSpeech task, the 40-dimensional mel-frequency cepstral coefficient (MFCC) features
[Davis & Mermelstein 80| are extracted using the librosa library [McFee & McVicar™ 17]. BPE
of 10k merge operations is used. Appendix A.2.2 provides information about the corpus. The
checkpoint selection is based on both dev-clean and dev-other. The total number of epochs
over the training data is either 12.5 or 25 full epochs. Specifically, once the best checkpoint has
been found from the first training run, training is resumed by resetting Adam hyperparameters
to the initial values and continue training for 12.5 more epochs resulting in 25 iterations over
the entire training data. A simple curriculum learning is also applied in which for the first 20
subepochs, the clean part of the LibriSpeech corpus, i.e., clean-100 and clean-360 is only used.
Additionally, the sequences are sorted according to their length. In this thesis, we use a variant
of spectrogram augmentation [Park & Chan™ 19] for all neural ASR models. The concept of
spectrogram augmentation (SpecAugment) is covered in more detail later in Section 6.2.2.
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Switchboard 300h The acoustic model architectures are based on both the RNN and self-attentive
models. Like the machine translation setting, the models are based on a deep bidirectional LSTM
encoder with 6 layers of 1024 units for each forward and backward direction. The frame-wise
speech input sequence is much longer than source sentences in MT as the feature extraction is
done every 10ms. To reduce the frame-wise speech sequence length, max-pooling is applied in
the time dimension. The higher the reduction factor, the simpler training is, and less memory is
required [Zeyer & Irie™ 18, Zeyer & Merboldt™ 18]. However, a very large reduction factor has
shown to reduce the performance. Therefore, a compromise between the time reduction factor
and recognition performance needs to be considered. It is common to directly use time reduction
on the feature vectors [Zeyer & Iriet 18, Zeyer & Merboldt™ 18]. We also apply max-pooling
between the first and second BiLSTM layers with a factor of 3 and 2, respectively resulting in a
total of 6. For the RNN attention models, we follow a similar setup to [Zeyer & Irie* 18] where
we combine layer-wise construction in the encoder and time reduction with a larger factor for a
few subepochs. We then switch to the default setup with a final total time reduction factor of 6
once the entire network has been built. Concurrently, the hidden dimension of LSTM is linearly
incremented where the network starts with a small hidden size and grows to 1024 while training.
A 512-dimensional word embedding is used. The Adam optimizer trains the model with an initial
learning rate of 0.001 with 10 linear warm-up steps. The minimum learning rate after decaying is
chosen to be 50 times lower than the initial learning rate. The batches include 20k frames and a
maximum output sequence length of 75 tokens. Gradients are neither accumulated nor clipped.
We wait for at least 3 subepochs to decay the learning rate by a factor of 0.7 and reduce it based
on the development perplexity of the last 6 subepochs. Dropout and label smoothing with a rate
of 0.3 and 0.1 are used. If not noted otherwise, we iterate for 33 epochs over the training data.
Decoding uses a beam size of 12. The output generation is stopped as soon as the maximum length
of the hypothesis reaches the input sequence length or the end-of-sentence token is predicted.

The main configuration of the self-attentive model is similar to those in machine translation,
except that we include two bidirectional LSTM layers of size 1024 interleaved with max-pooling
layers on top of the feature vectors. The reason for this is to preserve the order of a sequence and
reduce the time sequence, as done in the RNN attention model. They are also deeper in the ASR
setups. All self-attentive models use 12 self-attention encoder and decoder layers. The dimension
of feedforward layers of the self-attentive models is chosen to be 1024. The self-attentive internal
model size and embeddings are 512. Dropout on all components is used with a rate of 0.3, except
on the embedding with a rate of 0.2. The label smoothing softmax is set to 0.1. The models
are trained using Adam with an initial learning rate of 0.0008 with a decay factor of 0.9 if the
perplexity on the development set does not improve for 6 consequent checkpoints. A warm-up of
10 steps at the beginning is taken, and the minimum learning rate is selected to be 50 times smaller
than its initial value. In contrast to the MT setup where the layer-wise construction scheme is
not used within the self-attentive model, we do use it for speech recognition [Zeyer & Bahar™ 19].
Besides layer-wise construction of the encoder, we also grow the decoder layers as it is deeper than
the RNN attention models. In this scheme, we start with two layers of encoders and decoders each
and double the number of layers after every construction iteration. Simultaneously, the hidden
dimensions are increased linearly. After observing from initial experiments, the self-attentive
models are trained a bit longer for a maximum of 50 epochs. No positional encoding in the
encoder or decoder is used, as suggested in [Irie & Zeyer™ 19]. In contrast to the RNN models, the
connectionist temporal classification (CTC) loss is added on top of the encoder for the self-attentive
models. More detail on the CTC loss is given in Section 6.2.1 for speech translation.

LibriSpeech 960h The same RNN attention acoustic model is used for LibriSpeech. The only
difference is that we use an additional CTC loss.
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Table 3.9: The language model subword-level perplexities on Switchboard and LibriSpeech. For
LibriSpeech, dev and test correspond to the concatenation of dev-clean and dev-other
sets, respectively test-clean and test-other.

LM Switchboard LibriSpeech
Hub5’00 Hub5’01 dev test

RNN 25.3 22.1 45.0 47.1

self-attentive 23.4 20.4 37.3 38.9

Table 3.10: Comparison of the attention scoring functions on Switchboard. Either a single head or
eight heads in the recurrent attention model is used. AM and LM abbreviate acoustic
and language models, respectively.

AM LM WER
model attention heads Hub5’00 Hub5’01
function CH SWB b))

RNN attention | additive none | 22.0 109 164 16.0

224 11.1 168 16.0
216 10.7 16.2 15.6
214 106 16.0 15.4

scaled multiplicative

O = | 00 =

The self-attentive model has the same architecture, with 12 encoder and decoder layers of size
512. The dimension of feedforward layers is set to 2048. Here, we use a smaller dropout rate of 0.1
and no embedding dropout. The effective batch size is chosen to be 100k with a regular size of
25k and gradient accumulation of 4 batches.

In order to decrease the recognition error, external language models are also applied during
decoding. Appendices A.2.1 and A.2.2 address brief information without going into detail on the
language model training. For more detail about how the language models are trained, we refer to
[Irie 20, Zeyer & Irie™ 18, Zeyer & Bahar™ 19]. Table 3.9 shows the subword-level perplexity of
language models for the both tasks.

Results

Attention Scoring Functions Similar to Section 3.8.1, we measure the performance of speech
recognition models trained with either the additive or multiplicative attention functions with single
or 8 heads. Table 3.10 shows that the multiplicative function is slightly better by 0.3% absolute
on average when single-head attention is used. Moving from one head to 8 improves WER with
the multiplicative function, whereas it slightly decreases the performance of the additive function.

Attention Refinements Since we can easily extend the attention function with previous attention
information, we tend to investigate whether such extensions are also helpful for the ASR task.
The results shown in Table 3.11 indicate that equipping the attention function with fertility leads
to the best WER. It outperforms the pure attention function by 1% absolute WER on Hub5°’01.
By comparing line 5 in Table 3.11 and line 4 in Table 3.10, an improvement of 0.4% absolute WER
over the 8-head multiplicative attention function is seen. This is consistent with our observations
on the MT experiments. In addition to recognition quality in terms of WER, the number of free
parameters is reported for each model. As seen, the improvement in WER comes at the cost of
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Table 3.11: Comparison of attention refinements on Switchboard.

AM LM Wer"™ #
Hub5’00 Hub5’01 | parameters
CH SWB X

additive attention none | 22.0 109 164 16.0 152M
+ last weight 21.5  10.6 16.0 15.6 152M
+ accumulated weights 22.0 109 16.5 16.0 152M
+ last context in attention 23.1 11.2 17.2 16.7 153M
+ fertility 21.1  10.1 15.6 15.0 157TM
+ last context in decoder 21.7 10.5 16.1 15.5 165M

Table 3.12: The baseline results on Switchboard. Training speed is the average over 10 epochs
reported with the number of characters per second. AM and LM are combined by
shallow fusion during decoding as expressed in Equation 3.72.

AM LM Wer'™ training speed #
Hub5’00 Hub5’01 [char/sec] parameters
CH SWB X

RNN attention | none 21.1  10.1  15.6 15.0 2.7k 157TM
RNN 20.6 9.2 149 14.1
self-attentive | 20.2 9.1 14.7 13.9

self-attentive none 21.2 10.3 15.8 15.3 3.2k 99.5M
RNN 20.7 9.6 15.2 14.3
self-attentive | 20.7 9.5 15.1 14.0

only 5M more parameters (see lines 1 and 5). Analogously to machine translation, we use additive
attention with fertility as the RNN attention baseline for all ASR tasks throughout this thesis.

Comparison of the Fundamental Architectures Table 3.12 presents the Switchboard results of
the models used as the baselines with their training speed. We observe that both models have a
better performance on the easier SWB subset than on CH. In general, the recurrent model negligibly
outperforms the self-attentive by 0.2%, while the latter has almost 57M fewer parameters and
provides faster training (lines 1 and 4). It is also important to note that the models are still behind
the hybrid HMM models, with WER of 10.7% on the average of Hub5’00 [Kitza & Golik™ 19].
The results on LibriSpeech can be seen in Table 3.13. On this task, the performance of the two
models is on par on average. In the first set of experiments, we deliberately limit the number of
training epochs to 12.5 for a fair comparison of internal results. To keep the results of practical
interest and bridge the gap with external research groups, training is continued from the best
checkpoint for 12.5 more epochs. We note that this is still much less than what is reported in the
literature, for example the models are trained for over 600 full epochs in [Park & Chan™ 19], taking
about 24 days on 32 tensor processing units (TPUs) [Jouppi & Young™t 17]. Longer training is
found to be effective in improving results such that on test-other, we further gain 0.9% and 0.8%
absolute WER for the RNN and self-attentive models, respectively. Following this observation,
unless explicitly stated otherwise, the models are trained for 25 full epochs for LibriSpeech.

Language Model Combination We also integrate the language models in decoding by using the
shallow fusion technique [Giilgehre & Firat™ 15, Toshniwal & Kannan™ 18], where the scores
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Table 3.13: The baseline results on LibriSpeech. The number of epochs is chosen to be 12.5 or 25.

AM # LM Wer"™ #
epochs dev test parameters
clean other | clean other

RNN attention 12.5 none 4.1 11.1 4.3 11.7 188M
RNN 2.9 8.3 3.2 9.1
self-attentive 2.8 7.7 3.1 8.1
25.0 none 3.7 10.2 3.8 10.8
RNN 2.8 7.7 3.2 8.4
self-attentive 2.6 7.2 2.7 7.7

self-attentive 12.5 none 4.4 11.1 4.5 11.5 139M
RNN 2.9 8.3 3.2 8.8
self-attentive 2.8 7.5 3.1 8.1
25.0 none 3.9 10.2 4.1 10.7
RNN 2.9 7.6 3.2 8.1
self-attentive 2.7 7.3 3.1 7.7

of the acoustic and language models are combined on the probability level, as in the log-linear
combination. Such a fusion method requires the same vocabulary for both models, similar to
ensemble-like integration. Formally, the combined score is defined as

N
mlT — 1[){\[ = argmax { Z logpAM(wn|w6“1, xr{) + ALM logpLM(wn|w6L*1)} (3.72)

Nuwl >33

where Ay is the language model scale. Here, the scale of acoustic attention models is chosen to
be always 1, while the scale of the language model is optimized by a grid search based on the
development set.

We fuse with both the RNN and self-attentive language models. The comparison of LM
perplexities can be found in Table 3.9. As it has been proven, there is a high linear correlation
between perplexities and word error rates [Bahl & Jelinek™ 83, Sundermeyer & Ney™ 15, Ney 19].
Since the self-attentive-based LMs obtain better perplexity on both tasks (see Table 3.9), we hence
expect more reduction in recognition error by fusing the self-attentive model rather than RNN.
First of all, as shown in Tables 3.12 and 3.13, language model combination has a large impact
on the performance of the systems and consistently improves the recognition performance. As
expected, switching the language models from RNN to self-attentive leads to a slightly better error
rate due to lower perplexity.

Another observation is the amount of improvement that each language model brings. As
presented in these tables, language model fusion brings greater improvements in LibriSpeech than
Switchboard. For LibriSpeech, the language models have been trained using an additional data
of 800M words fully independent of 10M words corresponding to the transcription of 1000 hours
of audio. The extra data is 80 times larger. In contrast, in the case of Switchboard, we utilize
27M words, including 3M words overlapped with the transcripts for language model training. As
the domain is conversational telephone speech, it is harder to acquire the in-domain text data
compared to the read speech [Zeyer & Iriet 18]. In fact, this difference in the amount of external
data directly affects the performance improvements by using the external language models, as
shown by the experimental results depicted in these tables.
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Table 3.14: Comparison of the baselines with the recently published works on LibriSpeech. The
models have not necessary been trained with a comparable number of parameters over
the same number of epochs.

%)

method AM LM WER! # parameters | # epochs
test (AMt) (AMY)
clean other

hybrid HMM | RNN [Liischer & Beck™ 19] self-attentive 2.3 5.0 160M 12.5
self-attentive [Wang & Mohamed™ 20] | self-attentive | 2.3 4.9 149M 100

CTC CNN [Kriman & Beliaev™ 20] self-attentive | 2.7 7.3 19M 400

attention RNN [Park & Chan™ 19] RNN 2.5 5.8 >200M 600
RNN [Karita & Wang™ 19] RNN 3.3 10.8 - 100
self-attentive [Karita & Wang™ 19] RNN 2.6 5.7 - 200
CNN [Hannun & Lee™t 19] CNN 3.3 9.8 3™ -
self-attentive [Synnaeve & Xu™ 20] self-attentive | 2.4 5.2 270M -

transducer self-attentive [Zhang & Lu*t 20] self-attentive | 2.0 4.6 139M -
CNN-RNN [Han & Zhang™ 20] RNN 1.9 4.1 113M -
Conformer [Gulati & Qin™ 20] RNN 1.9 3.9 119M -

this work RNN attention self-attentive | 2.7 7.7 188M 25

W,

not available.
T measures only for the acoustic models.

Comparison with Other Works We also take the LibriSpeech task and compare our best model
with a few recently published state-of-the-art models, such as hybrid HMM using recurrent [Liischer
& Beck™ 19] or self-attentive [Wang & Mohamed™ 20] networks, ContextNet [Han & Zhang™ 20],
the self-attentive transducer [Zhang & Lu™ 20], and QuartzNet [Kriman & Beliaevt 20]. One
comparison is always to conventional frame-wise hybrid HMMs, as addressed in the introduction.
It can be trained using both RNN layers, specifically bidirectional LSTMs or self-attentive layers.
In the following, we briefly explain each model and refer to the main papers for further details.

After generating GMM alignments in [Liischer & Beck™ 19], phonetic classification and regression
tree (CART) labels are used for the state-tied phones. The acoustic model is composed of 6 layers
of bidirectional LSTMs with 1k nodes. The model also applies sequence discriminative training
performed using a lattice-based version of the state-level minimum Bayes risk (sMBR) criterion
[Gibson & Hain 06]. A deep self-attentive LM with 96 layers is used in the second-pass rescoring
of lattices. In [Wang & Mohamed™ 20], a 24-layer self-attentive model with sMBR training is used
for acoustic modeling, and a deep self-attentive LM is employed in the first-pass decoding.

As a special HMM topology, CTC [Graves & Ferndndez™ 06] models the label sequence posterior
directly. It favors integrated observation and alignment model training using neural networks. Due
to its simple implementation, CTC training is used in CNN-based acoustic modeling. This model,
known as QuartzNet [Kriman & Beliaev' 20], is structured with convolutional layers followed by
normalization layers and ReLu activations, with a small number of parameters at the end. The
best-achieved model has been trained for 400 epochs on 8 Tesla V100 GPUs. The LM used in
decoding is based on deep self-attentive layers similar to [Dai & Yang™ 19].

Deep RNN attention models are trained with data augmentation [Park & Chan™ 19]. The
models are based on deep BiLSTM encoder and unidirectional LSTM layers [Chan & Jaitly™ 16].
Using 32 TPUs, they have been trained for 24 days with a complicated training procedure that
turns out to be an essential factor. The language model is selected to be a two-layer LSTM. In
the work by [Karita & Wang™ 19], both self-attentive and RNN acoustic models with a 7-layers
LSTM-based language model are fused. Building a fully convolutional sequence-to-sequence model
with a time-depth separable (TDS) structure [Hannun & Lee™ 19], one can train deep TDS-based
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CNN networks on 8 V100 GPUs as the acoustic model fused with a convolutional LM. Having
been inspired by the success of self-attentive acoustic and language models, the recognition errors
are improved by [Synnaeve & Xu™ 20].

Unlike the end-to-end label-synchronous attention-based methods, which pose a challenge
for streaming, transducers are another group of modeling techniques that enable streaming in
automatic speech recognition. They are based on the encoder-decoder framework, map audio
frame-wise sequences to label representations, and learn the corresponding alignments between
them. Such networks offer frame-synchronous decoding and have three components: an audio
encoder, a label encoder, and a joint network to combine them and decode. Recurrent neural
network transducer (RNN-T) [Graves 12a, He & Sainath™ 19, Tripathi & Lut 19] as well as
recurrent neural aligner (RNA) [Sak & Shannon™ 17] build the network using recurrent units.
However, they can be replaced by self-attentive on a fixed number of past input frames. This eases
the computational complexity of the streaming phase. These models consist of 18 and 2 layers
of audio and label encoders, respectively trained on 64 TPUs. Shallow fusion is then performed
using a 6-layer self-attentive LM [Zhang & Lu™ 20]. Similarly, to make decoding computationally
tractable for streaming, CNN-RNN transducers [Han & Zhang™t 20| are proposed that combine
the parameter efficiency of CNN and RNN layers in the transducer mode, also called ContextNet.
The models have deep and large convolution blocks in the encoder, while the decoder is composed
of one LSTM layer. A 3-layer LSTM LM with 4k nodes is applied. Conformer [Gulati & Qin™* 20]
is a convolution-augmented self-attentive model where network depth, model dimension, and the
number of attention heads are chosen to be smaller. This work uses an additional 3-layer LSTM
LM with 4k hidden dimensions for shallow fusion.

Table 3.14 gives the comparison to the other works on LibriSpeech test sets. One reason
for reporting the number of training epochs is that we tend to show that the baselines are in
the right ballpark, and thus further comparisons under fair conditions make sense. With our
restricted hardware, a reasonably good baseline with 7.7% in WER on test-other is achieved.
Our attention-based model is behind hybrid HMM systems, which are often state-of-the-art ASR
models. Compared to the other attention-based models, we are on the correct track considering
the number of training epochs. We also observe consistent improvement by increasing the number
of iterations (see Table 3.13 from 12.5 to 25 full epochs). Our training takes about one week on a
single Nvidia 1080 GPU. This contrasts with the other works in which the best system takes over
600 epochs, which trains for about 24 days on 32 TPUs [Park & Chan™ 19]. There, we deliberately
limit the training epochs to 25 for faster development of new models in the next chapters.

3.9 Implementation

The implementation and extensions to the neural network models was started using Blocks
[van Merriénboer & Bahdanau™ 15], which is a Python framework on top of Theano [Bergstra &
Breuleux™ 10, Bastien & Lamblin™ 12]. In 2017, the development of Theano was stopped, leaving
only minimal maintenance of the software. We therefore put an end to our Theano development
in Blocks and reimplemented and developed new features in RETURNN?. All the experiments in
this thesis are based on RETURNN, providing a comprehensive implementation for almost all
needed features for running experiments on neural models.

RETURNN is mainly written in Python, and it has two backends, based on open-source software,
Theano and TensorFlow [Abadi & Agarwal™ 15]. It supports different neural network architectures
like feedforward, recurrent, CNN, and multihead self-attention layers with an easy configuration of
experiments. Experiments are configured through a config file determining the building blocks
of neural networks and hyperparameters. It constructs the network topology through nested

*nttps://github.com/rwth-i6/returnn
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dictionaries, where each entry represents a layer specification. All in all, RETURNN provides
high flexibility of network architectures, fast training and inference time, and easy access to the
individual parts, allowing easy modifications to various experiments. For more details, we refer
the reader to its documentation?.

RETURNN has active development, maintenance, and support based on TensorFlow, as Theano
is no longer supported. Similar to Theano, TensorFlow enables two crucial properties for neural
network modeling. It provides symbolic features such as automatic differentiation and supports
GPU computation. TensorFlow lets us define complicated mathematical expressions symbolically
in which the computations can be optimally executed. Symbolic expressions allow TensorFlow to
automatically determine derivatives without any extra effort to derive them. Thus, it significantly
simplifies the development of new features because only the computations for the forward pass
of networks need to be specified, and then TensorFlow automatically carries out the calculation
of derivatives. Once symbolic expressions are specified, a representative computation graph is
created, and TensorFlow optimizes it, executes it, and takes care of the rest of the computations.

3.10 Conclusion

In this chapter, we mainly covered the background knowledge required to understand the context
of this thesis. Specifically, we first reviewed different neural networks as key components of the
parameterization utilized in the remaining chapters. After explaining the recurrent language
models, we proceeded with the encoder-decoder networks as source-conditioned language models
in machine translation and described the state-of-the-art neural architectures. Our contributions
were begun by verifying and extending attention refinements in the RNN attention models that
lack alignment information from previous positions. Fertility with past alignment information was
added to the attention computation for machine translation and further used in speech recognition.
This resulted in a marginal gain (Table 3.4) for machine translation, while improving the error
rate by 1% absolute on the Hub5’01 test set for speech recognition (Table 3.11).

Accordingly, we also contributed to building our baselines using the RNN attention and self-
attentive models and using them in the rest of this thesis. We experimentally compared them
on the publicly available large-scale datasets for both machine translation and automatic speech
recognition and showed that our baselines are fairly strong and competitive with results in the
literature. The experimental results indicated that the self-attentive model outperformed the
RNN attention in machine translation (Tables 3.5 to 3.7) and was on par with it in automatic
speech recognition if a moderate amount of training data is available (Table 3.13). Next, we
emphasized some of these fundamental models’ properties to affirm our design choices and motivate
our contributions in the following chapters.

3.11 Related Work

Early attempts in neural sequence-to-sequence models date back to the 1980s and 90s when
computational power was a serious obstacle to using deep models [Allen 87, Pollack 90, Chrisman
91, Castano & Casacubertat 97, Forcada & Neco 97]. Therefore, a small vocabulary with a small
model size was the only practical choice. With the development of more powerful machines, deep
feedforward neural language models [Bengio & Ducharme™ 03, Bengio & Schwenk™ 06] show
promising results, though the context dependency is limited to a few predecessor tokens. To have
the entire context and full Markov assumption, recurrent-based language models are introduced
[Mikolov & Karafidt™ 10, Mikolov & Kombrink™ 11], with a follow-up extension using LSTM cells

“https://returnn.readthedocs.io/en/latest/
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[Sundermeyer & Schliiter™ 12] that outperform the feedforward and RNN LMs. LSTM-based
language models have been the de-facto standard approach in language modeling ever since.

The success of neural networks in language modeling and their application to speech recognition
[Schwenk & Gauvain 02, Schwenk & Gauvain 04, Sundermeyer & Oparin™ 13] motivate research in
integrating them in machine translation. Deep feedforward neural language models are employed
[Schwenk & Déchelotte™ 06, Schwenk & Rousseau™ 12] instead of the count-based models in
second-pass decoding to rescore the N-best list [Vaswani & Zhao™ 13] generated by the phrase-
based system. Recurrent-based language models are also integrated into the system along with
expected BLEU training [Auli & Gao 14]. In addition to target neural language models, there
are follow-up works where the source language is also taken into account. In all these methods,
neural networks are utilized as one of the components in the phrase-based system in the log-linear
model combination. Language models are used to combine with bilingual tuples [Zamora-Martinez
& Bleda™ 10], to directly score phrase pairs [Schwenk 12], or to represent the source context in
translation modeling with phrases [Le & Allauzent 12, Devlin & Zbib* 14].

There are other extensions in which neural networks are used as translation models, like
[Kalchbrenner & Blunsom 13, Auli & Galley™ 13, Hu & Auli™ 14, Sundermeyer & Alkhouli™
14, Cho & van Merrienboer™ 14b] that shed light on stand-alone neural machine translation
trained end-to-end as a single network. The architecture of translation models is based on the
encoder-decoder family of networks [Cho & van Merrienboer™ 14a, Sutskever & Vinyals™ 14]
and later augmented with the attention layer, additive [Bahdanau & Cho™ 15] or multiplicative
[Luong & Pham™ 15] variants. The main building block of the mentioned works is based on
recurrent neural networks. However, convolutional encoder-decoder models [Gehring & Auli™
17b] or multihead self-attention [Vaswani & Shazeer™ 17] are also used to directly transform
source sentences into target sentences. As noted before, each of these architectures has its own
advantages and disadvantages. The different representation offered by these architectures is a
reason to combine them [Gehring & Auli™ 17a, Chen & Firat™ 18, Lin & Sun™ 18, Werlen &
Pappas™ 18, Hao & Wang™ 19].

The success of attention sequence-to-sequence modeling has led researchers to introduce exten-
sions to it by equipping the attention layer with additional components or modifying the way
it is computed. Motivated by the source length issue in translation and to mitigate over- and
under-translation, it is proposed to maintain a coverage vector and keep track of previous attention
weights with fertility [Tu & Lu™ 16]. Alternatively, coverage models can be jointly trained with
the whole translation model [Mi & Sankarant 16]. The idea of using fertility to avoid over- and
under-translation is further studied by [Malaviya & Ferreira® 18]. Similarly, attention-based
models are extended by including positional bias, Markov conditioning, fertility, and agreement
over translation directions [Cohn & Hoang™ 16|, and having a notion of what the attention layer
has focused on in previous steps [Sankaran & Mit 16]. An implicit distortion model is proposed
as the attention mechanism treats the encoder states as a set, not a sequence, while the source
orders are crucial for reordering [Feng & Liu™ 16]. Our contribution in Section 3.5.3 lies on the
same line of motivation with the verification of results from these papers.

There are some other works where the entire attention layer is replaced with recurrent layers
such that left-to-right or bidirectional recurrent units serve as attention by encoding both encoder
and decoder states jointly [Zhang & Xiong™ 16, Zhang & Xiong™ 17a, Zhang & Xiong™ 17b]. In
this architecture, the previous decoder state, which includes the target histories, serves to initialize
the RNN states, and the encoder states serve as the inputs. Similar to this method, in Chapter 4,
we describe a generalized extension of recurrent models to multiple dimensions. A dynamic vector
based on recurrent units can be attached to the network to keep track of the history of attended
positions [Yang & Hut 17]. The intuition behind this is how many times a specific word has been
attended to and whether the neighboring words are selected at the previous time steps.

Moreover, the reordering knowledge is incorporated into attention [Zhang & Wang™' 17] and
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enables a word reordering penalty of source words. Similar to IBM models, it includes a probability
distribution of relative jump distances between the newly translated source word and to-be-
translated ones. The authors propose three different variations of distortion models. A fine-grained
attention mechanism is also introduced in which besides each position on the source sequence,
each component of the context vector has a separate attention score [Choi & Cho™ 18].

Several works try to improve upon the standard attention model by adding an external memory
structure [Wang & Lut 16, Meng & Tu™ 18], but none has been widely adopted. In the same
line of research, interactive attention between the encoder and the decoder with read and write
operations is proposed by [Meng & Lu™ 16].

The advance of such attention models has marked one of the major milestones in the history of
machine translation and inspired many researchers in other fields like speech recognition. The
performance of early attention models in speech recognition is behind hybrid HMM models
[Chorowski & Bahdanau™ 15, Xu & Ba™ 15, Chan & Jaitly™ 16, Bahdanau & Chorowski™ 16].
However, recent end-to-end models close this gap if a moderate amount of training data is provided
[Chiu & Sainath™® 18, Park & Chan™ 19, Tiiske & Saon™ 20].

Furthermore, there is a group of works in which the main idea is to enable local and hard
attention concepts. These types of attention inspire online streaming in speech recognition,
simultaneous and document-level machine translation. Enabling a localized monotonic window for
soft attention, this group of works entails the monotonicity feature of the speech-to-text alignment
[Prabhavalkar & Sainath™ 17, Hou & Zhang™' 17, Chiu & Raffel 18]. In practice, such constraints
on the attention distribution over input time steps lead to worse results than the global context
[Tjandra & Saktit 17, Merboldt & Zeyer™ 19], though a restricted attention mechanism needs less
memory. Hard attention [Aharoni & Goldberg 17, Raffel & Luong™ 17, Lawson & Chiut 18a], on
the other hand, use stochastic sampling for a discrete decision and can be integrated with localized
monotonicity [Chiu & Sainath* 18]. We address related works about such concepts in Chapter 5,
where we focus on latent attention models. Besides hard attention models, other models like CTC
[Graves & Ferndndez™ 06], recurrent neural aligner [Sak & Shannon™ 17], and RNN transducer
models [Battenberg & Chen™ 17, Prabhavalkar & Rao™* 17] support online streaming in automatic
speech recognition.

All neural models discussed in this section fall in the category of attention sequence-to-sequence
models. In the next chapter, a model is studied that goes beyond attention models and departs
from this overall structure. We will additionally review similar works in which the attention
component can be ignored.
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4. TWO-DIMENSIONAL SEQUENCE-TO-SEQUENCE
MODELING

4.1 Introduction

In the attention models, the input and output sequences are treated as one-dimensional sequences
over time, handled separately, and coupled by an attention mechanism. The attention mechanism
is generally a linearly weighted sum of the input representations where the attention weights are
the result of a similarity measure between the input and output representations. Since the encoder
states are invariant to decoder states across output positions, the context vectors can be quite
similar for different positions if the attention weights do not give enough relevant information. To
obtain sufficiently discriminative contexts, models ideally need to align different target positions
to different source positions. As discussed in Section 3.5.3, one way is to adjust future attention
weights by including past alignment information as an indicator of what part of the source sentence
has already been translated.

Despite well-designed attention refinements that are mainly focused on making attention weights
more accurate, the encoder states are still computed only once at the beginning and are left
untouched with respect to target histories. In other words, the attention models do not re-encode
the source sequence while decoding. In this case, at every decoding step, the same vectors are
read repeatedly, which might be partially attributed to the small differences in the context vectors.
The context vectors can be insufficient in discriminatively predicting target tokens over time. This
problem can be severe for longer sequences as the attention scores contribute less to each position.

This chapter contributes to the advancement of sequence-to-sequence modeling and applies
two-dimensional (2D) long short-term memory (2DLSTM) to propose an alternative model for
sequence-to-sequence modeling. Our main contribution is to go beyond the current sequence-
to-sequence backbone models to a 2D structure in which the input and output sequences are
aligned with each other in a 2D grid. The two-dimensional sequence-to-sequence approach is
motivated by the fact that a 2DLSTM is able to process data with complex and highly nonlinear
interdependencies in a 2D space [Graves 12b], and it therefore seems attractive and inspiring to
apply this advantage in sequence-to-sequence modeling.

Instead of using any kind of attention component, a 2DLSTM layer alternatively defines the
correspondence between source and target positions and assimilates the context from both sequences
for a tighter coupling. The model thus accounts for each possible interaction. One dimension of
2DLSTM processes the source sentence, and another dimension predicts the target tokens. In
contrast to the attention model that does not reinterpret the encoder states while decoding, this
model enables the computation of the source sentence encoding as a function of the previously
generated target tokens. It enhances the degree of variance in the context vectors by refining
source representations to be sensitive to the partial translation generated by the decoder. We
sidestep the inefficiency computational issue of the 2D structure by processing 2DLSTM states

53



4 Two-Dimensional Sequence-to-Sequence Modeling
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Figure 4.1: The two-dimensional LSTM layer unfolded over both axes for one time step. To
compute the activation h; s at position (¢,t’), the two predecessor hidden states hy_1 p
and h; 1 and the current input ;s have to be available.

over the diagonal in training. This optimization offers an efficient parallelized operation.

After describing the 2DLSTM layer, its differences from the standard LSTM unit, and corre-
sponding details in Section 4.2, we explain our 2D recurrent sequence model in Section 4.3. In
Section 4.3.4, an extension to the bidirectional two-dimensional model is addressed. As a proof
of concept, Section 4.4 presents a single model using a 2D grid to serve for two-way translation
modeling. Experimental results along with discussions are gathered in Section 4.5, followed by
implementation hints in Section 4.6. The chapter is closed with a conclusion and related works in
Sections 4.7 and 4.8.

4.2 Two-Dimensional Long Short-Term Memory

As discussed in Section 3.2.2, recurrent neural networks are well suited for sequence modeling
where sequences are strongly correlated along a one-dimensional time axis. Handling dynamic
length, encoding positional information, using previous contexts, and tracking long-term dependen-
cies by gating strategies are some of the properties that make gated RNNs like LSTMs appropriate
for such tasks. Although LSTM is essentially one-dimensional, it can be extended to process
multidimensional data. Multidimensional LSTM has been introduced by [Graves 08, Graves &
Schmidhuber 08, Leifert & StrauB™ 16] as a generalization of the LSTM gating mechanism for
multidimensional data. For instance, a multidimensional LSTM cell with two or three dimensions
can be used to process 2D or 3D data like images and videos. In this work, we only consider
2DLSTM for sequence-to-sequence modeling.

A 2DLSTM cell can be seen as a mapping function g : RT*T"*de _y RTXT"xdn that transforms a
three-dimensional input tensor into a three-dimensional output tensor. The first two dimensions
represent spatial structures (7" and T”), while the third corresponds to features. In this transfor-
mation, the first two dimensions of tensors keep the same dimension. For example, in machine
translation, T' corresponds to the source length J, while T represents the target length I.

Figure 4.1 is an illustration of the dependencies in the 2DLSTM layer. At each position (¢,t'),
the computation of the hidden state h; depends not only on the horizontal hidden state h;_1 4,
but also on the vertical hidden state h;y_1. t € {1,...,T} is the index on the horizontal axis
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and t' € {1,...,T'} is the index on the vertical axis. Most importantly, they are not of the same
length. Initial activations at time steps ¢ = 0 and ¢’ = 0, i.e., hoy and hy o are usually set to 0.
In general, for an m-dimensional LSTM, there are m previous states, one from each dimension
which are used to calculate hidden states of the current position. Like other neural networks, one
can also stack 2DLSTM layers to form deep models with [ layers. For simplicity of notation, we

omit the superscript and consider h; y = hgg,.

As for the standard LSTM unit, there are many variations for 2DLSTM. In the original topology
proposed by [Graves & Schmidhuber 08], 2DLSTM uses an input gate 9i, , and an output gate
Yo, for position (¢,¢'). Based on the fact that there are two predecessor cell states ¢;y_; and
ct—1,¢, the 2DLSTM unit has two forget gates instead of one. Both predecessor cell states are
multiplied component-wise with their corresponding forget gate, and then both values are summed.
The remaining computations are analogous to the standard LSTM computation.

The magnitude of cell states can quickly increase over positions t and t’ [Leifert & Straufi™ 16].
The problem comes from the fact that for an m-dimensional LSTM, m predecessor hidden states
with one forget gate each are utilized. The output of forget gates is between 0 and 1; thus, the
sum of activations of m predecessor states, multiplied by the forget gates, can grow large over

positions. This behavior results in unstable training.

Stable 2DLSTM To solve the above problem, a stable variant of 2DLSTM has been introduced
[Leifert & Straut 16]. Its architecture and formulation are shown in Figure 4.2 and Equations
4.1-4.7. In this version, besides the input iy > forget 9f, o and output Yo, , Sates, 2DLSTM
employs an additional lambda gate 9x, s at each position. As written in Equation 4.4, its activation
is computed exactly like the other gates. The lambda gate is used to weigh the two predecessor cell
states ¢;—1 ¢ and ¢;p—1 and combine them into a single predecessor state by a convex combination
before passing them through the forget gate (see Equation 4.6). This decides which information
of the old cell state should be kept. The remaining computations are analogous to the standard
LSTM. Similar to LSTM, the new cell state c; s is multiplied component-wise, denoted by ©, with
the output gate to yield the hidden state h; ;. The internal unit formulation is fully expressed by

i,y = (Wilme s he—rp; 1] + bi), (4.1)
9fy v = o(Welwgys he—1,5 hegr—1] + by), (4.2)
9o, v = o(Wole s he—1,405 hepr—1] + Do), (4.3)
9Ny = o(Wilze s he—1 45 hepr—1] + by), (4.4)
Gy = tanh(Welwy s hy—1 5 hyy—1) + be), (4.5)
Citr = Gf, y © [EL\M, Oy + (=g, )0 cy—1] + Gy © Giy 1> (4.6)
hiy = tanh(cyy) © go, - (4.7)

Besides the input-to-recurrent weight matrices and bias terms, 2DLSTM uses two recurrent-to-
recurrent weights, vertical and horizontal, such that Wy; ¢, .\ € Rk X [da+2dn] bii,foen) € R~
denote bias terms.

In general, for m dimensions, multidimensional LSTM makes use of m lambda gates; however,
there is only one forget gate. In order to have the weights for a convex combination, the sum of
lambda gates’ activations is normalized by their sums. The number of lambda gates is reduced to
m — 1 as the activation of the m-th lambda gate can be computed based on those of the others as
the weights are summed to one [Leifert & Strauf8* 16, Voigtlaender 16]. Therefore, 2DLSTM only
requires one lambda gate.
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Figure 4.2: The diagram of the 2DLSTM cell for an input. The additional links versus the LSTM
unit are marked in blue (cf. Figure 3.1).

Figure 4.2 also summarizes all necessary operations of the 2DLSTM component. The two
predecessor hidden states are first combined into one by the lambda gate as a weight. This
combined state is then used as in standard one-dimensional LSTM, but on two-dimensional data
(compare with Figure 3.1). All the gates use the sigmoid activation function. The candidate cell
node uses tanh. The blue arrows exhibit additional links in comparison to LSTM. The 2DLSTM
layer is also shortened as a function when only representing inputs and an output given by

ht,t' = 2DLSTM (mt,t’a ht,t’fla htfl,t’) . (4-8)

For simplicity, the trainable parameters are left out.

4.3 Two-Dimensional Model

We apply the 2DLSTM layers to map the input and output sequences into a 2D space. Here,
we describe the model in the context of machine translation; however, it can be used in end-to-end
automatic speech recognition and any other tasks with two parallel sequences.

We combine the source representation (or temporal frame-wise acoustic information in speech
recognition) and a language model on the target side without any attention component. The
2DLSTM reconciles the context from both the source and target sentences and reinterprets the
encoder states when predicting a new target token. We call it the two-dimensional sequence-to-
sequence model, denoted as (2D RNN). We note that we use the general naming for recurrent
models using the RNN term; however, the model benefits from LSTM units. The model can still
be viewed as an encoder-decoder architecture. In contrast to the attention sequence-to-sequence
model where the encoder states are not updated, and the model is not able to reinterpret the
encoder states while decoding, this model enables the computation of the encoding of the source
sequence as a function of the previously generated target tokens. This enhances the degree of
variance in the context vectors by refining source representations to be sensitive to the partial
translation generated by the decoder. The re-encoded source states contain both the original
source and the previously generated target representations.

In the 2D RNN model, as shown in Figure 4.3, one dimension of 2DLSTM (the horizontal axis
in the figure) serves as the refined encoder, and the vertical axis plays the role of the decoder.
Before the 2DLSTM layer, the bidirectional LSTM-based encoder scans the source words and
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Figure 4.3: The 2D RNN model uses the forward 2DLSTM layer on top of the bidirectional encoder
with L. layers in machine translation. The same architecture is also applied to speech
recognition.

obtains h{ in order to have the whole source context. At position (j,i), 2DLSTM receives both
the encoder state h; and the last target token embedding €;_1 concatenated. The state of the
2DLSTM cell is given by

zj; = 2DLSTM ([hj; €1, %1 Zj,i—l) (4.9)

where z;; is the 2DLSTM state at position (7, 7). Once the whole source sentence has been processed
from 1 to J, the output is collapsed over source positions at each decoder step. This operation
can be related to the linearly weighted sum of source positions in the attention models. Multiple
operations are proposed in the following section. Once the output of 2DLSTM is condensed, a
transformation followed by softmax is used to generate the next target token. Formally, we have

pleilel™, f) = softmax o linear o maxout o aggregation (214, . . . , 27;) (4.10)

where the output of the aggregation operation is a compressed vector at the target position i, as
described next.

4.3.1 Collapsing the Output for Sequence Prediction

The 2DLSTM layer computes an output with two spatial dimensions along with the feature
dimension'. The horizontal axis represents the source states, the vertical axis processes the target
words, and the 2DLSTM layer shapes a 3D tensor z;; € R7*Ixdn At each target position, the two-
dimensional sequence needs to be reduced to a one-dimensional vector that can then be processed
by higher layers or that computes a distribution over the target vocabulary at the end. Once
the given encoded source sequence has been processed, one can compute all z11,...,24,...,2571

'For simplicity, the batch dimension is ignored, as it has to be preserved anyway.
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Figure 4.4: Collapsing the output in the 2D RNN model. The two-dimensional sequence of vectors
(the vertical or horizontal axis) needs to be reduced to one-dimensional for the next
layers. To this end, collapsing over the horizontal dimension is undertaken. In the
proposed model, the vertical axis corresponds to the output sequence.

states. To predict a single word, we need to aggregate J dj-vectors into a fixed-size representation
at each output position ¢. The aggregation function should select the most relevant encoder states
of length J. We highlight that the collapsed output can be seen as the context vector as before
and denoted with ¢; € R% by which each target token e; is predicted. Generally speaking, this
operation can be expressed as

¢ = aggregation(zl‘]:ii) . (4.11)

This is done by collapsing the output of the 2DLSTM layer horizontally, as shown in Figure 4.4.
The collapsing of 2DLSTM output can be conducted over both axes depending on the intended
purpose. We will apply aggregation functions over both dimensions in Section 4.4, where the goal
is to predict source-to-target and target-to-source translations jointly.

Max-Pooling

A straightforward approach to reduce the length of the source sentence is max-pooling. J
vectors are max-pooled, meaning that for every component of a vector k € [1,...,dy], we select
the component with the maximum value. Hence, we have

Ci = AKX 2k Vkell,...,hg],Vjel,...,J ] (4.12)

In fact, for a given target position, the max-pooling operator assigns dj, features to different
source positions.
Average-Pooling

Instead of selecting the maximum component, one can take the average of J vectors for each
component of the vector. We scale the sum with the inverse of the source length to stabilize the
variance of the pooled features and derive

1
C; = — E Zjik Vke[1,...,hd],Vje[1,...,J]. (4.13)
J =
1<j<J

Last Hidden State

We also choose z;; as the final output of the 2DLSTM layer at each target position ¢, as it
should theoretically contain the entire source sentence information from time step 1 to J and also
all past target histories until the position ¢. Therefore, the output is collapsed to a single vector by

Ci = 2J;i- (4'14)
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Weighted Sum

For many applications, it is necessary to have normalized weights, a distribution that can be
considered as a notion of alignment between source and target sentences. All the operations
described so far yield no alignment scores, though max-pooling leverages the pooled positions to
obtain implicit alignments. Max-pooling assigns d;, channels to various input positions. With
average-pooling, all positions contribute equally to the final feature. With the last hidden state,
information from all positions is implicitly included based on the internal gating mechanism of
2DLSTM, emphasizing the later steps.

As an alternative, we also add an additional component to compute a weighted sum over the
horizontal axis and use the obtained vector as the compressed output. Similar to the attention
mechanism [Bahdanau & Cho™ 15, Luong & Pham™ 15], we get a distribution over the source
positions and provide scores as soft alignments between the source and target positions. These
attention weights are used to weigh the J vectors differently. Let us define «(j]i) as the normalized
attention weights that focuses on f; for a given e;. An implicit alignment between two sentences is
expressed by the general multiplicative function of target word embedding from the last position
é;—1 and the 2DLSTM hidden states. Using softmax, we write

a(jli) = softmax(&;_ W21 (4.15)

where W,y € R%*% is a learnable parameter. Then, the weighted sum of the 2DLSTM hidden
states is used as the collapsed output such that

J
ci =Y aljli)z. (4.16)
j=1

4.3.2 Training

To train the 2DLSTM cell, back-propagation through time is performed over two dimensions
[Graves 08, Graves 12b]. The order of forward and backward passes is opposite to each other. If the
two-dimensional grid is processed from the bottom left to the top right corner in the forward pass,
then the gradient is passed backward from time step (J,I) to the origin (1,1). The derivatives
with respect to the trainable parameters are derived by summing over all positions. More details
and the derivations of the gradients can be found in [Graves 08].

4.3.3 Order of Processing

One practical concern is the difference between training and decoding. During training, all states
of 2DLSTM are computed once at the beginning because the entire source and target sentences
are available.

As illustrated in Figure 4.5, the processing is typically done column by column or row by row.
Importantly, the 2DLSTM state at position (j,7) can only be processed once two predecessors at
positions (j — 1,4) and (j,7 — 1) have been computed. This constraint is fulfilled when processing
the 2D grid diagonal-wise. This processing scheme enables us to merge the kernel invocations for
all positions on one diagonal, reducing the necessary computation time. As shown in Figure 4.5(a),
all cells on each diagonal are computed in parallel. The blue arrows indicate a sequential order of
processing. For a 2D grid with J and I words on the source and target sentences, respectively,
there are I x J cells to process. In contrast, the number of diagonals is I + J — 1, which in most
cases should be significantly lower than the number of cells, leading to faster training. While
GPU capacity limits this parallelization, in practice, the training computation can be optimally
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Figure 4.5: Order of processing in 2DLSTM. a) diagonal-wise used in training, where all cells on
the same diagonal are computed in parallel. b) column-wise used in target-to-source
decoding, where columns are not computed at the same time. c¢) row-wise used in
source-to-target decoding where rows are not computed at the same time. The thick
black and thin blue arrows show the direction of the sequential process between cells
and columns/rows, respectively.
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Figure 4.6: Four directions in which the 2DLSTM layer can process the input. For both the
vertical and horizontal axes, there are two possible directions, offering a total of four
combinations. The arrows indicate which predecessors are taken to compute the
activation for position (j,7) colored in blue. a) left-to-right and bottom-to-top, b)
right-to-left and bottom-to-top c¢) left-to-right and top-to-bottom, and d) right-to-left
and top-to-bottom.

parallelized to linear time [Voigtlaender & Doetsch™ 16]. In theory, the complexity of training is
O(JI).

In contrast, the computation cannot be done as a single kernel invocation during decoding
since the output sequence has to be predicted. This prevents the computation of multiple cells
on the same diagonal at once. Thus, the 2DLSTM states have to be computed row-wise for
source-to-target, and column-wise for target-to-source translation (see Figure 4.5). Here, for
each row or column, the blue arrows imply the order of processing between columns or rows and
sequence-style dependency on the one before that.

As in training, the entire source and target sequences are available, this allows us to compute
all states of the 2DLSTM before performing any aggregation and prediction step. We process
the 2D grid in the forward pass from the bottom left (position (1,1)) to the top right corner
(position (J, I)). Analogously, the gradient is passed backward in the opposite direction by parallel
computations for all cells on each diagonal.
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Figure 4.7: The bidirectional 2D RNN model using the concatenation of the forward and backward
2DLSTM layers at position (j,7). The bidirectional arrows represent the bidirectional
operations.

4.3.4 Bidirectional Two-Dimensional Model

Similar to the bidirectional LSTMs for one-dimensional sequences, in principle, there are four
possible directions in which 2DLSTM can process the input as shown in Figure 4.6. For both the
vertical and horizontal axes, there are two possible directions, offering a total of four combinations,
left-to-right and bottom-to-top, right-to-left and bottom-to-top, left-to-right and top-to-bottom,
and right-to-left and top-to-bottom. Multidirectional 2DLSTM employs four parallel layers that
each scans the input in one of the four possible directions. To derive the entire context information
of the 2D input, the activations of all four directions are then merged per position by either
summation, averaging, or concatenation [Graves 08].

For sequence-to-sequence modeling like machine translation, since the successor tokens in the
target sentence are not known and have to be generated, the processing directions are restricted to
left-to-right and bottom-to-top (forward) and right-to-left and bottom-to-top (backward) directions,
i.e., Figure 4.6(a) and 4.6(Db).

Introducing an additional 2DLSTM hidden layer with the same connections as in the original
one but moving backward on the horizontal, yet forward in the vertical axis, we extend it to
the bidirectional 2DLSTM (Bi2DLSTM) layer. ZTZ and % are used to denote the forward and
backward hidden states, respectively. As a combination of two 2DLSTMs, the Bi2DLSTM has
access to two states at any given position (j,1), i.e., ZTZ and %, summarizing the past and future
input information. In our implementation, the final representation z;; is simply the concatenation
of states from the forward and backward directions at each position (j,4) written as

20 = (27 5l (4.17)

In this case, the model dependency of Equation 4.9 is modified to

Zjﬂ' = Bi2DLSTM ([hj; éz‘_l] s Zj_lﬂ', Zj—f—l,z‘; Zjﬂ'_l) . (4.18)
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The bidirectional model can thus create an output that focuses on the inputs right around
position j but also depends on input values that are far in the future or past. Once a sequence of
zj; vectors is obtained, Equation 4.10 is applied to generate target tokens. Throughout this work,
we name this model the bidirectional 2D RNN model, and it is illustrated in Figure 4.7.

4.4 Two-Way Translation Model

The attention models can be seen as unidirectional translation architectures as they translate
only from one language to another. Although such models have proven to be effective for high-
quality unidirectional translation given a moderate amount of training data, their capacity for
two-way translation modeling, i.e., both source-to-target and target-to-source translation using a
single model is limited. It is not easy to build a single system that translates reliably from and to
two or even more languages. In practice, usually, one model is trained for each direction, and each
might only capture partial aspects of the mapping between words [Cheng & Shen™ 16]. The two
models seem to be complementary. Therefore, combining them may hopefully improve translation
quality in both directions.

An early solution to use a single model for translation between multiple languages is a multilingual
system. A one-to-many multilingual system translates from one source language into multiple
target languages by adding a separate attention mechanism and decoder for each target language
[Dong & Wu™ 15]. A single shared attention mechanism but multiple encoders and decoders
for each source and target language can be also used [Firat & Cho™t 16]. Multi-task learning is
also proposed for many-to-many tasks [Luong & Le™ 16], where the architecture is extended to
have multiple encoders and decoders. A multilingual system can only have a single attention
encoder-decoder model [Ha & Niehues™ 16, Johnson & Schuster™ 17]. No change in the network
is needed in such systems, but they work with multilingual data to have both source-to-target
and target-to-source translations. In practice, these models add an artificial token to the source
sentence to mark the target language and to identify the translation direction correctly. Excluding
the multilingual systems, one can define a new training loss that combines likelihoods in two
directions with a word alignment agreement [Cheng & Shen™ 16].

Inspired by the 2D RNN model, we construct a single two-way translation model as a by-product
of the 2D grid. It opens up the interaction between source-to-target and target-to-source translation
directions jointly trained on the same training data. Our model is similar to the 2D RNN model
with small modifications, but it produces translations in both directions. The presented idea is a
proof of concept that offers a different and interesting model with initial results, but it has not yet
reached parity on translation tasks.

4.4.1 Model Architecture

As shown in Figure 4.8, we apply an encoder with L layers to scan the source sentence from left
to right. The encoder layers can be composed of either the unidirectional LSTM or self-attention
components. In the latter case, to avoid the future context, we mask out the coming words and
only attend to the histories up to time step j. Similar to the source encoder, we use a stack of L
unidirectional (or masked) layers on the target side. It yields h; and s; as the source and target
encoder states, respectively. The source and target sentences do not need to be of the same length.
The use of source and target encoders is optional in this architecture; however, initial experiments
have shown that they help the performance.

We further equip the network with the 2DLSTM layer to relate the source and target encoder
states without any attention component in between. At position (j,7), 2DLSTM receives the
concatenation of the last source encoder state hj_; and the previous target encoder state s;_i.
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Figure 4.8: The two-way translation model using the 2DLSTM layer on top of the L-layer of the
source and target encoders. The light blue and green blocks indicate aggregation over
the horizontal and vertical axes.

As before, its recurrence activation relies on both the vertical z;;_1 and horizontal z;_;; hidden
states. The state of 2DLSTM is updated by

Zjq = 2DLSTM ( [hj_l; Si—l] y Zj—1,i Zj,i—l) . (419)
The 2DLSTM state for the token at target position ¢ depends only on the previous tokens eil_l.
Similarly, the source state at position j only relies on the preceding source tokens ff ~!. At each
decoder step, once the whole source sentence has been processed from 1 to J, the sequence of
vectors is aggregated by max-pooling over all horizontal states to obtain the context vector as
depicted by light blue in Figure 4.8. In order to generate the next target token e;, a transformation
followed by softmax is applied. The same procedure is employed at the same time for the source

token f;, as shown in light green. Max-pooling aggregates all vertical states to a single context
vector to predict the next source token. Therefore, we derive

pleiles™, fi) = softmax o linear o aggregation(zi’f) ‘Ve’ (4.20)
p(fj\fg_l, el) = softmax o linear o aggregation(z?:{) |Vf (4.21)

where Vy and V. are the source and target vocabularies as before. No attention component is used
in this model, and inherently we have no future context information, i.e., no bidirectional layers.

The reason for this constraint is that including it on one language side would break the network’s
ability to translate in that direction. All the loss functions are differentiable with respect to the
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model parameters. It is easy to extend the original training algorithm to implement joint training
since two translation models in two directions share the same training data and a set of parameters.
The training loss is therefore defined as

£ =logp(ef| f{) +logp(f{le]). (4.22)

Once we have computed all I x J states, it enables translation. Afterwards, vertical and
horizontal slices can be taken in parallel to compute the individual losses, which are then used for
back-propagation. One row of it is taken at each target position, while at each source position,
one column is used.

As explained in Section 4.3.3, the 2DLSTM states are processed diagonal-wise in training. This
parallelization is not possible during decoding, thus we compute the states of the 2DLSTM grid
column-wise for target-to-source and row-wise for source-to-target translation, as shown in Figure
4.5(b) and 4.5(c), respectively.

4.5 Experimental Results

4.5.1 Machine Translation
Setups

All machine translation experimental setups follow those explained in Section 3.8. Like the
RNN attention model, 6 bidirectional LSTM layers are used on top of each other; each has 1024
hidden nodes. The decoder is composed of only one forward 2DLSTM layer of size 1024. We also
use the concatenation of backward 2DLSTM in the model to have a bidirectional property over
encoder states. Again similar to the baseline models, a linear projection and maxout, followed
by the softmax function are applied on the output layer. In order to aggregate the sequence of
vectors, we try all variations explained in Section 4.3.1.

Most training hyperparameters are identical to the RNN attention model. However, we use
a smaller batch size, and the gradients are accumulated to compensate for that. The model is
trained with a lower initial learning rate of 0.0005 for better convergence at the end. In the initial
experiments, we restrict the maximum sequence length of source sentences to 50 tokens as it speeds
up the training phase. Whenever we compare with other baselines, we keep all sequences with a
length of up to 100 subwords and ensure that all systems receive the same training data.

A dropout rate of 0.3 is used between recurrent weights of the 2DLSTM layer, unless explicitly
stated otherwise.

Results

Aggregation Functions We first examine the mentioned aggregation mechanisms to reduce the
2DLSTM output to a fixed-size representation that is independent of the sequence length. Four 2D
RNN models are trained with the same encoder (6 layers of BILSTM) and one forward 2DLSTM
in the decoder. Each model collapses the source length differently. All models have the same
number of parameters as the aggregation functions are weightless except for the weighted sum
operator with an extra but a negligible number of parameters. Tables 4.1 and 4.2 show the results
on the WMT German—English and Chinese—English tasks.

In average-pooling, all source positions are treated equally, and by picking the last state, the
final positions contribute to the model the most. Max-pooling and weighted sum have a clear
advantage over average-pooling and the last state in terms of translation performance. In either
case, the 2D RNN model leverages the pooled positions to obtain an implicit alignment assigning
to different positions. These aggregation functions have almost a similar performance on average
across the two tasks (compare lines 1 and 4 in the tables).
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Table 4.1: The uni- and bidirectional 2D RNN results using different aggregations on WMT 2018
German—English. The maximum sequence length is set to 50 tokens in training as
it accelerates the initial experiments. The number of parameters for all aggregation

methods is around 220M and 245M if the backward 2DLSTM layer is added.

model dev newstest2017 newstest2018

forward | backward | aggregation Brev™  Ter™ | Buev™ Ter™ | Buev™  Ter"™
2DLSTM no max-pool 31.2 56.6 32.0 56.6 39.0 48.1
average-pool 30.8 57.0 31.7 56.7 38.5 48.3

last state 304 57.7 31.1 57.5 37.9 49.2

weighted sum 314 56.4 324 56.3 38.8 47.8

2DLSTM | max-pool 31.2 56.7 31.8 56.8 38.8 48.1

weighted sum 314 56.6 31.9 56.7 39.0 48.3

Table 4.2: The 2D RNN results using different aggregations on WMT 2018 Chinese—English.
The maximum sequence length is set to 100 tokens. The number of parameters for all

aggregation methods is around 220M.

model dev newstest2017 newstest2018

forward | backward | aggregation BLet” Ter™ | Bev” Ter"™ | Brev” Ter”™
2DLSTM no max-pool 21.1 63.7 23.1 62.6 22.8 66.8
average-pool 20.8 64.7 22.6 62.9 22.0 67.8

last state 20.5 64.7 22.3 62.8 22.1 67.7

weighted sum 21.0 63.6 22.8 62.3 22.4 66.7

Additional Backward Layer We also explore using one backward 2DLSTM layer of size 1024
whose features are concatenated to the forward layer described in Section 4.3.4. That yields a total
of 245M trainable parameters for the bidirectional 2D RNN model. The second part of Table 4.1
lists the results for the better aggregation mechanisms from our first set of experiments. Adding
the backward layer (lines 5 and 6) gives no gain even with extra parameters, and there is no real
benefit in using it. Since the 2D RNN model already contains a strong bidirectional encoder, this
can justify the observation that adding an additional right-to-left or backward 2DLSTM layer on
top of that is not important. This is in line with the initial experiments in which we replace the
bidirectional encoder with the unidirectional one while keeping the backward 2DLSTM layer. This
architecture shows worse translation performance. Moreover, adding bidirectional LSTMs in the
encoder is cheaper than having several backward 2DLSTM layers in the decoder.

Combination with Self-Attention Encoder The 2D RNN model is built with a deep bidirectional
LSTM encoder that takes a lot of trainable parameters. However, it can also be combined with
self-attention layers where the number of parameters is smaller and provides powerful modeling
on its own, independent of the recurrent-based encoder. To affirm the hypothesis of whether the
expressiveness of the 2D RNN model depends on its encoder design choice, we train it with two
different encoders: 6 layers of self-attention components and 6 layers of bidirectional LSTM. The
former reduces the number of parameters by almost half. The translation results are shown in
Table 4.3. We observe that the new combination performs similarly to the recurrent encoder on
average. This confirms the ability of 2DLSTM as a stand-alone decoder working without any
dependency on the encoder architecture.
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Table 4.3: The 2D RNN results using different encoders on WMT 2018 German— English.

model dev newstest2017 newstest2018 #
decoder encoder BLev™ Ter"™ | Buev”™ Ter™ | Buev”™ Ter™ parameters
2DLSTM LSTM 31.6 56.3 32.2 56.7 39.4 48.0 220M
self-attention 314 56.3 32.5 56.5 38.9 48.3 97TM

Table 4.4: Performance comparison between the 2D RNN model and the baselines on WMT 2018

German— English.
model dev newstest2017 newstest2018 #
BLev™  Ter”™ | Buev™ Ter™ | Buev”™  Ter™ parameters
RNN attention 31.9 55.3 32.9 55.2 39.7 46.8 21T
self-attentive 324 55.8 33.2 55.3 40.4 46.8 102M
+ d =1024 33.3 54.7 34.2 54.5 40.6 46.8 291M
2D RNN 31.6 56.3 32.2 56.7 39.4 48.0 220M

Table 4.5: Performance comparison between the 2D RNN model and the baselines on WMT 2018

Chinese—English.

model dev newstest2017 newstest2018 #
Brev™ Ter”™ | Buev™ Ter™ | Buev”™ Ter™ arameters
p

RNN attention 21.2 63.1 23.2 61.1 22.7 65.9 217
self-attentive 22.0 62.8 23.1 61.7 23.0 66.1 101M

+ d =1024 22.7 61.7 23.5 61.0 23.8 65.3 290M
2D RNN 21.1 63.7 23.1 62.6 22.8 66.8 220M

Given these results, the 2D RNN model equipped with one forward 2DLSTM, aggregated by
the weightless max-pooling function and composed of 6-layer bidirectional LSTM in the encoder is
employed in the rest of the machine translation experiments.

Translation Performance We compare the 2D RNN model to two baselines: the RNN attention
and self-attentive models. To ensure a fair assessment, we fix a few design choices, such as the
maximum sequence length (100 tokens) and the maximum number of training epochs. Tables
4.4 to 4.6 present results on three WMT tasks. On German—English and Chinese—English, the
2D RNN model achieves comparable results over the RNN attention baseline in terms of BLEU,
while the self-attentive model is superior. 2D RNN is behind the baselines on all sets with respect
to TER. Surprisingly, on the English—German newstest2014 benchmark test set, the model
outperforms both the RNN attention and self-attentive baselines by 0.8 and 0.1 BLEU points, 0.5%
and 0.2% in TER, respectively. Although the 2D RNN model has a stable convergence behavior,
its 2D structure and complex dependencies can partially explain the slightly lower performance.
Its training involves a more complicated optimization problem that makes the entire procedure
harder to be trained.

Sequence Length Analysis The 2D RNN model produces translation-sensitive source represen-
tations since it refines the encoder states according to what has already been generated. To verify
this, we focus on a well-known challenge in attention-based models, and that is how the model
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Table 4.6: Performance comparison between the 2D RNN model and the baselines on WMT 2014

English—German.
model newstest2013 newstest2014 #
Brev™  Ter”™ | Buev™ Ter” parameters
RNN attention 25.8 56.8 26.9 56.3 224M
self-attentive 26.3 57.0 27.6 56.0 108M
2D RNN 26.1 56.7 27.7 55.8 227M

performance changes with respect to the source sentence length. To do so, we group sentences of
similar lengths and compute BLEU, TER, and the average length of hypotheses for each group.

Following [Rosendahl & Tran™ 19], all test sets newtest2008-2018 on WMT German—English
are concatenated, resulting in a larger test set of 30244 sentence pairs. Consecutive sentence pairs
of this set are concatenated to achieve longer sentences with reasonable quality. This concatenation
provides a set of 15k sentence pairs with double the average length. Then, we divide the set into 5
bins according to the source sentence length such that each group has a source length difference of
25 subwords. We denote such a bin by G, where a < J < b. As a simple example, G.25 contains
the group of sentences in which the source length is limited to 0 to 25 tokens. In our setup, the
smallest group contains 755 sentences, allowing a more reliable interpretation compared to the
groups with few sentences. We note that this setting contrasts with the training mode where
the models learn to translate one source sentence without further context beyond the sentence
boundary. But the relative performance difference between the models is still reliable as all are
equally exposed to this problem.

The length of the observed source sentences is limited to be no longer than 50, 75, and 100
subwords during training. Figure 4.9 demonstrates performance differences between the models
for a maximum sequence length of 50 and 100. Table B.1 in Appendix also shows the details of
the translation performance of each group in BLEU and TER as well as the size of each bin.

The performance of all models is consistent for sequence lengths observed during training. For
instance, when the maximum sequence length is set to 100 tokens, the models’ performance is very
similar for different lengths up to 100 tokens (Go.25 — G51.75) and drops dramatically in terms
of BLEU and TER when source sentences with more than 100 tokens are considered (see the left
panel in Figure 4.9). We see the same behavior for models trained on 50 subwords maximum (the
right side of the figure). This drop is more severe for the self-attentive model than the RNN-based
architecture. Compared to the self-attentive model, RNN attention is more robust in translating
long sentences. Moreover, it confirms that the performance of the self-attentive model does not
suffer on long sequences while it cannot generalize over unseen sequence lengths.

In comparison, the 2D RNN model is significantly superior if applied to unseen sequence lengths,
with the highest performance on longer sentences when the source sentences extend beyond the
maximum sequence length observed. In general, the model is capable of translating both short
and long sequences, successfully generalizing over longer sequences, and outperforming all the
baselines. One main reason for this is that the attention models generate much shorter hypotheses
on longer sentences, as shown in Figure 4.9(f). While the 2D RNN model implicitly discourages
an early stop of decoding and pushes for untranslated parts of the source sentence.

These results also indicate that the performance drop of the self-attentive model cannot be
related to losing training data, as restricting the maximum sequence length in training leads to
fewer sentence pairs. The reason is that the recurrent-based models do not suffer from this issue.
Our results also confirm the findings of [Rosendahl & Tran™ 19]. In addition, they also show that
the performance of the self-attentive model using absolute positional encoding is much worse than
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Figure 4.9: Performance of the models versus the source sequence length on WMT
German—English. The source length is restricted in training to 100 tokens in a),
c), and e), respectively, to 50 tokens in b), d), and f). The size of each group is
‘G0;25’ = 1070, ’G26;50‘ = 6333, ‘G51;75| = 5084, |G76;100‘ = 1880, and |G101;inf| = T755.

that of relative encoding [Shaw & Uszkoreit™ 18]. A further experiment with relative positional
encoding in the self-attentive model is carried out for a fair assessment, presented in black in
the figure. The relative positional encoding significantly compensates for the deficiency of the
self-attentive model, and its performance does not drop when the length extends beyond the
maximum sequence length in training. Although it is superior to the 2D RNN model with respect

to BLEU and TER, it slightly generates shorter translations on longer sentences, as seen in Figures
4.9(e) and 4.9(f).
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Table 4.7: Performance comparison of the 2D RNN with the 2D CNN model on the IWSLT and
WMT German— FEnglish translation tasks. Evaluation is done by multi-bleu.pl.

method Breu"”
IWSLT WMT
dev test newstest2013 newstest2015
2D CNN [Elbayad & Besaciert 18] 36.0 34.7 29.0 29.6
RNN attention [Elbayad & Besaciert 18] 31.7 31.0 - -
self-attentive [Elbayad & Besaciert 18] 35.6 34.5 31.6 32.8
2D RNN 36.1 34.6 30.2 31.2

Comparison with Other Works Concurrent with this work, in [Elbayad & Besacier™ 18], con-
volutional neural networks are used to also motivate a similar two-dimensional layout to jointly
encode the source and target sentence. Their model forms pairwise interactions between the source
and target tokens. Once the source and target embedding are concatenated as input representation,
a set of stacked 2D convolution networks is applied with different filter sizes. The model uses
residual-cumulative skip connections between consecutive layers interleaved with feedforward layers.
To predict the target token, the final convolution features are mapped to a single fixed-size vector
by self-attention. This model is referred to as the 2D CNN model in our comparison.

To compare the model performance to the 2D CNN model, we replicate the setup in [Edunov
& Ott™ 18, Elbayad & Besaciert 18] for the IWSLT 2014 German—English task. The dataset
contains training, dev, and test sets with 160K, 7283, and 6750 sentence pairs, respectively. The
bilingual texts on both the source and target sides are tokenized and lower-cased. BPE subword
segmentation yields German and English vocabularies of 8.8K and 6.6K tokens.

We also conduct a comparison on the WMT 2015 German—English task where the Rapid part
of the training data is excluded to use exactly the same data as in [Elbayad & Besaciert 18].
In this task, newstest2013 as dev and newstest2015 as test sets are used with 3000 and 2169
sentence pairs, respectively. Joint BPE with 50K symbols is used. The 2D RNN model follows
an identical training setup as for the WMT 2018 German— English task. The model has 174M
and 220M free parameters for the IWSLT and WMT tasks. The 2D CNN model uses 14 layers
of CNN with a model size of 256 for IWSLT, respectively 16 layers of CNN with a model size of
512 for the WMT task. These configurations lead to 14M and 49M total number of parameters.
Peer-to-peer comparison pushes us for case-insensitive and case-sensitive tokenized evaluation for
IWSLT and WMT, both using multi-bleu.pl.

Table 4.7 gives a comparison between the models. In either task, we achieve competitive results
or clearly outperform the 2D CNN model. It is worth mentioning that the 2D CNN model has
considerably fewer parameters than the 2D RNN model. The reason is that we have not tuned
our model on every single task. Instead, we configure a network to be generalized enough such
that it works equally well in all experiments.

We also compare the 2D RNN model to the state-of-the-art systems from the literature on
the WMT English—German benchmark task as before in Table 4.8, where our model has no
superiority compared to deep models.

4.5.2 Two-Way Machine Translation
Setups

For the German—English task, we use the same self-attentive model as before. The same setup
is used to train the reverse English—German direction. We clarify that an independent model is

69



4 Two-Dimensional Sequence-to-Sequence Modeling

Table 4.8: Comparison of the 2D RNN model with the recently published works on WMT 2014
English—German. Massive HW refers to massive GPU budgets to train models such
that “no” means single-GPU training, while “yes” means multiple GPU access in that
the number of nodes/machines can vary.

method Breu” # massive
newstest2014 | parameters HW
DeepL translator (evaluated in 2020) 33.1 - -
RNN attention (GNMT) [Wu & Schuster™ 16] 24.7 - yes
deep RNN attention (RNMT+)[Chen & Firat™ 18] 28.5 378.9M yes
CNN attention [Gehring & Aulit 17b] 25.2 263.4M yes
CNN attention (DynamicConv) [Wu & Fan™ 19] 29.7 213M yes
self-attentive [Vaswani & Shazeer™ 17] 27.3 93.3M yes
deep self-attentive [Ott & Edunovt 18] 29.3 210M yes
deep self-attentive [Liu & Duh™ 20] 30.1 256M no
2D RNN 27.7 227TM no

W,

: not available

trained for each direction.

The two-way model is composed of 4 layers of masked multihead self-attention encoders on both
the source and target sides with 8 heads each. The encoder must be a unidirectional layer to keep
a bounded history restriction. The 2DLSTM layer has 750 hidden nodes. An Lo norm of 0.05 is
also used with a dropout rate of 0.1. Adam updates the model parameters with an initial learning
rate of 0.0005 and a dropout of 0.3 on masked self-attention layers. The rest of the configuration
is the same as the baseline setup, except for the maximum source sequence length, chosen to be 50
subwords during training.

In addition to WMT German<English, we conduct experiments on a low-resource task of
WMT 2017 Turkish<>English including only the SETIMES2 corpus with 207k sentence pairs. For
Turkish<+English, we use the common preprocessing steps: tokenization, true-casing, and 20k joint
BPE symbols. Such segmentation results in 5.9M and 5.8M subwords on the Turkish and English
sides, respectively. The English and Turkish vocabulary sizes are 14k and 10k. newsdev2016 is
considered as the development set while newstest2016, and newstest2017 as the test sets.

Similar to German<>English, we utilize the base self-attentive model for both Turkish—English
and English—Turkish directions. We only train a single two-way model that requires jointly
optimizing the network parameters for both language directions.

Results

Tables 4.9 and 4.10 show the results for the German<>English and Turkish<>English tasks,
respectively. In all directions, the two-way model is far behind the self-attentive model. This
difference is larger on the high-resource task than on the low-resource scenario. These results
indicate that building a single model that translates reliably for both directions is a difficult task.
There are some potential reasons for such a huge gap.

The main cause of the performance drop is because the two-way model masks out the future
tokens on both the source and target sides and has no access to the full context. Replacing the
unbounded encoder layers of the self-attentive architecture with the unidirectional version might
explain such performance degradation. Secondly, the joint training of the two-way model requires
more sophisticated optimization compared to independent training. For joint training where a
new training objective combines likelihoods in two directions, we need to compromise between
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Table 4.9: Translation performance of the two-way model WMT 2018 German<>English. The two-
way model is a single model for both translation directions. All the model parameters
are jointly trained to carry out source-to-target and target-to-source translation. This
is in contrast to the self-attentive models that are separately trained for each language

direction.
model task dev newstest2017 newstest2018
Brev”  Ter™ | Buev”™ Ter™ | Brev”™ Ter”™
unidirectional self-attentive | German—English 324 55.8 33.2 55.3 40.4 46.8
English—German 28.5 62.1 27.2 63.8 40.2 49.6
single bidirectional two-way | German—English 22.7 66.4 23.2 66.7 28.9 59.1
English— German 18.9 73.3 17.9 74.8 24.5 66.3

Table 4.10: Translation performance of the two-way model on WMT 2018 Turkish<>English. The
multilingual setup employs a single self-attentive model where the source-to-target
and target-to-source data are combined.

model task dev newstest2016 newstest2017
Buev”  Ter™ | Buev™ Ter™ | BLev™  Ter”
unidirectional self-attentive | Turkish— English 21.1 68.6 19.2 71.4 18.7 72.1
English— Turkish 10.8 90.7 12.0 89.5 12.5 89.6
single bidirectional two-way | Turkish—English 15.6 70.5 14.1 72.4 14.1 72.3
English— Turkish 8.0 91.2 9.0 90.6 9.5 90.4
single multilingual Turkish—English 19.7 61.5 18.2 63.7 18.1 63.8
English— Turkish 10.8 90.7 12.1 89.5 12.6 89.3

two tasks, and the parameters are updated jointly. Therefore, the training is subject to be more
complex and might result in a suboptimal solution for the entire optimization problem. This is in
contrast to separate training and updating for two independent sets of parameters.

We also set up a multilingual system for the Turkish<»English task shown in the third block of
Table 4.10. Proposed by [Johnson & Schuster® 17], in the data preparation phase, we concatenate
the source-to-target and target-to-source variants of the training data with a special token for
each direction. To translate from Turkish— English, the token @en@ is inserted, whereas for the
reverse translation from English to Turkish, the token @tr@ is added to the source side of data.
Given that, a single self-attentive model is trained as the multilingual system. As listed in Table
4.10, the performance of the multilingual model is slightly worse than that of the baseline and
outperforms the two-way model.

4.5.3 Automatic Speech Recognition
Setups

As in Section 3.8.2, the experiments are done on Switchboard 300h and LibriSpeech 960h with
the same baselines.

The 2D RNN model is equipped with 6 stacked BiLSTMs of size 1024 with interleaved max-
pooling between the first three layers. The only difference compared to the RNN attention model
is that in the 2D RNN setup, a reduction factor of 8 (a factor of 2 between the first three layers) is
used instead of 6. The decoder is composed of a single layer of 2DLSTM of size 1024 that processes
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Table 4.11: The uni- and bidirectional 2D RNN model performance using different aggregations
on Switchboard. No language model is used in decoding. The 2D RNN model has
160M and 155M parameters with the forward and backward layers. AM abbreviates
the acoustic model.

AM Wer™
forward | backward | aggregation Hub5’00 Hub5’01

CH SWB X

2DLSTM no max-pooling 21.5 10.2 159 15.5

average-pooling | 23.4 11.3 174 16.5

last state 24.5 11.6  18.1 16.9

weighted sum 22.2 10.2  16.2 15.5

2DLSTM | max-pooling 21.6  10.7 16.2 15.6

average-pooling | 23.2 114 173 16.1

last state 234 109 17.2 16.4

weighted sum 21.7 105 16.1 15.4

the encoder states in the forward direction and generates the output label sequence (see Figure 4.3).
Similar to the RNN attention baseline, the embedding layers have 512-dimensional vectors. We
apply maxout before the softmax layer. Similar to the machine translation experiments, we also
explore the extension of the network using the backward 2DLSTM layer and various aggregations
in the initial experiments. In the case of an additional backward 2DLSTM layer, we halve the
feature dimension such that each direction has a size of 512, a total of 1024.

The main training configurations are similar to those in the RNN attention model as explained
in Section 3.8.2 for both Switchboard and LibriSpeech tasks, except for a lower initial learning
rate of 0.0005 and a batch size of almost 8k with gradient accumulation of 4 to 8 steps. We note
that the batch size can be slightly different from one setup to another, and it is specified to be as
big as possible to fit on a single GPU. In the same way, a warm-up of 10 steps is taken at the
beginning. In the first set of experiments, dropout between 2DLSTM recurrent weights is not
activated, while later on, we add a rate of 0.3.

Results

Aggregation Functions and Backward Layer Similar to machine translation, we first look at
the performance of the aggregation mechanisms and the effect of the backward layer. In contrast
to the translation experiments, here when we apply the backward layer, half of the parameters
are used in the forward layer and the remaining half in the backward layer. The performance of
different aggregation functions on Switchboard with and without the backward layer is given in
the first and second blocks of Table 4.11. The max-pooling and weighted sum operations show
better WER by more than 1% absolute than the other aggregations. This is also true for the
2D RNN model with the backward layer. The results on machine translation are very similar.
Interestingly, the weighted sum function works as good as max-pooling on average (compare lines
1 with 4 and lines 5 with 8). Max-pooling selects the most active speech encoder states; however,
it does not provide an explicit normalized weighting distribution.

Recurrent Weight Dropout We do not apply dropout on the recurrent nodes of the 2DLSTM
cells in the previous set of experiments. Table 4.12 presents the performance of the same models
with extra recurrent dropout regularization. By comparing Tables 4.11 and 4.12, it is seen that
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Table 4.12: The uni- and bidirectional 2D RNN model performance on Switchboard when dropout
with a rate of 0.3 is applied between the recurrent time steps in 2DLSTM. No language
model is used.

[%]

AM WER
forward | backward | aggregation Hub5’00 Hub5’01
CH SWB X
2DLSTM no max-pooling 21.1 9.8 15.5 15.1
weighted sum 21.0 103 15.7 14.8
yes max-pooling 21.9 105 16.2 15.5
weighted sum 21.3 102 158 15.2

Table 4.13: The uni- and bidirectional 2D RNN model performance on LibriSpeech. Dropout with
a rate of 0.3 is applied between the recurrent time steps in 2DLSTM. The aggregation
operation is chosen to be max-pooling. The effective number of epochs is 25. No
language model is used.

AM Wer"™
forward | backward dev test
clean other | clean other
2DLSTM no 4.1 11.4 4.3 11.7
yes 4.3 11.7 4.3 12.4

recurrent weight dropout helps the 2D RNN model regardless of applying the backward layer or
the type of aggregation functions, with more emphasis on the case without a look-ahead.

In the end, it is inconclusive which operator is a better design choice. Here, we select max-
pooling as it is weightless. We recommend taking a weighted sum with by-product alignments for
those applications in which attention scores or implicit alignments are needed. In the remaining
experiments, we use dropout and max-pooling. The backward layer does not contribute to 2D
modeling due to the use of bidirectional LSTM in the encoder. This statement is experimentally
proven on the LibriSpeech task given in Table 4.13. In this comparison, adding the backward layer
leads to a drop of 0.7% absolute WER on test-other. Therefore, no backward layer is applied in
the rest of the experiments.

Recognition Performance We further compare the performance of the 2D RNN model with
the baselines from Chapter 3. Table 4.14 shows the comparison on the Switchboard test sets,
respectively Table 4.15 compares the results on LibriSpeech. On Switchboard, the 2D RNN model
performs on par with RNN attention when no language model is used. It is slightly better than
the self-attentive model. The LM scale Ap is tuned to be 0.4 for fusing LM with the 2D model
for Switchboard. In addition, integrating the RNN and self-attentive-based language models to
the 2D RNN model reduces the error rate by 0.6% and 0.9% on the Hub5’01 test set. Language
models compensate for the performance gap of models; however, the 2D RNN model performs
slightly worse on average compared to the baselines.

This is slightly different in the case of the second task, as shown in Table 4.15. We observe
that the 2D RNN model benefits most from the language model combination. It performs almost
equally or somewhat better compared to the baselines if an LM is integrated. Here, the LM scale
is 0.2. One associated problem with the 2D RNN model is the decoding speed, which is almost 6
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Table 4.14: Performance comparison between the 2D RNN model and baselines on Switchboard
with and without the language models in shallow fusion decoding.

AM LM Wer"™ #
Hub5’00 Hub5’01 | parameters
CH SWB X

RNN attention | none 21.1  10.1 15.6 15.0 157M
RNN 20.6 9.2 14.9 14.1
self-attentive | 20.2 9.1 14.7 13.9

self-attentive none 21.2 10.3 15.8 15.3 99.5M
RNN 20.7 9.6 15.2 14.3
self-attentive | 20.7 9.5 15.1 14.0

2D RNN none 21.1 9.8 15.5 15.1 160M
RNN 20.7 9.2 15.0 14.5
self-attentive | 20.8 9.1 15.0 14.2

Table 4.15: Performance comparison between the 2D RNN model and baselines on LibriSpeech
with and without the language models in shallow fusion decoding. The number of
effective epochs is chosen to be 25.

AM LM Wer"™ #
dev test parameters
clean other | clean other

RNN attention | none 3.7 10.2 3.8 10.8 188M
RNN 2.8 7.7 3.2 8.4
self-attentive 2.6 7.2 2.7 7.7

self-attentive none 4.0 10.2 4.1 10.7 139M
RNN 2.9 7.6 3.2 8.1
self-attentive 2.7 7.3 3.1 7.7

2D RNN none 4.0 10.9 4.1 11.3 192M
RNN 2.7 7.9 2.9 8.1
self-attentive 2.6 7.2 2.7 7.6

times slower than the fastest model, i.e., the RNN attention model. This may limit its usage in
production systems.

Comparison with Other Works Similar to the previous chapter, Table 4.16 gives a performance
comparison of recently published models. Due to the limited hardware budget of the 2D RNN
training, there is no direct comparison to other state-of-the-art methods.

4.6 Implementation

The two-dimensional sequence-to-sequence modeling is based on an efficient GPU implementation
of multidimensional RNN made publicly available as part of RETURNN.

The first attempt to use 2DLSTM for sequence-to-sequence modeling returns to our imple-
mentation directly in Theano. For 2DLSTM, the input tensor x has dimensions (7,7, B, dy),
where T is the horizontal length, 7" is the vertical length, B is the batch size, and dj, is the
feature dimension. For 2DLSTM, two nested loops are needed, one over the vertical and one over
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Table 4.16: Comparison of the 2D RNN model with the recently published works on LibriSpeech.
The models are not necessarily trained with the comparable number of parameters
over the same number of epochs.

[%]

method AM LM WER # parameters | # epochs
test (AMY) (AM)
clean other

hybrid HMM | RNN [Liischer & Beck™ 19] self-attentive | 2.3 5.0 160M 12.5
self-attentive [Wang & Mohamed™ 20] | self-attentive | 2.3 4.9 149M 100

CTC CNN [Kriman & Beliaev™t 20] self-attentive | 2.7 7.3 19M 400

attention RNN [Park & Chan™ 19] RNN 2.5 5.8 >200M 600
RNN [Karita & Wang™ 19] RNN 3.3 10.8 - 100
self-attentive [Karita & Wangt 19] | RNN 2.6 5.7 - 200
CNN [Hannun & Lee™ 19] CNN 3.3 9.8 3™ -
self-attentive [Synnaeve & Xu™ 20] | self-attentive | 2.4 5.2 270M -

transducer | self-attentive [Zhang & Lu™ 20] self-attentive | 2.0 4.6 139M -
CNN-RNN [Han & Zhang* 20] RNN 19 41 113M -
Conformer [Gulati & Qin™ 20] RNN 1.9 3.9 119M -

this work 2D RNN self-attentive | 2.7 7.6 192M 25

W,

not available.

T measures only for the acoustic models.

the horizontal axis, using the scan function, i.e., iteration over the T' and 7’ dimensions. This
implementation indeed works but is too slow to train a network in a reasonable amount of time.
Therefore, we explored the C++ and CUDA implementation provided in RETURNN developed by
Paul Voigtlaender as part of his Master’s thesis [Voigtlaender 16]. We first verified the correctness
of the gradient computations numerically and compared the results to the slow Theano-based
2DLSTM implementation. The actual kernel executions speed up the training quite a lot. Such
observations are also seen by [Voigtlaender 16] on a synthetic task of handwriting recognition.

The implementation is a fast custom C++/CUDA code for both the standard LSTM and
2DLSTM kernels. CUDA, Nvidia parallel computing framework, and its extension libraries
like cuBLAS and cuDNN provide an efficient GPU-accelerated implementation of matrix-matrix
multiplications.

Besides cuBLAS for all matrix multiplications, the custom 2DLSTM implementation uses the
custom CUDA kernels for the activation functions and the LSTM gating mechanism. Another
optimization that is widely used in standard LSTM implementations is that the five forward
weight matrices (see Equations 4.1-4.5) are stacked into a large weight matrix. The same is also
done for the recurrent weights and bias terms. Although this does not reduce the total number of
floating-point operations, it diminishes the total number of matrix multiplications. Such stacking
can lower the number of CUDA kernel invocations since launching many small kernels can cause
a substantial kernel launch overhead [Voigtlaender 16]. Furthermore, the implementation works
inplace as much as possible to reuse memory. It also enables mini-batch training where multiple
input sequences with different sizes are packed together. Each sequence is padded to the length of
the longest sequence in the mini-batch.

In order to integrate the custom CUDA code into Theano, we wrote a custom Theano operation.
Later, we also wrapped the CUDA code in a custom TensorFlow operation so that RETURNN can
easily access it. Once we have the 2DLSTM CUDA kernel, i.e., a program directly executed on
the GPU, we define the output of the function as appropriate for our sequence modeling purposes.
We also adapted and implemented multidirectional 2DLSTM and used the batched operations to
process one diagonal of two directions while exploiting additional parallelism. Different aggregations
were added as features to the corresponding class. The code was further developed for two-way
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translation modeling in which we implemented one two-directional search algorithm by switching
between the vertical and horizontal axes.

4.7 Conclusion

In this chapter, we presented our work on the 2D RNN model, a two-dimensional sequence-to-
sequence model that jointly encodes the input and output sequences with the two-dimensional
long short-term memory cells. With this joint representation, the input and output sequences
meet at the final stage of encoding, allowing each of them to affect the representation of the other.
We examined different aggregation methods to collapse the 2D output to a 1D sequence along one
axis. Based on Tables 4.1 and 4.2 on machine translation and Table 4.11 on automatic speech
recognition, max-pooling and weighted sum led to the best design choice on the final performance.
We selected the former as it is weightless. We also investigated the effect of bidirectionality on the
2D RNN models where the forward and backward 2DLSTM units are concatenated to capture
look-ahead information. We showed that its influence on top of the bidirectional context was
suboptimal. Final experiments on three WMT shared tasks listed in Tables 4.4 to 4.6 indicated
that the 2D RNN models were comparable with RNN attention in terms of BLEU, but fall behind
self-attentive models. According to Tables 4.14 and 4.15, comparison against attention models on
Switchboard and LibriSpeech tasks also proved the competitiveness of the 2D RNN models for
speech recognition. Language model integration helped the final performance of the 2D model
such that it compensates for its performance gap with the attention baselines. Furthermore, the
2D RNN models showed less sensitivity with respect to the source sequence lengths, as shown in
Figure 4.9. This implied a better generalization ability over unseen sequence lengths, especially
compared to the self-attentive models without relative positional encoding. Finally, we extended
the concept of 2D sequence-to-sequence modeling to two-way translation, where we introduced
an interesting capacity of our architecture to translate both source-to-target and target-to-source
directions using a single neural network. Although the experimental results were at their initial
stages and much poorer than the well-tuned baselines, we believe that the 2D RNN-based models
can potentially be applied to other applications where sequence-to-sequence modeling is established
as a crucial modeling choice.

4.8 Related Work

Directed acyclic graph recurrent neural networks provide a way of building multidimensional
context into recurrent networks, a strategy that is based on networks with tree-structured update
graphs [Baldi & Pollastri 03]. There are remotely related works where they scan both vertical
and horizontal axes of images interpreted as 2D arrangement of features. The multidimensional
LSTM [Graves & Schmidhuber 08, Graves 08] is successfully used in handwriting recognition to
automatically extract features from raw images [Straufl & Griining™ 16] which are inherently two-
dimensional. In this application, the 2DLSTM layers show better performance over convolutional
neural networks. Larger 2DLSTM layers are explored for deeper and wider architectures using
GPU implementation on which our implementation depends [Voigtlaender & Doetsch™ 16].

Different neural networks have been also proposed in automatic speech recognition to model
2D correlations in the input signal. One of these uses 2DLSTM that scans the input over both
time and frequency jointly for spatio-temporal modeling [Li & Mohamed™ 16]. Moreover, various
architectures to model time-frequency patterns based on deep DNN, CNN, RNN, and 2DLSTM
layers are compared for large-vocabulary automatic speech recognition [Sainath & Li 16]. This
shows the success of the 2D grid as a feature extractor.
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All the above works apply 2D grids on the spectrogram level on input layers to extract features
for handwriting or speech recognition. We argue that in either case, it is a two-dimensional
interpretation of the input data. In contrast, our work uses the 2D arrangement of points to
incorporate the input and output for sequence modeling. Our work differs from existing related
architectures that operate along the spatio-temporal dimensions of the data. Our work provides a
unified way of using 2DLSTM for sequential computation over two dimensions.

Beyond one-dimensional encoding, a de-facto implementation of a two-dimensional layout is
a network of one-dimensional units from parallel sequences which are weaved and arranged in a
multidimensional grid. A 2D grid can be created by means of standard LSTM cells communicating
not only across the time sequence but also between layers [Kalchbrenner & Danihelka™ 16]. This
paper uses a grid of LSTMs in machine translation to re-encode source sentences based on target
words generated up to that position. However, their experiments are carried out on a very
small dataset, and it is not clear whether the grid has the potential to scale on real-world tasks.
Similarly, another 2D-based layout as a translation model is investigated where the source and
target sentences are jointly encoded; however, the model is behind the self-attentive baseline
[Baquero-Arnal & Iranzo-Sanchez™ 19].

The grid LSTM network is also applied for the endpoint detection task in speech recognition to
model both spectral and temporal variations [Chang & Lit 17]. A 2D attention matrix is also
applied in a neural pitch accent recognition model [Bruguier & Zen™ 18] in which graphemes are
encoded in one dimension, and audio frames are encoded in the other.

In the same line of motivation to our work, there is also a group of works in which convolutional
networks process a 2D grid composed of input and output embedding vectors. Concurrent with us
is the pervasive attention model in which a stack of 2D convolutional neural networks is used on
top of a joint representation from the source and target embedding. It defines a 2D grid from the
positions of the source and target words for translation modeling [Elbayad & Besacier™ 18]. This
differs from our architecture with recurrency over two sequences. This model is not superior to the
attention model. Similarly, in [Li & Wang™ 20], the source and target embedding can be jointly
combined, and instead of convolutions, the self-attention layers are performed on two temporal
dimensions separately. This model has competitive results with their self-attentive baselines.

Superficially similar to this work, the idea of active memory based on convolution networks
is extended in which the netwpork focuses on all encoder states in parallel in a uniform way
[Kaiser & Bengio 16]. Similar to our work, the hidden representations are expanded into a 2D
structure by recomputing the encoder states after each output token generation. Another work
is a 2D construction of input-output joint representation in question answering by weaving two
unidimensional recurrent networks [Raison & Mazaré™ 18]. Form a 2D source-target representation
is possible by concatenating the pairwise embedding vectors of words on the source and target
sentences [Wu & Xia™ 18]. The authors use this model to distinguish between human and machine
translation for adversarial learning. The 2D layout of pairwise input-output sequences is also used
for scoring parallel texts or matching between written sentences [Hu & Lut 14, He & Lin 16].

The 2D-based model presented in this chapter also motivates sequence-to-sequence models
without attention [Kalchbrenner & Blunsom 13, Cho & van Merrienboer™ 14a, Sutskever &
Vinyals™ 14] as well as neural models in which the encoder and decoders are not separated.

Having no attention concept, an eager translation model is introduced in [Press & Smith 18]
where the decoder starts translating as soon as it receives the first source words. The architecture
shows better translation performance on longer sequences.

From the perspective of re-encoding encoder states dynamically while predicting a new target
word, the attention mechanism can be also replaced with recurrent layers [Zhang & Xiong™
16, Zhang & Xiong™t 17a, Zhang & Xiong™ 17b]. Instead of calculating attention weights, RNN
layers process the source representations at every target step and internally constructs the context
vector that is then used by the decoder. The recurrent layer summarizes the necessary parts of
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the source sentence directly. The authors argue that the RNN can capture this information to
assess which source tokens influence the current target position and which do not. They also show
their model’s ability on source length generalization. A study of replacing attention components
with different recurrent setups, both 1D and 2D recurrency, has also been explored in [Brix 18].

Recurrent attention modeling is closely related to memory networks in which encoder representa-
tions can be seen as read-only memory [Weston & Chopra™ 15]. Adding a recurrent attention layer
enables both read and write operations. From the view of memory networks, source representations
are considered as an interactive memory with the decoder through read and write operations
[Meng & Lu™ 16].

In the next chapter, we present a model which modifies the way how the attention mechanism
is used as part of the translation network. In the same direction, related works with the concept
of neural hidden Markov models are reviewed in which no attention context vector is used; instead
an alignment model.
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5. ZERO-ORDER HIDDEN MARKOV MODELING

5.1 Introduction

Given the source sentence f{, the posterior probability of the target sentence el is directly defined
using the chain rule as written in Equation 3.18. The conditional posterior covers alignments
between source and target sentences either implicitly or explicitly. In recent sequence-to-sequence
models, the dependency on fi] is modeled using an effective attention mechanism as addressed in
Section 3.5, where soft attention is used to focus on the most relevant parts of the source sentence
while generating target tokens. Attention provides a distribution over the source positions that is
considered as an implicit probabilistic notion of alignment. As a generalization of the attention
model, we express

1
plellf) = TTp(eiles™ (e i (7)) (5.1)
=1

where the alignment distribution is used as an intermediate step inside the network, and the
context vector ¢; summarizes it into a single vector given by Equation 3.28. The context vector as
a weighted sum of the input states can be seen as a kind of partial decision on the local average
observation. As written in Equation 5.1, the source positions and the alignment distribution do
not directly influence the final target prediction. Since the number of source positions in machine
translation or input frames in speech recognition may vary greatly between target words or labels,
respectively, summarizing the input representations as a single vector might not be suitable.

An explicit latent variable might be a potential solution to defining an alignment sequence
for such models. This is the same in ASR in that label sequence posterior distribution should
cover the alignments between input frames and output labels. The conventional HMM-based
ASR models [Robinson 94, Hutter 95] and their variants [Graves & Ferndndez™ 06, Battenberg &
Chen™ 17, Dong & Zhou™ 18, Doetsch & Hegselmann™ 16, Doetsch & Hannemann™ 17] tackle
the underlying alignment problem using explicit stochastic latent variables.

It has also been proven that the attention component does not fulfill the same role as the alignment
model in conventional statistical machine translation [Koehn & Knowles 17]. Alignments play an
essential role in statistical machine translation, both for improving translation quality and for
better understanding how the translation is performed. Alignments with an appropriate statistical
formulation discussed in Section 1.2.1 allow us to quickly see the important dependencies for
a certain translation. In addition, alignments can play a major role where the user desires to
influence the translation output [Alkhouli 20] or in general in other downstream natural language
processing (NLP) tasks.

Translation model explainability is another crucial concept, particularly for practical machine
translation, where emitting explicit word alignment is of great value. Neural machine translation
especially has problems in this area. Contrary to conventional alignment models, where a hard
alignment is a transparent process, defining the correspondence between source and target words,
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5 Zero-Order Hidden Markov Modeling

it is often challenging for the fuzzy attention mechanism to extract a comprehensible alignment.
Specifically, the self-attentive models do not guarantee a high-quality alignment, even though
alignments can easily be used for explainable machine translation. The internal representations
are often in vector spaces with hundreds of dimensions, and the operations are usually nonlinear,
further obscuring the decision-making process. Unlike the RNN attention models in which the
attention scores can easily be observed, the self-attentive model uses multiple attention heads.
Due to this increased complexity, it is not trivial to interpret the results of the self-attentive-based
models. On top of that, it is reported that the self-attentive model often concentrates on the
end-of-sentence token [Ghader & Monz 17, Alkhouli & Bretschner™ 18, Zenkel & Wuebker™t 19].
On the explainability of attention models, there are some works with the main goal of deriving
high-accuracy word alignments [Stahlberg & Saunderst 18, Zenkel & Wuebkert 19]. Here, we
follow a naive idea such that the translation of a sentence should be decomposable. This way the
correctness of translated words can be seen easier.

Motivated by the fact that statistical word alignments offer pioneering and fundamental concepts
in machine translation, and alignment is not a fully stochastic process in attention-based models,
this chapter describes a latent variable attention model inspired by HMM formulation as its first
contribution. The success of HMM in traditional MT and ASR systems inducts an integration of
attention modeling into the HMM concept. Our overarching goal is to improve the performance of
current state-of-the-art models and to better understand how translation has been performed.

We introduce a latent variable attention model that can be interpreted as a mixture of multinomi-
als. From the statistical viewpoint, we revisit the target sentence posterior probability formulation
by calculating a separate translation score for every target-source word pair. The model assumes
a decomposition of the target sequence posterior into lexicon and alignment probabilities. Since
marginalization has an exponential number of terms in the alignment order of the model, a zero-
order assumption is studied where there is no dependency between subsequent alignments. The
zero-order assumption keeps the explicit alignment as part of the stochastic model and combines
the ease of the end-to-end training of the attention model with an efficient and simple beam search.
This is unlike higher-order models [Alkhouli & Bretschner™ 16, Wang & Alkhoulit 17, Alkhouli
& Bretschner™ 18, Wang & Zhu't 18]. Our next contribution lies in investigating how the HMM
decomposition affects both translation performance and alignment errors. Regarding the interest
in alignment-based approaches, we also concentrate on the problem of explainability of alignments,
especially for self-attentive models. We follow the same formulation and extend the zero-order
HMM model for automatic speech recognition.

After providing a mathematical model in Section 5.2, we relate the model to elements from
HMM with discussions on training and search. Section 5.3 explains the model parameterization
using both the RNN and self-attention neural network design choices and compares it with the
attention mechanism from the statistical and modeling perspective. Before presenting experimental
results and the corresponding analyses in Section 5.5, an approximation is addressed that speeds
up the model in Section 5.4. To study the model’s effect, we also quantitatively and qualitatively
analyze the extracted alignments, showing that more focused alignments for better interpretability.
Although we introduce the model and its dependency using MT notation, we also apply it to speech
recognition, the experimental results of which are discussed in Section 5.5.2. This is followed by
an implementation focus in Section 5.6, and the chapter is finished with a conclusion and related
works in Sections 5.7 and 5.8.

5.2 Model and Formulation

Together with IBM models [Brown & Pietra®™ 93], HMM [Vogel & Ney™ 96] has been used
to align source and target words in conventional machine translation. Conceptually similar to
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HMM (see statistical word alignment in Section 1.2.1), we introduce alignments as a sequence of
stochastic latent variables b{ that establishes a mapping from position ¢ on the target sentence to
position 7 on the source sentence. Mathematically, we consider an alignment from each target
position i to exactly one source position j, i.e., i — b; = j. Here, the mapping is from the output
(target) to the input (source). This is different from what is used in the original HMM model by
[Vogel & Ney™ 96], where a mapping from the source to the target is considered. Therefore, our
model is often categorized as the direct HMM model.

Introducing alignments as a sequence of hidden variables, all possible alignments are marginalized
out in Equation 5.2, such that b; aligns the target position i to the source position j. We decompose
the joint distribution into the alignment and lexicon models, obtaining Equation 5.4. Performing
the sum over all alignments would lead to a combinatorial problem with exponential complexity in
the source sentence’s length, i.e., O(I”/). A high-order model conditioned on the full alignment
path b{ makes the computation of sum intractable.

Assuming the first-order Markov assumption with respect to the alignment dependencies in
Equation 5.5 results in first-order HMM [Wang & Alkhoulit 17, Wang & Zhu' 18]. Note that the
model has a first-order dependency with respect to the alignment, while the alignment dependency
is restricted to the current aligned position b; = j in the lexicon model. This model is an expressive
assumption with feasible complexity and requires a specific training procedure that involves the
forward-backward (Baum-Welch) algorithm with EM-like training. This algorithm is based on
the principle of dynamic programming where the computation of the current step relies on that
of the previous step. The number of alignment paths explored in search is reduced without any
approximation; however, the model still has the computational complexity O(J? x I)*.

The posterior decomposition is thus stated as follows

plefl i) = pled, bilfi) (5:2)
b
I . .
=> T[e(ebiles 05 ) (5.3)
pl =1
1
= 1Ipteiles™ 06, f7) p(oileg™" 057", f1) (5.4)
b{ =1 lexicon model alignment model
I . .
=> TIeteiles ™" bi £pilel ™, biv, ) (5.5)
pl =1
1
I . .
= > [Inpteiles 5. fpGleg " 1) (5.6)
j =1
I . .
=TI D _nleiles 5. fpGileg ", 7)- (5.7)
=1 j

It is not possible to simplify the equation without losing model expressiveness. To allow for
efficient marginalization over the alignment variables, we keep the current alignment value inde-
pendent of previous ones. Assuming a zero-order Markov assumption to simplify the dependencies
of the alignment sequences (meaning that the current target word and alignment do not depend
on any previous alignment position), we derive Equation 5.6. There is no alignment position
dependency on i — 1; therefore, we can drop b; and replace it with j for the zero-order assumption.

Tn this dissertation, we do not use the forward-backward algorithm to train the models since the focus is on the
zero-order dependency.
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Due to the zero-order dependency, one can re-arrange the sum and the product in Equation 5.7.
This leads to polynomial complexity, i.e., O(I x J). We refer the reader to [Brown & Pietra™ 93]
for the mathematical proof of swapping between the sum and product. This model is a zero-order
model with respect to the alignments, and therefore is also called the zero-order (direct) HMM
model throughout this work. Although conventional HMM is a first-order model, we can still
define the zero-order HMM by removing the dependency on the predecessor alignment. This
terminology is equivalent to a mixture model where we average over lexicon probabilities.

The latent variable marginalization becomes simple and efficient for the zero-order model and
can be easily applied in both training and decoding. Unlike higher-order dependence models
[Alkhouli & Bretschnert 16, Wang & Alkhouli™ 17, Alkhouli & Bretschner™ 18, Wang & Zhu™
18], no dynamic programming and no search for the alignment path is required. Hence, a simple
beam search decoder is used. The polynomial complexity of the zero-order model is still large to
compute efficiently. Therefore, in Section 5.4, we address a speedup technique used in practice.

Relation to IBM-2 Model in Machine Translation The zero-order HMM model is conceptually
similar to the IBM-2 model expressed in Section 1.2.1, though with an inverted alignment direction,
i.e., from target to source positions. Additionally, the neural model has a dependency on target
histories.

5.2.1 Training

The derivative of the cost function in the zero-order HMM model is defined by

) ) !
ag oepileley i) = gplog | Yopilelel g milile 7). (5.8)

7j=1

Analogous to the attention-based models, the cross-entropy is minimized using back-propagation
and mini-batch gradient calculations using the Adam update rule (see Section 3.6).

5.2.2 Search

As discussed before, the search procedure finds the most plausible target sentence hypothesis
that has the maximum probability score according to the model. Given Bayes’ decision rule, the
aim is to maximize the argument for the following formula as

I %é{(fl)—argmax{ TL3 pledei 0w Gles™, 1)} (5.9)

=1 j=1

The translation score is normalized by the target length. Similar to the search procedure for
the attention model described in Section 3.7, we define an auxiliary quantity Q (i, ej;) at position ¢
for the partial hypothesis e}, and obtain the recursive search equation as

J
Q(ireh) = Qi —1,ef )Y " pleilel 4, fp(ilel ™, £) (5.10)
j=1
with the final score of
peglfi) = QI; eg). (5.11)

Given this, the beam search algorithm is used once the alignment and lexicon scores have been
computed. It does not require searching over alignment positions due to the zero-order dependency.
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5.3 Neural Parameterization

5.3 Neural Parameterization

In this section, we describe the individual statistical components of the zero-order model through
neural networks. A zero-order HMM has two main quantities: the lexicon and the alignment
models needed to be estimated. To parameterize these components, we use both the recurrent
and self-attention layers. It is easier to implement the zero-order HMM model in the recurrent
network than the self-attentive network with its complicated architecture.

5.3.1 Recurrent Network

Stacked bidirectional LSTM layers are used to compute encoder states h{. In the RNN attention
baseline, at each step, the LSTM decoder generates the target token conditioned on the previous
one €;_1, the last decoder state s;_1, and the context vector ¢;. While in this model, we have no
context vector.

To compute the lexicon model, we add the last decoder state and the last target token with the
encoder states at each position. In other words, it is a target-side language model combined on
different encoder representations from time step 1 to J. This can also be interpreted as a hard
attention model and expressed as

pleiles ™, 4, f) = softmax o linear(é;_1, s;_1, h;). (5.12)

Contrary to Equation 3.29, the decoder state computation only relies on the last decoder state
s;—1 and the current target word embedding given by

S; — LSTM(Slfl,éz) (513)

To form the alignment model which is basically a probability distribution over the source
positions, we directly apply the attention weights a(j|i) as computed in Equation 3.34 with the
fertility value that is

i—1
p(jleyt, f{) = softmax o linear o tanh (si_l, hj, ¢; Z a(j]k:)) . (5.14)
k=1

Once the lexicon and alignment probabilities have been obtained, we sum over j positions as
stated in Equation 5.7. Note that the parameters are shared between the lexicon and alignment
models. We highlight the difference between Equations 3.30 and 5.12, namely that there is a direct
dependency on temporal positions instead of a summary of all inputs in the single vector ¢;. It
means we do not separate the influence of each source position on the target positions. To compute
the lexicon probability at each target position, we compute softmax over the target vocabulary
J times. This is in contrast to the attention-based models where softmax is computed over the
target vocabulary only once at each step. This model with the recurrent neural network design is
referred to as RNN zero-order HMM. Figure 5.1 represents the dependencies within the recurrent
encoder-decoder networks.

Combination with Attention Context Vector We can also include the attention context vector
in the lexicon part of the zero-order HMM model. The context vector is added to the decoder
state as well as the output layer computation. Equations 5.12 and 5.13 are updated to

pleiles™, 4, f) = softmax o linear(é;_1, s;_1, hy, ¢;), (5.15)
S; = LSTM (Si—l, éi, Ci). (5.16)
In principle, the attention and zero-order models can have an equal number of parameters. Here,

due to the different decoder and encoder sizes, a linear projection layer is used with no maxout
layer. Nevertheless, these small changes do not affect the model expressivity.
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Figure 5.1: Model dependency between the encoder and decoder in the zero-order HMM. The
major difference to the RNN attention model is that no context vector is implemented;
thus, the computation of the decoder states only depends on the target word histories
(cf. Figure 3.5).

5.3.2 Self-Attention Network

As seen in Section 3.5.4, the self-attentive decoder is composed of three main blocks: FFBlock,
MaskedMheadSelfAttBlock, and CrossAttBlock. The decoder contains multihead cross-attention
which incorporates the representation of the encoder and decoder states. Therefore, every decoder
layer is already dependent on the encoder representations and attention information, and thus
contains the context vector. The network jointly handles both the lexicon and alignment model at
each decoder layer. It is therefore hard to determine a sole lexicon model without any alignment
information involved.

A deep stack of Ly decoder layers, functioned by TransDecLayer is used to obtain cELd) in a
similar way to the self-attentive model (see Equation 3.57). Given the last decoder state of the
top layer (not all layers) and the last target word for the lexicon model, we combine the encoder
states at each time step. In this case, Equation 3.58 is modified to

pleiles™, 4, ) = softmaxolinear(chd), €i1, h;LE)). (5.17)
with h§L5) being the self-attentive encoder of L. layers as formulated in Equation 3.48. We note
that the lexicon model includes attention in such modeling, which means that the context vector
information flows into it. Hence, it does not provide a pure lexicon score. We refer to this model
as self-attentive zero-order HMM ; however, it has the context vector.

The self-attentive model contains extra multihead cross-attention layers. To get the attention
weights at each layer, several attention heads are available. Given the final encoder representation
and decoder states at each layer [, each attention head m computes a normalized distribution over
the source positions according to Equation 3.54. To recap, we have

oI+ (414) = softmax o DotAtt(s(l) h(Le)). (5.18)

i—1m>Ygm
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Table 5.1: Design choices of the zero-order HMM architectures. The RNN attention model (Section
3.5.2), the RNN zero-order HMM model with and without attention context vector
(Section 5.3.1), the self-attentive model (Section 3.5.4), and the self-attentive zero-order
HMM model (Section 5.3.2).

NN choice ‘ model ‘ encoder ‘ decoder ‘ attention/alignment ‘
RNN attention bidirectional RNN | RNN additive single-head
zero-order HMM
self-attentive | attention self-attentive masked self-attentive | multiplicative multihead
zero-order HMM averaged multiplicative multihead

Given multiple self-attention layers with multiple heads, the alignment model is not as trivial
to implement. Concerning which head to choose, there are two easy approaches. The first is
layer-wise averaging over all heads. The other would be to pick the head with the maximum value
for each alignment and finally renormalize the full distribution. We only look at the first approach
in this work. Regarding the attention layer, we can average over all attention layers or use a
specific layer. Other authors have found that the upper attention layers of the self-attentive model
perform longer jumps and generally attend to more different source positions [Irie 20]. Due to
this property, we average over the attention heads in the last layer of the decoder at each target
position to form the alignment model given by

H
plles™ ) = 2 3 alh i), (519)
m=1

H is the number of attention heads, and L is the last decoder layer. Our preliminary experiments
also show that averaging over the last layer performs slightly better than averaging over all layers
[Bahar & Makarov™ 20a).

In theory, the zero-order HMM model has more statistical capacity than the attention-based
models. The attention model is a deterministic interpolation of deterministic features (encoder
states), while zero-order HMM is a mixture model. The network outputs exactly one distribution
over the target vocabulary per position with the attention model, while zero-order HMM outputs
J distributions, which are mixed probabilistically, yielding a multi-modal marginal distribution.
We equip a deterministic soft function with a probabilistic model. Since alignments directly affect
the final target sentence posterior, it is worth exploring whether a lexicalized alignment model can
assign more appropriate scores.

Tables 5.1 and 5.2 compare the networks’ design choices and the dependence of different models.

5.4 Complexity and Speedup Technique

Since the zero-order HMM model combines a mixture of softmaxes, the exact marginalization
over all source positions is computationally expensive for a large vocabulary. In other words, to
compute the lexicon scores, we need to employ softmax over the target vocabulary |V.|, J times at
each time step, in comparison to only once in the case of the attention model. The time complexity
of the zero-order HMM model is O(I x J x |V,|) compared to O(I x |V.|) for the attention model.
Thus, the model can become very slow for a large vocabulary setting or long sequences. Using
GPU and optimized matrix operations, the computational cost is significantly compensated by
parallelization as long as everything fits in memory. Basically, the main efficiency problem of
computing the distribution is the linear operation that involves a large matrix multiplication of
size dj, x |Ve| on the output layer. Moreover, the space complexity of the model on the output layer
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Table 5.2: A dependency comparison between the RNN attention model (Section 3.5.2), the RNN
zero-order HMM model with and without attention context vector (Section 5.3.1),
the self-attentive model (Section 3.5.4) and the self-attentive zero-order HMM model

(Section 5.3.2) in terms of alignment, decoder, and output layers.

The RNN zero-

order HMM model has no dependency on the attention context vector; however, this
information can be conveyed into the model as listed in line 3. The self-attentive
zero-order HMM model, on the other hand, has the attention information due to the

inherent topology of the self-attentive architecture.

All models use the full source

sentence while conditioning on the target history tokens up to position ¢ — 1.

NN model NN layers
choice alignment ‘ decoder ‘ output
RNN attention a(jli) LSTM(s;—1, €, i) softmax o linear(s;_1, €i—1,¢;)
zero-order HMM LSTM(s;—1,€;) softmax o linear(s;_1, &1, h;)
+ context vector LSTM(s;—1, €;,¢i) softmax o linear(s;—1, €1, hj, ¢;)
self-attentive | attention o) (| i) TrafoDecLayer(é;_1) softmaxolincar(c )
zero-order HMM HZm 1 <Ld)( |4) softmaxolinear(c ,€i 1,h °)

is O(J x B x |V¢|), rather than O(B x |V|) for the attention models. This complexity requires
decreasing the batch size and confirms the necessity of multiple GPU training or applying some
optimization strategies to make the computations more tractable. Both time and space complexities
can be either reduced by less computation over source positions or a smaller vocabulary. The
output label sequence consists of small-size subwords or characters in speech recognition, thus a
small output vocabulary. In contrast, a strong model often relies on a larger vocabulary of 30k to
50k tokens in neural machine translation.

Alternatively, we can conduct less computation in the denominator of softmax normalization. One
of the applicable methods is sampled softmax [Jean & Cho™ 15|, in which instead of computing the
entire matrix multiplication for the target distribution, only the target tokens in the corresponding
batch and a random subset of the output vocabulary are considered. All other values are assumed
to be zero with a sampling hyperparameter. The samples can be taken from uniform, log uniform,
or learned unigram distributions. We refer the reader to [Makarov 19] for a detailed investigation
of sample softmax in zero-order HMMs for machine translation. Next, we address an operation by
which fewer source positions (< J) are counted.

5.4.1 topK Approximation

Motivated by [Shankar & Garg™ 18], we use the topK approximation to select the K most
relevant source positions based on the highest probabilities of the alignment model and to compute
the corresponding lexicon scores. Formally, Equation 5.7 is approximated as

1D

1=1 jetopK

pleileg ., fipGleg s f7)- (5.20)

pleflfi)

By doing so, the computational complexity reduces to polynomial complexity O(I x K), where
K < J. This approximation always allows gradients to be computed, leading to stable training
for K values larger than 1. Due to the constant nature of the optimization, speed is also
greatly improved by more than a factor of two compared to that of the model without this
approximation. We have empirically found that K = 6 is enough, and we barely get benefits for
K > 6. Unfortunately, the model still performs about three times slower than its baseline model
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Table 5.3: Performance comparison of the zero-order HMM models with (K = 6) and without the
topK approximation on WMT 2018 German—English. Training speed presents the
number of processed tokens per second during training averaged over several epochs.

model NN topK dev training speed
choice approx | BLeu”  Ter"™ [tokens/sec]
zero-order HMM | RNN no 30.5 56.8 289
yes 30.5 56.9 758
self-attentive | no 32.3 55.9 496
yes 32.2 55.5 1402

on a single-GPU setup. An in-depth analysis of different K values with respect to the translation
and speed performance of the model will be discussed next.

5.5 Experimental Results

5.5.1 Machine Translation
Setups

The data and baseline models are those explained in Section 3.8.1. In all translation tasks,
both the recurrent and self-attention models follow the baseline configurations. Due to the space
complexity of the zero-order model, we decrease the batch size. At the same time, the gradient
accumulation is increased to 8 and 12 steps for the self-attentive and RNN models, respectively.
We also use a lower initial learning rate of 0.0008 for the RNN-based zero-order models. The rest
of the training scheme is identical to those of the baselines.

Results

topK Approximation In the topK approximation, zero-order HMM training requires an additional
hyperparameter of K. On the WMT German—FEnglish task, we explore the effect of changing K on
BLEU, based on the newstest2015 development set. Table 5.3 shows the results with and without
this approximation in the zero-order HMM-based models. As shown, the topK approximation with
K = 6 makes no significant difference in terms of translation performance, though it reduces the
time complexity by a factor of almost 2.7. As listed in the table’s rightmost column, the model with
this approximation processes more tokens. However, it is still slower than the attention baselines
as the lexicon scores need to be computed over the target vocabulary |V.|, K times. In theory,
the time complexity of the zero-order HMM model is O(I x K x |V¢|) compared to O(I x |V¢|)
of the baseline. The number of tokens per second is 2.1k and 3.9k for the RNN attention and
self-attentive models, respectively. The model is still about 3 times slower than its baseline on a
single GPU using this operator. Moreover, the space complexity of the model on the output layer
is O(K x |Vg|) rather than O(|V¢|) for the baseline which requires us to decrease the batch size.

Effect of K Figure 5.2 compares more K values concerning BLEU and training speed on the
German—English development set using the self-attentive zero-order HMM model. As shown,
BLEU goes up from 30.8 to 32.2 by changing K from 2 to 6, and then it levels out without any
further significant improvement. After K values exceed 6, performance decreases slightly and
plateaus. This implies that small values of K are sufficient for training, and we barely get a better
BLEU score for larger values. Intuitively, as K increases, training time goes up. But, it is not
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Figure 5.2: Training speed and translation quality versus different values of K in the topK ap-
proximation on the development set of WMT 2018 German—FEnglish based on the
self-attentive zero-order HMM model.

Table 5.4: Comparison of different K values with respect to BLEU score on the development set
of WMT 2018 German— FEnglish in decoding, while the self-attentive zero-order HMM
model is trained using a constant value of K = 6.

K 1 2 3 6 10  no approx.
Y1307 319 322 322 322 32.2

BLEU

linear with respect to K. On the other hand, speed is highest for K = 1 and falls logarithmically.
Based on this observation, we focus our experiments on applying the topK approximation for all
zero-order HMM models with the trade-off value of K = 6 and do not tune it further for every
task separately.

Similar to [Shankar & Garg™ 18], we also investigate whether the gain is due to the softmax
bottleneck and check if larger values of K improve the performance in decoding. To do so, we take
the model trained with K = 6 and deploy it using different K values in decoding. The results
are listed in Table 5.4. The output has only a single softmax vector when K = 1. Therefore, the
zero-order HMM model encounters the same bottleneck as the self-attentive model. As expected,
the performance drops compared to K = 6, which means that the model gives some gains behind
the ensemble. Performance suffers when K is too small, like K = 1, but then plateaus out and does
not increase over the value at K = 6. The exact marginalization helps neither. Thus, applying the
same K value in both training and decoding meets the model requirements.

Translation Performance Tables 5.5 to 5.7 compare the performance of the attention and zero-
order HMM models on three translation tasks. On WMT German—English, the RNN-based
zero-order HMM model is behind the RNN attention model in both BLEU and TER, while including
the context vector on top leads to an overall average improvement of 0.3% in BLEU and similar in
TER (cf. lines 1 and 3). In principle, the attention and zero-order models can have an identical
number of parameters. Here, we use a linear projection layer due to encoder and decoder layer sizes.
Another difference is the maxout layer that is omitted in the zero-order models. However, none of
the mentioned layers affect the model expressivity while increasing the number of parameters by
less than 8%. On the self-attentive modeling where we also have the attention information inside
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Table 5.5: Performance comparison between the zero-order HMM models and the baselines on
WMT 2018 German—English.

NN model dev newstest2017 newstest2018 #
choice Buet”  Ter”™ | Bued”  Ter”™ | Buet”  Ter” parameters
RNN attention 31.9 55.3 32.9 55.2 39.7 46.8 217M
zero-order HMM 30.5 56.9 31.3 56.7 37.4 49.5 225M
+ context vector 32.2 55.2 33.0 54.9 39.9 46.8 235M
self-attentive | attention 324 55.8 33.2 55.3 40.4 46.8 102M
zero-order HMM 32.2 55.5 33.7 54.9 40.5 46.8 102M

Table 5.6: Performance comparison between the zero-order HMM models and the baselines on
WMT 2018 Chinese—English.

NN model dev newstest2017 newstest2018 #
choice BLev”  Ter™ | Buev™ Ter™ | Bev” Ter”™ parameters
RNN attention 21.2 63.1 23.2 61.1 22.7 65.9 21T
zero-order HMM 20.2 64.0 21.5 62.8 21.5 67.0 220M
+ context vector 21.4 62.4 22.9 60.7 23.0 65.1 234M
self-attentive | attention 22.0 62.8 23.1 61.7 23.0 66.1 101M
zero-order HMM 22.0 62.7 23.1 61.7 23.6 65.7 101M

the lexicon model, the zero-order HMM model provides 0.3 more BLEU points and decreases TER
by 0.4%. Here, both models have approximately the same number of parameters.

The results on Chinese—FEnglish are similar to German—English, but more pronounced in
TER with an average improvement of 0.5%. Adding the context vector to the zero-order HMM
model maintains its performance that is not surprising. The results on the English—German task
depicted in Table 5.7 are also similar to the opposite direction, such that the average improvement
over the RNN baseline is negligible. While we have no gain over the self-attentive model, it did
not result in any significant degradation either. In general, it can be concluded that the attention
representation as an intermediate step of the network offers sufficient information to produce a
reasonable translation.

Alignment Error Rate Besides translation performance as an ultimate goal, we explore the
effectiveness of zero-order HMM for alignments. A substantial motivation for the zero-order
HMM model is the possibility of improving the attention component of the baselines, especially in
the self-attentive architecture, to make it closer to that of traditional alignments generated by
IBM and HMM models. To verify this assumption, we use the RWTH German-English golden
alignments which provide 505 manually word-aligned sentence pairs extracted from the Europarl
corpus [Vilar & Popovic™ 06]. We compare the alignment error rate of the models explained in
Section 1.5.4 as a main quantitative metric for the analysis of alignments in a forced decoding
scenario in that the target sentence is given. Therefore, we do not accumulate the search errors in
the AER computation. To obtain the alignments for the neural models, we use the maximum of
the attention weights as the alignment at each position.

It is plausible that due to different levels of information flow, each layer of the self-attentive
architecture provides different attention heads compared to a single layer that has symmetrical
attention heads. As observed by [Garg & Peitzt 19, Voita & Talbot™ 19, Irie & Zeyer™ 19], for
the self-attentive model, attention heads seem to fail to learn meaningful alignments in the initial
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Table 5.7: Performance comparison between the zero-order HMM models and the baselines on
WMT 2014 English—German.

NN model newstest2013 newstest2014 #
choice Brev”  Ter™ | BLev™ Ter"™ parameters
RNN attention 25.8 56.8 26.9 56.3 224M
zero-order HMM 24.9 57.4 26.0 57.0 236M
+ context vector 26.0 56.5 27.4 55.5 247TM
self-attentive | attention 26.3 57.0 27.6 56.0 108M
zero-order HMM 26.3 57.0 27.3 56.4 108M

layers and show a notable improvement in the middle layers. The initial layers serve to learn
the representations of the sequence generated by the decoder. The middle layers get the relevant
positions from the encoder output via cross-attention, given good contextual representations. It is
also reported that the penultimate layer outperforms the final layer in terms of alignment error
rate [Garg & Peitz™ 19], indicating that the final layer uses the alignment-based features in the
penultimate layer to obtain its representation for the final decision. It also supports our initial
observation in which the AER of the self-attentive model significantly improves from 70.5% on the
last layer to 55.9% on the fourth layer. This improvement implies that the self-attentive model
performs the most interpretable attention not on the last layer, but on the intermediate layers.
Our further investigation using entropy in the next section also confirms this. Therefore, we use
the average of attention heads of the fourth layer of the self-attentive model to compute AER. Due
to the results shown by [Alkhouli & Bretschner™ 18], we compute AER of the zero-order HMM
model by averaging over all attention heads of all layers.

It is important to highlight that the manual alignments are given on the word-level calculation,
whereas the presented models are trained on the subword-level tokens. To make AER more
comparable with traditional systems, we propose two strategies. In the first one, we keep the
provided word-level golden alignments as the reference. These results are presented on the left part
of Table 5.8. To achieve the alignment of neural models, the BPE subwords are merged together
using either the average or maximum attention value of all split tokens to determine which source
token corresponds to which target token. This differs from the work by [Sabet & Dufter™ 20] in
which subwords are converted to word-level alignments such that two words are aligned whenever
all of their subwords are aligned.

We also note that the self-attentive-based models attend many of their heads to the most
frequent tokens, e.g., the end-of-sentence token. To mitigate this effect on AER, we ignore this
position for the computations. The results are listed in Table 5.8. The average merging performs
consistently better than the maximum variant.

In the second technique, in order to have a fair comparison of AER on the models trained on
BPEs, we run GIZA++ statistical alignments of the BPE subword level and use them as the
reference. GIZA++ performs 5 iterations of the IBM-1, HMM, and IBM-4 models. The models
are trained in both translation directions and merged by the grow-diagonal heuristic. In this case,
merging subwords to words is no longer required, and we can directly compute the errors on the
subword level. The right part of Table 5.8 shows subword-level AER.

Although the best layer is selected that favors better alignments, AER for the self-attentive
model is still marginally behind the zero-order HMM model for both word- and subword-level
calculations. Comparing AER on word-level and subword-level references, we also observe that
combining the subwords for the purpose of alignments is not accurate enough.

Once the most interpretable attention has been extracted for the self-attentive-based models,
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Table 5.8: The alignment error rates of the self-attentive-based models on RWTH German—English
golden alignments in forced decoding where the target sequence is given. The subwords
are merged either by the average or maximum attention values of all split tokens.

Europarl Agr"™
word-level reference subword-level reference
attention zero-order HMM attention zero-order HMM
average max average max
55.9 56.2 54.7 55.1 48.2 47.1

Table 5.9: The alignment error rate of the models on RWTH German—English golden alignments
in forced decoding where the target sequence is given. AER of the self-attentive-based
models is taken from the best layer listed in Table 5.8.

model Europarl Arr”
word-based reference | subword-based reference
GIZA++ (word-based) [Garg & Peitz™ 19] 21.4 -
GIZA++ (BPE-based) [Garg & Peitz™ 19) 18.9 -
GIZA++ supervised [Garg & Peitz™ 19] 16.0 -
[Peter & Nix™ 17] 19.0 -
[Zenkel & Wuebker™ 19| 21.2 -
[Zenkel & Wuebker™ 20] 16.3 -
GIZA++ (word-based) 21.2 -
self-attentive 55.9 48.2
self-attentive zero-order HMM 54.7 47.1
RNN attention 50.3 41.4
RNN zero-order HMM 49.8 40.8
+ context vector 49.0 39.9
combination RNN 49.4 40.3
combination self-attentive 55.6 47.8

W@,

not available.

we compare the alignment errors with the statistical alignment model using GIZA++ and the
recurrent models. Table 5.9 gives the comparison. AER on the recurrent models is simply taken by
the maximum value of the attention distribution. The RNN attention model performs better than
both other approaches at 50.3% and 41.4% on word and subword level, respectively, signifying that
the self-attentive attention distributions are still far from being easily interpreted as alignments.
Applying the zero-order HMM model with a context vector on top of the RNN attention network
further improves the alignment error rate by 1.3% and 1.5% absolute.

The alignment quality of the zero-order model is poorer compared to conventional alignment
models such as the IBM models or other works in the literature [Peter & Nixt 17, Zenkel &
Wuebker™ 19, Garg & Peitzt 19, Zenkel & Wuebker™ 20]. One potential reason for this is that in
the neural models presented in this work, we have no full dependency on the whole target sentence
in contrast to the conventional alignment models, and neither we depend on the current target
token e;. Since left-to-right decoding is carried out, we only depend on the predecessor words for
an efficient and simple search. The model does not employ additional alignments for supervision,
contrary to [Peter & Nix™ 17, Zenkel & Wuebker' 19, Garg & Peitz™ 19, Zenkel & Wuebker™ 20].
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Table 5.10: Averaged entropy scores of the attention distributions over the newstest2018 test set
for the self-attentive-based models.

layer entropy
attention zero-order HMM

1 (bottom) 1.39 1.28
2 1.20 1.25
3 1.17 1.08
4 1.00 1.20
5 1.10 1.28
6 (top) 1.42 0.18
average 1.21 1.05

Attention Concentration via Entropy To further understand the attention mechanism’s behavior,
especially in the self-attentive-based models, we examine attention concentration by calculating
the entropy of attention weights proposed by [Ghader & Monz 17]. Contrary to the conventional
word alignments, where each target word is assigned to one or more source positions, attention is
distributed more freely. The lower the entropy, the sharper attention on a single source token.
The exact formula of the entropy is given by

Eur = — 3" a(jli) log a(jli). (5.21)
J

For the experiments, we compute the entropy of the self-attentive-based models again on
German— FEnglish for the ablation study. The entropy is calculated layer-wise by taking an average
across all the heads of the layer. We compute the attention entropy per sentence pair, and then
the final reported entropy is the average over the newstest2018 test set. Table 5.10 shows that
for the self-attentive model, attention is most concentrated at the middle layer, with the lowest
entropy being on the fourth one. This contrasts with the zero-order HMM that appears at layer
6 with a remarkably lower entropy value than self-attention. Interestingly, these results are in
line with our previous observations in terms of AER and coincide with the findings of [Tang &
Sennrich™ 19], saying that the attention weights of layer four have the lowest AER. We believe
that the low entropy of the 6th layer in zero-order HMM comes from using the attention layer in
the output, and minimizing cross-entropy also minimizes this quantity more directly than in the

standard self-attentive case.

Quantitative Attention Analysis The phenomenon that we observe, which has been also reported
by others [Alkhouli & Bretschner™ 18, Zenkel & Wuebker™ 19, Garg & Peitz™ 19], is that the
self-attentive network heavily attends to frequent words like the end-of-sentence token, which often
has the highest average attention value of the sequence, as seen in the examples in Figures 5.3(a)
and 5.3(e). This effect leads to worse interpretation and possibly worse performance since a large
portion of the processing capability is spent only on one token. However, the intuition behind the
original multihead attention architecture is that it learns different alignment information. If one
head learns bad alignments, the other heads may learn good ones. Using an explicit distribution
for the alignments, we hope the model will achieve more precise attention weights, solve the
end-of-sentence token attendance issue, and lower AER. What is observed from the quantitative
attention analysis is that the zero-order HMM model obtains lower AER.

In this part, we qualitatively visualize some randomly selected examples from the test sets of
the German—English and Chinese— FEnglish tasks demonstrated side by side in Figure 5.3. The
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Chinese—English example.

Figure 5.3: Attention distribution of the models in forced decoding where the target sentence is
given. The middle layer of the self-attentive model is taken to extract the attention
distribution, while in the self-attentive zero-order HMM model, the last layer is used.
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horizontal and vertical axes depict the target and source sentences, respectively. To capture the
heatmap data, the average is taken over the attention heads of the best layer, i.e. the middle layer
in the self-attentive model, the last layer in zero-order HMM. To have a consistent comparison, we
run forced decoding experiments in which the reference sentence is given, and we gather the data
based on the forward pass. It is, in practice, slightly more focused than the heatmaps generated
during decoding.

We also observe relatively bad attention distribution by the zero-order HMM model; however,
bad distributions by the standard self-attentive model occur more often. On the German— English
example, the zero-order HMM-based models show more focused distributions in comparison to the
attention baselines. The Chinese—English example shows an extreme case where the self-attentive
attends almost completely to the end-of-sentence token in Figure 5.3(e). At the same time, the
zero-order model generates a more understandable attention distribution by attending to other
tokens, as shown in Figure 5.3(f).

We also visualize the attention distribution of the RNN attention models to verify that attention
issues are specific to the self-attentive model and are not inherent in the soft attention mechanism.
As with previous observations, the RNN attention models perform consistently across the datasets,
with generally sharper attention than the self-attentive baseline. The RNN zero-order HMM model
improves the alignment quality quantitatively, as can be seen in Figures 5.3(d) and 5.3(h), with
the attention weights being highly focused.

Although the alignment quality gets better in zero-order HMM modeling, it has no real benefit
on the translation performance. The improvement in alignment quality does not carry over to
better translation, which is not surprising given prior work [Koehn & Knowles 17]. From the
modeling perspective, given a moderate amount of data, we can let the network learn and optimize
its parameters based on its objective which is the translation, not the alignment task. In this case,
the concept of hard alignment might be unnecessary for the final task if we have enough data.

Model Combination To integrate the attention and zero-order HMM (including the context
vector) models on the output layer, we first combine them in decoding by the log-linear combination
of model scores equally. The results are shown in Table 5.11 for German—English. Such fusion
leads to an improvement both in BLEU and TER (compare with Table 5.5).

Motivated by the results of the combination in decoding, we additionally integrate the attention
model’s output with the zero-order HMM model. The model scores are combined on the probability
level in training for both the RNN and self-attentive parameterization. Formally, we mix word-level
log probabilities given by

J
L= Nogp(e| f{,e™") + (1= N 1og > p(ilfi, g Ipleal £, 4. ¢57") (5.22)
j=1

where X is chosen to be 0.5.

In this combination, all parameters but the last layer are shared and trained jointly; however,
the models are independent of being recurrent or self-attention. Unlike the results of the model
combination in decoding, the combination of the two models and training them from scratch leads
to a performance drop when comparing the numbers with Table 5.5. The log-linear combination
also leads to in-between results for the alignments. As shown in the last block of Table 5.9, the
alignment error rate is marginally improved over the attention-based models, while it decreases in
comparison to zero-order HMM.

Comparison with Other Works We finally compare the zero-order HMM models to similar works
by [Wang & Zhut 18, Wang & Yang™ 21] where they apply first-order models. Their model
can also be parameterized using both RNN and self-attentive networks. Table 5.12 compares
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Table 5.11: Log-linear combination of the attention and zero-order HMM models on WMT 2018
German—English in both decoding and training. The attention and zero-order HMM
(including the context vector) models are log-linearly combined both in decoding and
training with equal weights. Compare to Table 5.5 for relative performance difference
from the baselines.

NN combination in dev newstest2017 newstest2018 #
choice Buet”  Ter”™ | Bev™ Ter™ | Bued”  Ter” parameters
RNN decoding 32.8 54.4 34.0 54.0 41.1 45.6 452M
training 31.7 55.8 32.8 55.4 39.7 47.2 257TM
self-attentive | decoding 33.1 54.9 34.3 54.3 41.3 45.9 204M
training 32.0 56.2 33.1 55.8 39.7 47.7 119M

Table 5.12: Performance comparison of zero-order and first-order HMMs ([Wang & Zhut 18, Wang
& Yang™ 21]) on three translation tasks.

NN model German—English | Chinese—English | English—German #
choice newstest2017 newstest2018 newstest2014 parameters
Breu™ Ter"™ Breu” Ter"™ Breu” Ter"™
RNN first-order HMM 32.4 55.9 22.0 66.6 26.1 56.8 220M
attention 32.9 55.2 22.7 65.9 26.9 56.3 219M
zero-order HMM 31.3 56.7 21.5 67.0 26.0 57.0 227TM
+ context vector 33.0 54.9 23.0 65.1 27.4 55.5 238M
self-attentive | first-order HMM 33.8 54.4 23.8 64.7 27.9 55.3 90M
attention 33.2 55.3 23.0 66.1 27.6 56.0 103M
zero-order HMM 33.7 54.9 23.6 65.7 27.3 56.4 103M

the performance. RNN first-order HMM has separate lexicon and alignment models, resulting in
two neural networks that coincide on the output layer. Including explicit first-order dependency
on the alignment (line 1), the RNN-based first-order model outperforms the zero-order model
performance in BLEU and TER. However, its performance is still behind the attention models.
Adding the context vector to the zero-order HMM model performs best when the RNN design
choice is applied. Given the self-attentive network, the first-order model (line 5) is superior to the
zero-order HMM and self-attentive baseline. It is important to mention that first-order HMMSs also
depends on the encoder representations and attention information and includes the context vector.
These models also generate more focused alignments closer to GIZA++ [Wang & Zhu' 18].

As before, we also compare the best obtained model with other works from the literature on the
WMT 2014 English—German benchmark task in Table 5.13. None of the zero-order HMM models
really outperforms the state-of-the-art models.

5.5.2 Automatic Speech Recognition
Setups

As in Section 3.8.2, we carry out experiments on Switchboard 300h and LibriSpeech 960h with
the same RNN and self-attentive baselines. For RNN zero-order HMM, we mainly follow the
network structure of the baseline RNN attention model regarding the neural networks’ depth and
width, with the exception that we do not use the maxout layer on the output, as explained in
Equation 5.12. The CTC loss is used during training. We train the model with a smaller batch
size and a lower learning rate (n = 0.0008) while keeping the effective number of epochs to almost
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Table 5.13: Comparison of zero-order HMMs with the recently published works on WMT 2014
English—German. Massive hardware refers to massive GPU budgets to train models
such that “no” means single-GPU training, while “yes” means multiple GPU access in
that the number of nodes/machines can vary.

method Breu” # massive
newstest2014 | parameters HW
DeepL translator (evaluated in 2020) 33.1 - -
RNN attention (GNMT) [Wu & Schuster™ 16] 24.7 - yes
deep RNN attention (RNMT+)[Chen & Firat™ 18] 28.5 378.9M yes
CNN attention [Gehring & Aulit 17b] 25.2 263.4M yes
CNN attention (DynamicConv) [Wu & Fan™ 19] 29.7 213M yes
self-attentive [Vaswani & Shazeer™ 17] 27.3 93.3M yes
deep self-attentive [Ott & Edunovt 18] 29.3 210M yes
deep self-attentive [Liu & Duh™ 20] 30.1 256M no
RNN zero-order HMM 274 24T no
self-attentive zero-order HMM 27.3 108M no

W@,

: not available

33. We use no label smoothing and apply a finer policy of SpecAugment where we mask fewer
successive time steps and frequency channels. Observing from the initial experiments, for the
self-attentive zero-order HMM model, we wait a bit longer for a maximum of 60 epochs to have a
reliable convergence. This is unlike the self-attentive model, which is converged by a maximum of
50 epochs. Unlike the baseline model, we have positional encoding on the output embedding. The
batch size is chosen to be 10k tokens with a gradient accumulation of 8 steps. On LibriSpeech, the
self-attentive and RNN models have the same configuration as used for the baselines. We train all
models for 25 epochs with smaller batch sizes, lower learning rates, and finer SpecAugment.

In general, we observe that convergence of the zero-order HMM model for ASR is harder than
that in MT. We additionally have a linear projection on the output layer for the lexicon model,
leading to a few more free parameters. After confirming the sufficiency of K = 6, as will be
addressed later, all models have been trained with the topK optimization.

Results

Effect of K in topK Approximation Similar to the translation experiments, we first investigate
the effect of K applied in the topK approximation versus WER. The WER goes down when K
changes from 2 to 6, and then it saturates without any further improvement. This implies that
small values of K are good enough for training [Bahar & Makarov™ 20b]. Given a trained model
using K = 6, we also check whether larger K values improve the performance in decoding and
confirm that the model does not need a larger K value during decoding.

According to Section 5.4, the time complexity of the zero-order model is K times slower compared
to the attention models. However, in end-to-end ASR systems in which the label sequence consists
of subwords or characters with small vocabularies, the computational cost is significantly amortized
by parallelization, and the zero-order model leads to a negligible slowdown. Compared to MT with
larger vocabularies, the ASR experiments are faster. For instance, for Switchboard, the average
training speeds over 20 epochs of the RNN attention and zero-order HMM models are 2.7k and
2.4k characters per second, respectively. This means that the model is only 0.2 times slower than
its baseline. The same proportion is also observed on the self-attentive models.
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Table 5.14: Performance comparison between the zero-order HMMs and baselines on Switchboard
with and without the language models in shallow fusion decoding.

AM LM Wer"™ #
NN model Hub5’00 Hub5’01 | parameters
choice CH SWB %
RNN attention none 21.1  10.1 15.6 15.0 157M
RNN 20.6 9.2 14.9 14.1
self-attentive | 20.2 9.1 147 13.9
zero-order HMM | none 21.8 104 16.1 15.6 150M
+ context vector | none 21.1 99 155 14.9 160M
RNN 21.2 9.5 154 14.3
self-attentive | 21.0 94 15.2 14.1
self-attentive | attention none 21.2 10.3 15.8 15.3 99.5M
RNN 20.7 9.6 15.2 14.3
self-attentive | 20.7 9.5 15.1 14.0
zero-order HMM | none 22.1 10.1 16.1 14.9 101M
RNN 21.8 9.6 15.7 14.3
self-attentive | 21.6 95 15.6 14.1

Table 5.15: Performance comparison between the zero-order HMMs and baselines on LibriSpeech
with and without the language models in shallow fusion decoding. The effective number
of epochs for these experiments is 25.

AM LM Wer"™ #
NN model dev test parameters
choice clean other | clean other
RNN attention none 3.7 10.2 3.8 10.8 188M
RNN 2.8 7.7 3.2 8.4
self-attentive 2.3 7.2 2.7 7.7
zero-order HMMT | none 4.4 11.7 4.5 12.2 193M
RNN 3.5 9.8 3.7 10.4
self-attentive 3.3 9.4 3.4 9.8
self-attentive | attention none 4.0 10.2 4.1 10.7 139M
RNN 2.9 7.6 3.2 8.1
self-attentive 2.7 7.3 3.1 7.7
zero-order HMM none 4.2 11.5 4.4 11.7 139M
RNN 3.2 9.0 3.5 9.4
self-attentive 3.0 8.4 3.3 9.0

T includes the attention context vector.

Recognition Performance Table 5.14 shows the results of the experiments on Switchboard. On
the blind test set Hub5’01, the RNN zero-order HMM model is behind the baseline by 0.6%
absolute WER when no language model is used. Adding the attention context vector information
leads to small but consistent improvements over the RNN attention baseline. Both the RNN
and self-attentive language models help the final performance on top, resulting in 14.1% WER.
However, after language model integration the RNN attention model performs better. Using the
self-attention layers to parameterize the model is weaker than the baseline on all sets with and
without the language models.
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Figure 5.4: Attention distribution of the models on LibriSpeech dev-other. The attention distri-
bution of the self-attentive baseline and zero-order HMM model are taken by averaging
across all heads of the 4th and 12th layer, respectively.

The results on LibriSpeech are presented in Table 5.15. Similar to the previous task, the
zero-order HMM models including the context vectors are weaker than the attention ones. Here,
the error rate difference on dev- and test-other is a bit larger. Using an external language model
also has a big influence on both RNN and self-attentive zero-order HMM models, as intended.
The zero-order HMM models do not yet reach the performance of the baselines, therefore more
work has to be done to examine possible improvements.

Attention Analysis To support the previous justification, we qualitatively examine the alignment
behavior and compare the models’ attention distribution. Figure 5.4 illustrates a forced decoding
example on one utterance from LibriSpeech dev-other. The attention used in the zero-order
HMM model shows highly concentrated monotonic alignments compared to the attention models.
We have often observed this characteristic over all sets for many utterances independent of the
sequence length. The difference in the distributions might be attributed to the way that the
alignment is explicitly used in the HMM model and thus predicts the output label differently.
Similar to machine translation, for the self-attentive-based models, many attention heads do not
perform any different operation and always attend to the same input position throughout an entire
sequence. Here, we have taken the best attention heads of all self-attentive-based models, which
are the fourth and twelfth layers for the standard and zero-order HMM models.

Comparison with Other Works Given the best models, we compare their performance to those
given in the works in the literature. As shown in Table 5.16, the zero-order HMM models perform
far behind the hybrid HMM ASR systems, although they are inspired by such models. In either
case, we achieve results that are clearly behind the results found in the literature.

5.6 Implementation
This section shortly describes the implementation of the zero-order HMM model. We note

that symbolic expressions allow TensorFlow to employ symbolic differentiation. This means that
derivatives can be automatically determined without any extra effort to derive them.
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Table 5.16: Comparison of the zero-order HMM with the recently published works on LibriSpeech.
The models are not necessarily trained with a comparable number of parameters over
the same number of epochs.

method AM LM Wer"” # parameters | # epochs
test (AMY) (AM)
clean other

hybrid HMM | RNN [Liischer & Beck™ 19] self-attentive | 2.3 5.0 160M 12.5
self-attentive [Wang & Mohamed™ 20] | self-attentive | 2.3 4.9 149M 100

CTC CNN [Kriman & Beliaev' 20] self-attentive | 2.7 7.3 19M 400

attention RNN [Park & Chan™ 19] RNN 2.5 5.8 >200M 600
RNN [Karita & Wang™ 19] RNN 3.3 10.8 - 100
self-attentive [Karita & Wangt 19] | RNN 2.6 5.7 - 200
CNN [Hannun & Lee™ 19] CNN 3.3 9.8 3™ -
self-attentive [Synnaeve & Xu™ 20] | self-attentive | 2.4 5.2 270M -

transducer | self-attentive [Zhang & Lu™ 20] self-attentive | 2.0 4.6 139M -
CNN-RNN [Han & Zhang™ 20] RNN 1.9 4.1 113M -
Conformer [Gulati & Qin™ 20] RNN 1.9 3.9 119M -

this work RNN zero-order HMM self-attentive | 3.4 9.8 193M 25
self-attentive zero-order HMM self-attentive | 3.3 9.0 139M 25

«“

-1 not available.
T measures only for the acoustic models.

Like the 2D RNN model in Chapter 4, the first implementation was done in our Theano-
based software with further implementation in RETURNN. As RETURNN simplifies various
configurations via a config file, the model was initially built up of individual components of
RETURNN without the topK optimization in the configuration file. As each layer of the model is
differentiable, the entire model can be trained jointly. Unfortunately, this version cannot use the
unrolling technique whereby the recurrency is unfolded along the output axis to process the entire
output in parallel. Unrolling is especially important for the self-attentive-based architecture and
gives a performance increase of around twofold in our experiments.

To overcome this obstacle, we implemented the model with all its extensions as its own layer
written in TFNetworkHMMFactorization.py file. The corresponding class can be imported directly
into the configuration file. Having the model as a separate layer also allows finer control of the
individual tensors, which proved to be important for some experiments.

As mentioned, the zero-order model is inherently slower than attention models due to the
lexicon score computation. We found empirically that the computation of the output distribution
takes around one-third of all computational time. Therefore, we added some speedup techniques.
The first and the most effective one is the topK approximation, as explained in Section 5.4.1,
where we presume the top K-scored choices for the alignment model. Its optimization always
allows gradients to be computed and thus results in stable training for K values larger than 1.
We also implemented a threshold-based approach in which all input positions are set to zero if
the alignment model for that position is under a certain value. This only marginally improved
speed since TensorFlow currently has a very limited implementation of sparse matrix operations.
Moreover, the models are not stably converged with this setup, as the gradients are too noisy
in the initial stages of training. The third integration is the well-known sampled softmax that
speeds up training by quite a lot while reducing the performance, based on our initial experiments.
Commonly used in language model training, the method has not yet reached parity either on
MT or ASR tasks. Initial experimental results on WMT 2018 German— FEnglish can be found in
[Makarov 19].
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5.7 Conclusion

In this chapter, zero-order HMM was presented in which we incorporated the attention model
into the direct HMM formulation by introducing a latent variable as an alignment sequence.
After simplifying the alignment dependency order of the model, we only explored the zero-order
assumption. Marginalization over the latent variable becomes simple and efficient for the zero-order
models and can be easily applied in both training and decoding without dynamic programming.
As speed is a crucial aspect, we investigated a speedup technique that increased both training and
decoding speeds approximately by a factor of 3 without loss of translation quality (Table 5.3).

We compared the zero-order HMM model, which is completely independent of attention models,
with the RNN attention and self-attentive models, and demonstrated that its performance was
behind the attention-based models on translation tasks. We observed that adding the attention
context vector made the model as strong as the state-of-the-art methods for machine translation
(Tables 5.5 to 5.7). However, the model showed a weaker performance on speech recognition and
has not yet reached parity there.

We also studied the alignment quality and showed that zero-order HMM provided more focused
alignments in comparison to the attention models, especially the self-attentive model in both
text translation and automatic speech recognition, leading to better explainability. The model
achieved remarkable improvements in terms of the alignment error rate (Table 5.9). Although
the alignment quality got better, its improvement did not transfer to the final translation or
recognition performance.

5.8 Related Work

Word alignment as discussed in Section 1.2.1 is one of the key components in traditional phrase-
based systems. It can be considered as an explanation for generating a reasonable translation. From
the alignment perspective, unsupervised neural alignment models outperform their count-based
counterparts in terms of AER, and the number of unaligned words decreases [Ho & Yvon 19]. Using
variational auto-encoders, neural word alignment with latent representations achieves competitive
results compared to count-based models [Ho & Yvon 20].

However, neural translation models do not have a notion of hard alignment, even though the soft
attention mechanism can be seen as an alignment distribution. It is proven that attention is a poor
alternative for this distribution and serves a different purpose [Koehn & Knowles 17]. Since word
alignments are of much importance in practical machine translation such as terminology constraints
[Hasler & de Gispert™ 18, Alkhouli & Bretschner™ 18], an explicit alignment distribution for
neural machine translation is still an open research problem.

We already discussed approaches in which implicit alignment concepts are used within attention-
based models as an extension to the attention layer. There are different ways to use precomputed
word alignments obtained from the GIZA++ or fast align [Dyer & Chahuneau™ 13] tools. Statistical
alignments can be used to supervise the attention model by adding an extra loss term to cross-
entropy during training as a supervision signal for the attention weights. Such modeling biases
the attention weights towards additional alignment information [Chen & Matusov™ 16, Liu &
Utiyama™* 16, Mi & Wang™ 16, Garg & Peitz™ 19].

Including the current target word in the computation in training can reduce the alignment
error rate [Peter & Nixt 17, Li & Liut 18]. To obtain high-quality alignments, one recomputes
the attention heads after each target word prediction [Zenkel & Wuebker™ 19]. An additional
alignment layer is added to the self-attentive model and trained in an unsupervised fashion. This is
possible by taking the attention score with which the model can, as closely as possible, predict the
correct target word using only the attended source word. The resulting alignments are of higher
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quality than those from the self-attentive baseline with regard to errors on golden alignments.
Translation performance also has minor improvements. In the same line of motivation, instead of
an objective function, external count-based alignments are added in the computation of attention
weights [Alkhouli & Ney 17]. While this information is given in training, the alignments need to
be hypothesized in decoding.

Alignment-based neural machine translation is another category of models inspired by the
conventional HMM framework. These models introduce alignment as a hidden stochastic variable
and decompose the translation model into alignment and lexicon submodels. In contrast to
conventional HMM with simple dependencies, they use neural networks to capture long, even
unbounded source and target contexts. Feedforward alignment models with no dependency on
lexical context with non-probabilistic scores are utilized to create alignments along with training a
separate lexicon model based on the conventional phrase-based system. The model outperforms
the HMM and IBM-4 models with respect to AER [Yang & Liu™ 13]. An extension to this paper
is by [Tamura & Watanabe™ 14], which uses recurrent networks to generate word alignments with
longer dependencies on the alignment history for the phrase-based translation system. Similarly,
they use unnormalized scores and report an improvement compared to feedforward models. one
can derive a noisy channel framework of inverse translation using alignment-based neural models
and a language model [Yu & Blunsom™ 17]. The work constructs a monotonic alignment model,
and training is done by marginalizing over the alignment hidden variables. A small translation
dataset is used due to expensive computation.

Other neural alignment models employ a feedforward alignment model to score relative jumps
over the source positions [Alkhouli & Bretschner™ 16]. The model takes a long-context dependency
on the alignment path. Hence, they utilize precomputed Viterbi alignments to generate translation
instead of the forward-backward algorithm. Since they use separate alignment and lexical models,
it is feasible to hypothesize explicit alignment links during decoding by modifying the beam search
algorithm. A similar idea is pursued using recurrent networks in [Alkhouli & Ney 17], and self-
attention networks with an additional alignment head in [Alkhouli & Bretschner® 18]. These models
train two separate networks and combine them in decoding with the maximum approximation.
Instead, the sum over all possible alignment paths can be computed. A non-monotonic first-order
dependence assumption is made that makes the computation of the forward-backward algorithm
tractable [Wang & Alkhouli* 17, Wang & Zhu't 18]. These first-order models use the posterior
probabilities as true labels and jointly train the alignment and lexicon models batch-wise in
EM-style training. This significantly slows down both training and decoding. A simliar work by
[Wu & Cotterell 19] uses a first-order model, but monotonic for a character-level transducer that
makes both training and decoding faster due to a much smaller vocabulary.

A latent alignment can depend on its predecessors (first-order or higher-order alignment models),
as discussed or have no dependency on its history (zero-order) like ours. There are also several recent
works in which attention with a zero-order property is used as a latent variable by decomposing
the joint distribution. Similar to our work, the model capacity is limited to a zero-order lexicalized
alignment model. In [Wu & Shapiro™ 18], the authors use an RNN-based zero-order model with
character-level output vocabulary for the transduction task. Similarly, in [Shankar & Garg™ 18], a
zero-order latent attention model is explored in machine translation. They run the experiments on
small datasets where the vocabularies appear to be small and apply topK approximation to ease
computation. While their models are based on recurrent networks, our work is an extension of
their paper as we also use the self-attentive zero-order models with larger vocabularies.

Posterior attention distribution is another point of view that calculates a second attention score
after predicting the next token [Shankar & Sarawagi 19]. To decrease the computational power
needed, they use approximation, but the model leads to negligible improvements on top of the
zero-order model. The model proposed by [Kim & Denton™ 17] extends beyond the basic attention
structure by seeing it as a graphical model over a set of latent variables to enable partial selection
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5 Zero-Order Hidden Markov Modeling

of input positions. In [Deng & Kim™ 18], the authors also propose a non-differentiable approach
where they apply hard attention that explicitly uses a single input for each output.

Hard attention [Xu & Ba™ 15] is a discrete variant of soft attention that takes the best source
position at each target step; thus, it can be interpreted similarly to a hard alignment. However,
the effectiveness of hard attention for offline translation is often limited as it can only represent
monotonic alignments, which motivates its application in simultaneous translation [Arivazhagan &
Cherry™ 19] and speech recognition [Raffel & Luong™ 17, Lawson & Chiu™ 18b].
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6. END-TO-END SPEECH-TO-TEXT TRANSLATION

6.1 Introduction

Sequence-to-sequence models can be used for plenty of applications regardless of their inputs
and outputs. One of the applications of sequence modeling that has recently received increasing
attention is speech-to-text translation or simply speech translation. Previous chapters have
discussed the flexibility of sequence-to-sequence modeling and shown experimental results on
automatic speech recognition and machine translation tasks. This chapter sheds light on speech
translation that takes audio signals of speech as input and outputs written text translation. Moving
from the spoken into the written domain requires handling both ASR and MT challenges at the
same time, making the whole task even more difficult than the sum of its parts.

As discussed in Section 1.4, in speech translation, we define a speech input observation :U{, a
source sequence fi] , and a target sequence e{ . Figure 6.1 shows a general paradigm of the speech
translation task. Given Bayes’ decision rule in Equation 1.17, the posterior distribution Pr(el|zT)
can be modeled either by explicit use of the source sequence flJ as a pivot step stated in Equation
1.22 or by implicitly learning the intermediate representation. The former can be the traditional
speech translation system that relies on the coupling between ASR and MT models, the cascade
system discussed in Section 1.4.1, and the latter is direct modeling in which source speech signals
are directly translated to target texts.

The cascade model divides the task into two independent recognition and translation steps. An
ASR system trained on speech-to-source data first transcribes a spoken language utterance. The
transcribed word sequence is then translated by an MT system trained on source-to-target corpora.
Sentence segmentation and punctuation prediction can additionally be integrated into the pipeline.
The whole system final performance depends on the accuracy of each individual part and how all
the components are integrated across the cascade system. In practice, a nearly zero recognition
error cannot be expected. There, the cascade system suffers from an inherent problem known as
error propagation. Since natural languages involve a high degree of ambiguity, every component
produces a certain number of errors which are then propagated through the cascade pipeline. This
causes compounding follow-up errors.

A tighter integration of these two models can arguably prevent a number of errors [Casacuberta
& Ney™ 04, Matusov & Kanthak™ 05, Casacuberta & Federico® 08]. It has also been proposed to
provide multiple recognition hypotheses to pass on information on recognition uncertainty, thereby
avoiding some of the early decisions that occur in the cascade methods. However, an explicit
discrete intermediate transcription needs to be first generated in all such systems, thus cascading
involves decoding twice.

In contrast, direct modeling has the potential to tackle the error propagation issue of the cascade
method. Unlike the cascade systems, each and every component of the model is trained jointly to
maximize translation performance, and it eliminates the two-pass decoding property. However, the
transformation from source speech inputs to target texts can be a more complex function compared
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Figure 6.1: An abstract paradigm of speech translation. Assuming a realistic setup, speech
translation models can be trained using three types of data; speech-to-source or ASR,
source-to-target or M'T, and speech-to-target or DST data. The models can rely on
explicit use of the source sequence f1J as a pivot step or directly translate the sequence
of frame-wise speech x7 to the sequence of foreign target words ef.

to that of the ASR or MT tasks individually. This might lead to harder optimization or require a
moderate amount of paired translated speech-to-target or direct speech translation (DST) data to
perform reasonably well. In the DST data, spoken utterances are paired with corresponding target
sequences. This is in contrast to the cascade system trained on separate ASR and MT corpora
(see Figure 6.1). A realistic data scenario gives us relatively large speech-to-source, ASR data and
source-to-target, M'T data, but only limited amount of speech-to-target, DST data. The size of
common DST corpora is often an order of magnitude smaller than the ASR, datasets and several
orders of magnitude smaller than the MT ones.

The flexibility of neural modeling and its ability to train all sub-components of a network
jointly inspire us to reconsider the traditional cascade system in this chapter and to develop new
approaches with the ultimate goal of improving the performance of speech translation systems.
To develop neural speech translation models, previous chapters show how to solve simpler tasks,
ASR and MT, with pure single and stand-alone neural models. Given that, in this chapter, we
exclusively employ neural sequence-to-sequence models to tighten the speech translation pipeline
and train models such that all parameters are jointly optimized in part through end-to-end training.
In the extreme, we replace the cascade system with the direct model that does not divide the
speech translation task into two parts. It does not depend on any supervision of the source text,
i.e., transcriptions, and directly translates a speech utterance into a target sequence.

Our first contribution, in Section 6.2, is therefore to study the direct model, which is based on
the attention models. As a matter of fact, neural ASR models are extended to output translations
instead of transcriptions. Sections 6.2.1 and 6.2.2 cover the CTC loss for faster convergence and
data augmentation for reducing the data scarcity problem of direct models. Our next contribution
lies in transfer learning as an effective potential solution for exploiting all available data, i.e., ASR,
MT, and DST data. We conduct a closer investigation of sequential transfer learning or simply
pretraining model parameters and multi-task learning in Sections 6.3.1 and 6.3.2, respectively.
We address a better coupling of automatic speech recognition and machine translation models
as a pretraining stage and study the effect of transfer learning by initializing different model
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components. Assuming a realistic setup and not ignoring other available ASR and MT corpora
where cascade and direct models are trained on non-equal amounts of data, the direct model
performance is often behind the cascade system. Such a scenario puts the direct model at a
severe disadvantage in practical situations. Therefore, a new remedy proposed in Section 6.4 that
naturally relies on two modeling steps akin to the cascade model but is end-to-end trainable and
potentially diminishes the error propagation problem. We experimentally explore the performance
of all methods in Section 6.5. We close the chapter with a conclusion and related works in Sections
6.7 and 6.8, respectively.

6.2 Direct Model

An alternative approach to the cascade system is direct modeling, which is both simple and
appealing. The idea is to use recent advances in neural networks to directly translate the speech
utterance into the target sentence [Berard & Pietquin™ 16]. Mathematically, we directly model

I
pleflal) = [ [ pleileg " 21) (6.1)
i=1

where T' > I. In fact, any type of neural network architecture can be used to represent the
posterior probability. Let us assume the recurrent attention-based network as introduced before.
Given L. layers of bidirectional LSTM, max-pooling operations are interleaved at multiple steps
on the time dimension to reduce the number of frames. Formally, we write

hy = BiLSTMY<) o . .. o max-pool™ o BILSTM™ (Z, hy—1, huy1).- (6.2)

where the obtained sequence of input states is shorter than the original one by a time reduction
factor. For the sake of simplicity, we use time index t in both cases. Here, Z; represents the
frame-wise feature vector at time step ¢, and h; represents the encoder state as before. Then, the
LSTM decoder generates the target sequence conditioned on the encoder representations. While
computing the target word e; at each time step, an additive attention function (with or without
fertility) is used to obtain the context vector as

¢; = attention(s;_1, h¢). (6.3)

The decoder appends the context vector to the LSTM state and the previously generated target
token for the final prediction given by

si = LSTM (sj—1, €, ¢;), (6.4)
p(eiley !, hi ) = softmax o linear o maxout (s;_1,&-1,¢;). (6.5)

Figure 6.2 shows the transformation from the source speech to the target sentence. The direct
model has some appealing advantages compared to the cascade model. It avoids early decisions
and thus is not subject to the error propagation problem. It enables joint optimization of all model
components and removes the need for explicit intermediate representations. Therefore, it results
in faster decoding and less computational complexity in total. Generally speaking, avoiding the
decomposition of the target sequence posterior in Equation 1.19 can prevent the aforementioned
issues. In addition, direct modeling allows the exploitation of speech-to-target training data that
might be available in some data conditions but cannot be used in building a cascade system
directly. However, it requires a moderate amount of paired translated speech-to-target data, which
is not easy to acquire. Despite these properties, the independence between the target sentence and
the speech utterance in the cascade model might be a bad assumption because prosody can contain
key information for a correct translation. The direct model makes this information accessible for
output translation. Throughout this chapter, the direct method is based on the RNN attention
model unless otherwise specified.
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Figure 6.2: The direct speech translation model based on the encoder-decoder architecture uses
no source transcripts. The model directly translates the sequence of frame-wise
speech input x? to the sequence of target tokens e{ . The blue and green blocks show
parameters which can be initialized by a pretrained ASR encoder and a pretrained
MT decoder.

6.2.1 CTC Loss

As stated earlier, the attention mechanism is flexible for different word reordering as it freely
pays attention to any input position. But such a non-sequential alignment is not always desired,
especially for applications with a monotonic input-output relation. Similar to attention-based
approaches, the CTC model is trained in an end-to-end fashion where it uses the Markov assumption
and dynamic programming [Graves & Fernandez™ 06].

In contrast to the attention model, CTC makes a conditional independence assumption to obtain
the transcription label sequence probabilities. To benefit from the two models, one can combine
them as joint CTC-attention end-to-end ASR [Watanabe & Hori™ 17] to improve robustness, yield
faster initial convergence in rescoring, training [Kim & Horit 17, Zeyer & Irie™ 18], or one-pass
decoding [Hori & Watanabe™ 17]. It is shown that the multi-objective learning of a hybrid of CTC
and attention models is effective where an auxiliary CTC loss helps convergence in the training of
ASR attention models.

While it is commonly believed that CTC cannot help speech translation since the monotonic
alignment of speech frames and target sentences is no longer required in translation, there is
no reason to assume that it cannot be done in the speech part of the network. Therefore, we
still apply the same idea to force the ASR alignments to be monotonic. The forward-backward
algorithm of CTC encourages monotonic alignment between the speech frames and source label
sequences. Precisely speaking, the CTC loss is used on top of the speech encoder of the attention
model only during training.

The idea of CTC is to monotonically map a frame-wise speech sequence to a label sequence,
which is usually shorter. Assuming the source label sequence of f{, CTC defines the frame-wise
source label sequence le = {zt eViu<b>|t=1,... ,T} with an additional blank symbol <b>.
The blank symbol solves the problem of unknown segmentation of the input sequence and handles
repetitions. It can appear at any time (between and within words) and represents the fact that no
token is recognized at the current time step. Therefore, the augmented label sequence can have a
size of 2J + 1. The blank state differs from silence and is modeled as a token in its own right;
thus, the final classification involves a vocabulary size of [Vy| + 1.

The posterior distribution is decomposed under the conditional independence assumption and

106



6.2 Direct Model

given by

T

p(f71aT) ~ S [T p(atlzemrs £)p(a1laT) p(£). (6.6)

T t=
T t=1

A
= Pctc

Equation 6.6 includes three quantities: the transition probability p(z;|z;—1, fi] ), assumed to be a
uniform distribution, the frame-wise posterior distribution p(z|zT), and the language model p(f;)
as a constant. The sum over all possible z{ is efficiently computed using dynamic programming.
The frame-wise posterior distribution is conditioned on the input sequence and modeled by

p(z|2zT) = softmax o linear(hy) (6.7)

where h; is the output of bidirectional LSTM as written in Equation 6.2.

During training, the ST decoder predicts the frame-wise posterior distribution of the target
sequence e{ , while the CTC function predicts the posterior distribution of fi] given the correspond-
ing input, referred to psos and pete, respectively. We simply use the sum of their log-likelihood
values with equal contributions as

L =log psas(ef|z] ) + log pere(f{ 21). (6.8)

This combination shares the same encoder between the CTC and the attention networks.

6.2.2 Spectrogram Augmentation

Since speech translation is usually a low-resource task, we explore the effect of the data
augmentation technique known as SpecAugment, which is implemented slightly differently from
the main proposed approach [Park & Chan™ 19]. In speech translation experiments, we apply
SpecAugment on the MFCC feature, which is different from the original paper, applied it on the
log mel spectrum of the input audio. In either case, the technique can be seen as feature dropout.

We randomly apply masking in consecutive frames on the time axis as well as successive
dimensions on the feature axis. Both maskings are restricted to a fixed maximum size. As a minor
effect of time warping is reported in [Park & Chan™ 19], we do not apply it in this work.

Time Masking

At successive time steps [t,t + At) are masked by setting them to zero, (zy,...,xi1ar) = 0. At
is the masking window selected from a uniform distribution from 0 to a predefined maximum time
mask parameter, i.e., in an interval of [0, At,,4,]. The time position ¢ is also randomly selected
from another uniform distribution between [0, 7"). We choose the time position differently from the
original paper where they select ¢ in the interval of [0, 7 — At). We never exceed the maximum
sequence length T'. This means that if t + At > T, we set it to T

Time masking is applied m; € N times where m; is randomly selected from [1, M;] with a
predefined maximum iteration number M;. If m; > 1, the same time position ¢ is not selected
more than once, i.e., without replacement’.

Tt is not clear whether the original paper allows replacement or not.
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Figure 6.3: From top to bottom, the figure indicates the spectrogram of the input with no
augmentation, time masking, frequency masking, and both maskings used.

Frequency Masking

Frequency masking can additionally be employed such that Ad consecutive frequency channels
[d,d + Ad) are masked, where Ad is chosen from a uniform distribution from 0 to a predefined
maximum frequency mask parameter Ady,q., and d is randomly selected from [0, D). Again, we
note the difference between our implementation and the original paper, where the selection interval
is [0, D — Ad). D represents the input feature dimension, i.e., the number of MFCC features,
which is 80 in our experiments. Similar to time masking, we do not allow for an already selected
frequency index d and check if d + Ad > D, in which case we set it to D. This procedure is again
repeated mg € N times, where my is randomly selected from [1, My] with My € N referring to the
number of times we apply the frequency masks. As we standardize the features to a mean of zero
and a variance of one, masking to zero is equivalent to setting it to the mean value. SpecAugment
is only applied during training. Figure 6.3 shows examples of the individual augmentations applied
to an input. Multiple frequency and time masks might overlap.

6.3 Transfer Learning from Speech Recognition and Text Translation

Supervised learning will break down when there is not enough training data for the desired task
to train a reliable model. Transfer learning refers to a general strategy in which we study how
models can be transferred and adapted to another set of training data on which they have not
been trained so far [Pan & Yang 10, Ruder 19]. The transfer can be across different domains,
languages, and even tasks. Leveraging the data of similar tasks or domains helps us to handle
low-resource data conditions. In principle, the aim is to transfer as much knowledge as possible.
One can broadly categorize transfer learning into transductive and inductive.

In transductive transfer learning, the source and target tasks are the same. Domain adaptation
and cross-lingual learning are its two main applications. In contrast, inductive transfer learning
represents a setting where the source and target tasks are different. Sequential transfer learning
(tasks are learned sequentially) and joint learning, also known as multi-task learning (tasks are
learned simultaneously), are grouped in this category.

Speech translation can be considered a low-resource scenario compared to machine translation
and automatic speech recognition. Here, inductive transfer learning can be used to leverage more
labeled data. This section leaves the transductive methods out of its scope and discusses the two
approaches mentioned above in the following sections.
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6.3.1 Sequential Transfer Learning

The most frequently used transfer learning technique is sequential, where the training of sereval
tasks using different data is carried out in sequence [Wang & Zheng 15]. The main idea is to
transfer information from the source task to the target one. Hence, sequential transfer learning has
two phases: pretraining and fine-tuning, which are performed separately. In the pretraining phase,
the model is trained on the source task. Then the knowledge of it is transferred to the target task
in fine-tuning. The parameters of the pretrained model are used, and learned representations can
be utilized in the second task.

Usually, the pretraining phase is trained using more training data compared to the fine-tuning
step. This sequential setting requires more computational time in total than that of multi-task
learning with joint optimization. However, the pretraining stage only needs to be performed once,
and the fine-tuning phase is often efficient in practice. Sequential transfer learning has been shown
to be useful in three main scenarios [Ruder 19]:

1. There is no available data for all tasks at the same time.
2. The target task has a low-resource data condition compared to the source task.

3. Adaptation to the target task is required.

Making use of a sufficient amount of training data on the source tasks is the main reason
to benefit from pretraining. Selecting a suitable pretraining task is important in facilitating
learning representation for the target task. ASR and MT tasks are inherently the most obvious
natural source tasks for an integrated speech translation pipeline. However, one could argue that
an easier way to benefit from sequential transfer learning is to take as much unlabeled data as
possible because obtaining it does not require labels. We believe the current state-of-the-art speech
translation models work ineffectively without any weakly or fully supervised data, as some initial
results are reported in [Chung & Weng™ 19]. Therefore, that direction of research is left out of
the scope of this work.

Speech translation model parameters can be initialized by ASR and MT parameters already
trained on a larger amount of ASR and MT data. The common method is to use the encoder
parameters of an ASR and the decoder parameters of an MT model to initialize an ST model’s
encoder and decoder, respectively [Bahar & Bieschke™ 19]. As shown in Figure 6.2, the pretrained
ASR encoder representation (the blue block) and the pretrained MT decoder representation (the
green block) are transferred to the ST encoder and decoder. According to the literature, pretraining
helps learning convergence and final translation quality by choosing a better starting point for
training than random initialization [Bansal & Kamper™ 18, Bansal & Kampert 19, Stoian &
Bansal™ 20]. It is also shown that the ASR model itself can be used to initialize all parameters
of the ST model, where instead of producing transcripts, the model is fine-tuned to generate
translations [Bansal & Kamper™ 19, Stoian & Bansal™ 20]. We verify some of these findings in
the experimental section and extend the pretraining scheme with the adaptation of components.

Adaptation of Components When using ASR and MT models as the source tasks in pretraining,
the ASR encoder contains speech information, whereas the MT decoder expects to get text-related
information. In order to familiarize the pretrained text decoder with the output of the pretrained
speech encoder, we insert an additional adapter layer between the encoder and decoder of the
ST model as shown in Figure 6.4. This is done to smooth the connection between these two
representations that have been trained individually. The adapter is used as an extra degree of
freedom by which the network can reconcile the output of the speech encoder into the input of the
text decoder. The adapter layer can be any neural network and is applicable to all architectures.
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Figure 6.4: The adapter layer between the two pretrained components.

We train it jointly without freezing the parameters in fine-tuning. This contrasts with [Kim &
Petrov™ 19], where a linear mapping between encoder and decoder representations is carried out.

6.3.2 Multi-Task Learning

Typical machine learning methods involve training a single task; however, we ignore information
that other related tasks can give. Multi-task learning has become an important technique to
improve the generalization performance of a task using other related ones by leveraging the
domain-specific information, exploiting additional training data, or learning features that are not
easy to be learned using just the main task [Caruana 93, Ruder 19]. In the multi-task scheme, one
or several auxiliary tasks are employed to co-train and improve the performance of the main task
while sharing parts of their parameters. An auxiliary task provides an inductive bias for the benefit
of more tasks, thus improving generalization. Therefore, the optimization problem deals with more
than one loss function, i.e., the prediction of multiple tasks at once. Unlike sequential learning,
the models are optimized jointly, not separately. We need to compromise between multiple tasks.
Although an inductive bias seems to work intuitively, in practice, it is important firstly to find
suitable auxiliary tasks and secondly to determine how they interact with the main task.

Selecting an auxiliary task depends mainly on its similarity to the main task, i.e., having the
same inductive bias [Caruana 98, Baxter 00]. This argument then allows tasks where different
resources collect data for the same prediction problem. There are two main ways to combine
these components into a complete sequence-to-sequence model, namely one-to-two and two-to-one
[Luong & Le* 16, Weiss & Chorowski* 17]2. In the context of speech translation, we determine
four components: a source speech encoder (ASR encoder), a source text encoder (MT encoder), a
source text decoder (ASR decoder), and a target text decoder (MT decoder). Generally speaking,
the first and fourth components can be identical to the ST encoder and decoder, respectively. We
do not distinguish the attention component as it is considered to be a layer in the decoder. Like
the choice of an auxiliary task in sequential learning, ASR and MT tasks are inherently the most
closely related co-trainers coming with a moderate amount of training data.

It is important to highlight that multi-task learning is an end-to-end approach that can be used
with the purpose of co-training the main task by sharing relevant information as well as utilizing

20verall, there are four possibilities for combining them. In this thesis, we ignore auto-encoder as a one-to-one
approach requiring monolingual data and the two-to-two option.
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Figure 6.5: Multi-task end-to-end speech translation. The colored blocks correspond to the
components in pretraining. The blue and green blocks resemble ASR and MT pretrained
modules. a) The ASR decoder is removed during decoding, resulting in the direct
model. b) The MT encoder is removed during decoding, resulting in the direct model.

additional data. By sharing parts of the network, ST might benefit from the relevant knowledge
obtained through the training of ASR, MT, or both tasks [Weiss & Chorowski™ 17, Berard &
Besacier™ 18]. In addition to the point above, we aim to use multi-task learning to also leverage
additional ASR and MT data. Multi-task learning can also be combined with CTC loss. However,
it seems to be a good practice only to apply one of them [Bahar & Bieschke™ 19].

One-to-Two

As shown in Figure 6.5(a), in the one-to-two setup, the ASR model is used as the auxiliary
co-trainer in which a speech encoder is shared between both tasks, while two independent decoders
correspond to transcription and translation texts. To make matters precise, let us assume a speech
encoder that encodes a sequence of speech frames mlT with internal representation h, at position ¢
as expressed in Equation 6.2. Taking the RNN-based network, we specify two sets of equations
that correspond to the ASR and ST decoders. Therefore, we have

c; = attention(s;_y, hy), (6.9)
s; = LSTM(s; 1, f;, ¢;), (6.10)
p(fj|fgfl,x{) = softmax o linear o maxout(s;_, fj_l, c;), (6.11)
and
¢; = attention(s;_q, hy), (6.12)
s; = LSTM(s;_y, €;, ¢;), (6.13)

1)

pleilel t, 27 ) = softmax o linear o maxout(s;_q, &_1,¢;)- (6.14)

In these equations, indices j and 7 refer to source and target word positions, respectively. The
error is therefore back-propagated via two decoders into the input, and the final loss is computed
as a weighted sum of the two losses given by

L = Mogp(efla]) + (1 — N log p(f{|a7). (6.15)

Here, 0 < A < 1 is the ST weight loss reducing the number of its updates.
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There are two ways to train such a one-to-two network. The first option is similar to the
approach described by [Weiss & Chorowski™ 17] in which we only use triple data, including the
source speech, source text, and target text. The encoder contains speech frames encoded. Each
decoder attends to the encoder states and generates a sequence of tokens in either the source or
target language. In this case, the data needs to be parallel, and no additional ASR data can be
exploited; however, the ST task can learn from its ASR co-trainer. Another way is to use more
ASR data where both ASR and ST models are trained in parallel but on different speech input
data. In this case, each batch consists of pairs of speech-to-source and speech-to-target data. Both
models run on their own respective training data and only share the encoder parameters (see
Figure 6.5(a)). During decoding, the ASR part of the network is discarded, again resulting in a
simple direct model.

Two-to-One

A text decoder is shared in the two-to-one architecture to generate a target translation by
attending to two independent encoders, a speech and a text encoder. Here, MT is co-trained along
with the ST model (see Figure 6.5(b)). Assuming bidirectional LSTM layers, we state

h; = BiLSTMY ) o .. o BILSTMW(f;, h; 1, h;y), (6.16)
h, = BILSTM<) o ... o max-poolV o BILSTM™W (&, hy_1, hyyq) (6.17)

with h; and hy being the text and speech encoders. They do not necessarily have the same number
of layers. The text decoder interchangeably selects one of the encoders to collaborate on both
text and speech inputs. Depending on whether the decoder is used for speech or text translation,
it uses one of the attention components (either cMT or ¢fT) to attend to the respective encoder.
This means

AT

= attention(s;—1, h;), (6.18)
ST = attention(s;_1, hy). (6.19)

(2

During training, each batch contains both pairs of speech-to-target and source-to-target data.
Whether the source speech or source text is present, a switching layer decides which corresponding
context vectors are fed to the decoder. The text translation part of the model is ignored during
decoding, resulting in a simple direct model.

The ST training data is typically several orders of magnitude smaller than the available MT data.
To avoid the domination of one task with more data, every batch contains a specific percentage of
the ST and MT data. The fact that the losses are combined by summing over the entire batch
can also interfere in that the losses are combined by a weight batch-wise. Formally, we have

£ = Nogp(efla]) + (1 = A) log p(ef| f{). (6.20)

where 0 < A < 1 is the ST weight loss that determines the number of its updates.

Generally speaking, multi-task and sequential transfer learning can complement each other. In
this case, the multi-task network components can be initialized by the pretrained models trained
on the selected auxiliary tasks, as will be discussed in the experimental results later. The colored
blocks in Figure 6.5 also represent the complementarity of pretraining modules in the multi-task
scenarios. The blue and green colors correspond to the ASR and MT pretraining units.

6.4 Tight Integration of Cascade Model

Cascaded speech translation systems rely on discrete transcriptions. The transcription generated
by the ASR model provides supervision signals from the source side and helps the transformation
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between the source speech and target text. However, they are not differentiable. T'wo-step models
[Anastasopoulos & Chiang 18, Sperber & Neubig™ 19a] are approaches to using an intermediate
representation and preserving end-to-end trainability of speech translation models. Such models
pass the recognizer’s decoder hidden states or attention context vectors into the MT decoder while
ignoring the MT encoder completely.

This section investigates the feasibility of collapsing the entire cascade components into a single
end-to-end trainable model where all ASR and MT model parameters are jointly optimized without
ignoring any learned parameter, for instance, the MT encoder.

While many recent works investigate direct end-to-end approaches, this part of this thesis
proposes a tight integration of ASR and MT modules which is closer to the cascade method. Still,
it maintains the end-to-end trainability of the overall architecture. The method is effective yet
simple to apply because we do not modify the architecture or training criterion. It also allows us
to exploit speech-to-target training data that might be available in some situations but cannot be
used for the training of the cascade model. Before the era of neural models, such a tight integration
was done using word lattices or word confusion networks [Mangu & Brillt 00, Bertoldi 05, Bertoldi
& Federico 05, Matusov & Kanthak™ 05, Bertoldi & Zens™ 07, Matusov & Ney™ 05, Matusov
& Hoffmeistert 08] at the interface between ASR and MT. This work revisits a similar idea of
confusion networks by passing on renormalized source word posteriors from ASR to MT. The core
steps of the method that we call tight integration cascade are as follows.

Figure 6.6 illustrates an overview of the tight integration cascade model. We train the ASR
model with speech-to-source data and the MT model with bilingual translation data and then
concatenate them as used in the cascade setup. But instead of providing the 1-best output of the
most probable word sequence to the translation system, the posterior probabilities p( f;] fg -1 o)
are used at every position.

These posteriors may simulate a degree of the ambiguities of the ASR candidates with probabil-
ities, thus conveying more information with higher uncertainty. In other words, we pass on the
posterior distribution as a soft decision instead of the one-hot vector of the most probable word
that requires a hard decision. This process differs from the non-differentiable property of argmax.
Since the MT model has been trained on the one-hot representations, it likely performs worse on
smooth probability distributions. Therefore, the word distributions are sharpened by an exponent
~ at each position and then renormalized the probabilities, which are rewritten by

j — i f"fj_17$T)
f'fjl,T: p(go ‘_1
p( .7‘ 0 :Cl) Zflevfp,y(fj/‘fé 1,.%',{)

(6.21)

where V} is the source vocabulary.

Next is the fine-tuning stage, where training is continued with speech-to-target parallel data. If
we skip this step and perform translation directly, it corresponds to a cascade model.

In training, v = 1 is used to simulate the degree of ambiguities, whereas in decoding, we vary
~ to obtain the best translation performance. v = 0 leads to a uniform distribution over the
vocabulary. If v = 1, we get the actual posterior distribution, and for v > 1, the highest probability
word is emphasized, resulting in almost one-hot representation if « is chosen large enough.

Since this sharpening emphasizes the most probable word of the vocabulary in each distribution
regardless of the actual decision that has been originally made in the ASR decoder, it is possible
that in some cases, the wrong words are picked due to reranking the words. This is because
beam search might choose sentences that have the highest final probability but may have lower
probabilities during intermediate steps.

In practice, the source transcriptions are often provided in speech translation. Therefore, we
use the true transcriptions during training to compute the ASR loss and apply beam search to
generate the best ASR hypothesis during decoding and trace back the decisions at each position
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Figure 6.6: The tight integration cascade model. All cascade model parameters are kept. Here,

the source transcription can be chosen from the best candidate (the standard cascade
model) or from the word posteriors (the tight integration cascade model).

after the best sequence has been chosen. The sharpening is applied to the sequence of posterior
probabilities once the beam search has finished while tracing back over the time steps. Then, the
respective posterior probability distributions are passed to the MT model at each position. We
believe the tight integration cascade model offers five main advantages compared to other models:
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e It assumes a more realistic data condition and employs all types of training data, i.e., ASR,

MT, and DST corpora. This differs from the data conditions of both cascade and direct
models.

The end-to-end methods either conduct translation without transcribing or suffer from
inconsistency between transcriptions and translations [Sperber & Setiawan® 20]. Some
examples that stand with inconsistency are multilingual systems [Inaguma & Duh™ 19, Gangi
& Negri™ 19d] and multi-task learning [Weiss & Chorowski™ 17]. Transcriptions are essential
in many applications and might need to be displayed together with translations to users. The
tight integration cascade model provides both transcription and translation with a strong
consistency between them. This consistency is an inherent property of the model, as the
generation of translation depends on transcription from the previous layers of the network.

In comparison to the two-step models, it works on the probability level instead of the hidden
representation, which does not represent the word that has to be generated, rather a mix or
a weighted representation of all words in the vocabulary. The representation of a discrete
target word as a real-valued vector where its dimension is usually much smaller than the
vocabulary size (dj, < |V¢|) can be a blurry representation to determine the correct word.
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e It benefits from all components of pretrained models. In contrast to two-step and direct
models, we keep all parameters of submodels in the fine-tuning phase. Therefore, it is
probably guaranteed to be at least on par with the cascade system.

e This model makes better use of ASR and MT data in comparison to multi-task learning.
The main task in multi-task learning (Section 6.3.2) shares half of its parameters with an
auxiliary task, either the encoder with the MT or the decoder with the ASR task. Additional
data thus only have a rather indirect impact on the main task. Contrary to that, in tight
integration cascade, all parameters of auxiliary tasks are involved in the training of the main
task. Hence, they have a more direct impact that leads to potentially better data efficiency.

Source Language Model Combination Analogously to speech recognition, we integrate a lan-
guage model score with that of the acoustic model in a log-linear combination. This is a simple
way to include a source language model in decoding. Therefore, Equation 6.21 is rewritten as

pan 1R 2D (17D

Spev, [P 18 Db (5]

p(filfa " at) = (6.22)

with A being the language model scale. For v = 1, the formula represents the shallow fusion
technique.

6.5 Experimental Results

This section includes the results of speech translation neural sequence-to-sequence models. We
carry out all experiments using RETURNN with an integrated interface to RASR, similar to the
ASR experiments.

6.5.1 Setups

The experiments are conducted on IWSLT 2018 TED talks English—German due to its long his-
tory in internal and external evaluations. After ablation experiments mainly on this task, we deter-
mine the best models on MuST-C English—Spanish and LibriSpeech audio books English— French
commonly used as a benchmark task for speech translation. The data statistics are given in
Appendices A.3.1, A.3.2, and A.3.3, respectively. We use ASR, MT, and DST datasets except for
LibriSpeech, where we assume a limited data condition and only use the available DST corpus.
Since the DST corpus often comes as a triple dataset, we always include it in ASR and MT model
training. Besides that, we choose some of the largest publicly available ASR and MT datasets to
have the ASR and MT models in an unconstrained-like setting and make the comparison between
the end-to-end and cascade models more realistic.

For all tasks, 80-dimensional MFCC features are extracted with overlapping windows of 25
milliseconds. A small number of utterances longer than 6000 frames is excluded from the training
data to avoid running out of memory. Casing and punctuation are kept on the target side. The
ASR evaluations are always lower-cased and without punctuation computed by sclite. Unless
explicitly stated, the models are trained under the same data condition for a fairer comparison.
However, the way that the data are used can be different from one technique to another.

IWSLT 2018 TED English—German To train ASR models, a total of 390 hours of transcribed
speech is used [Matusov & Wilken™ 18]. More details on the data statistics and preprocessing are
given in Appendix A.3.1. The DST data statistics are given in Table A.4. A part of our segments

115



6 End-to-End Speech-to-Text Translation

is randomly selected as our cross-validation set, and dev2010 and test2015 are chosen to be the
development and unseen test sets, respectively. The training data is divided into 4 subepochs, and
we select our checkpoints based on the development set. Either 10k or 20k BPE subword merge
symbols are used such that the latter case is also used on the target side of the MT data.

The ASR recurrent attention model is adapted from the Switchboard configuration with the
fertility concept. The embedding size is slightly larger, with 620 dimensions. A lower initial
learning rate of 0.0008 and a decay factor of 0.8 are used. Maximum sequence length is limited to
75 subwords during training. We also use CTC loss on top of the speech encoder and clip the audio
features to be between -3 and 3 before applying SpecAugment. As stated before, max-pooling
between bidirectional LSTM layers reduces the number of audio frames. The RNN attention model
is used not only for building the cascade system but also for other approaches mentioned in the
previous sections. Besides the RNN attention model, we use a hybrid HMM acoustic model as the
baseline for the speech recognition part of the cascade system taken from [Matusov & Wilken™ 18].

The recognition results can be found in Table B.2 in Appendix. According to these results, a
carefully trained attention model can substitute the traditional hybrid HMM model. As hybrid
HMM models are out of the scope of this work, this chapter continues only with the attention-based
ASR models in the rest of the experiments, unless stated otherwise.

Given 38M bilingual sentence pairs, we train the MT RNN attention model to use in the cascade
system and other methods requiring a pretrained MT model. The setup configuration is almost
identical to that of machine translation described in Section 3.8.1. However, we use a larger
embedding size of 620 nodes, a batch size of 4k without gradient accumulation, and a maximum
sequence length of 75 tokens in training. 20k merge BPE subword symbols are used.

The direct model follows the structure of the ASR encoder and MT decoder to enable sequential
transfer learning. It has 6 layers of bidirectional LSTM of size 1k with interleaved max-pooling
in between that are iteratively trained via the layer-wise construction scheme. Its decoder is a
shallow 1-layer LSTM of size 1k. It uses the same target vocabulary as the MT model. The
training parameters are mainly based on the ASR setup.

MuST-C English—Spanish Considering a more realistic data condition, we use more auxiliary
ASR and MT training data than the end-to-end data on MuST-C English—Spanish. Following
[Bahar & Bieschke™ 21], a total of approximately 2300 hours of transcribed speech is employed to
train the speech recognition system (see Appendix A.3.2 and Table A.5 for more details.)

We follow the same end-to-end attention models and training setup as those of the IWSLT task.
The vocabularies are obtained by 5k subword BPE symbols in English (both ASR and MT) and
32k in Spanish. Due to the larger training data, the epoch is divided by a factor of 20. In the
experiments, MuST-C English—Spanish is considered as a development task where we also show
results on self-attentive models. However, the recurrent networks are the main architecture of
speech translation models in this work.

The self-attentive model is equipped with 6 layers of size 512 in both the encoder and decoder.
The ReLu hidden dimension is chosen to be 2048. We have no CTC loss, add positional encoding
to the output embedding, and wait longer for more epochs. Instead of absolute, the relative
positional encoding is included, which does not really help the final performance.

For this task, two language models are also trained: one LSTM with 4 layers of size 2048 each
and one 24-layer 8-head self-attentive LM with 1024 nodes each. The details of the LM data
(including 2.1B tokens) are discussed in Appendix A.3.2. The language model scores are then
integrated with those of the acoustic attention model through shallow fusion. Table B.4 indicates
that the deep self-attentive model has lower perplexity. The use of the external language models
as presented in this table directly affects the performance of the ASR models.

We also train both the RNN and self-attentive MT models using 47.7M sentence pairs that
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are split into 40 subepochs for training updates. Data statistics can be found in Appendix A.3.2.
The RNN attention model is configured similarly to that of the MT experiments with no dropout
applied. The self-attentive model has the same configuration as the big transformer network in
[Vaswani & Shazeer™ 17], composed of 6 layers, 16 heads, and a model size of 1024. Again, the
direct model follows the structure of the ASR encoder and MT decoder for each architecture.

LibriSpeech English—French As shown in Table A.6, we employ 100h of clean speech corre-
sponding to 47.2k segments. This amount of training data is also utilized for ASR and MT training.
The data condition is not realistic as no additional ASR or MT corpora are taken. The reason for
this is firstly that we tend to keep this task as a benchmark task for comparison with other research
groups, and secondly that we wish to keep the data condition low-resource for further analyses. 5k
joint BPE units are applied on both English and French texts. The same source BPE units are
used on the ASR data, hence the source vocabulary is shared between ASR and MT models. We
follow the same attention models and training setup as those of the IWSLT English—German
task, but a dropout rate of 0.4 is exercised. Evaluation is case-insensitive computed by the Moses
multi-blue.pl script on tokenized references to be comparable with other works in the literature.

6.5.2 Results
Cascade Models

This section shows the results of the cascade systems as the baselines.

Source Text Processing As discussed before, coupling the ASR and MT models in the cascade
pipeline is a well-known challenge in speech translation. As a general rule, recognition and
translation qualities are highly correlated [Ruiz & Gangi™ 17]. If the recognizer outputs low-quality
sentences with ASR noise, the translation quality significantly drops due to sensitivity to both
natural and synthetic noise [Belinkov & Bisk 18].

One method of increasing the robustness of translation models against recognition errors is
introducing artificial noise to the source side of the MT training data [Sperber & Niehuest 17] or
to train the MT model on both clean and noisy ASR transcripts collectively [Gangi & Enyedi™
19]. In practice, the recognizer’s output is not only noisy in the choice of words but also contains
no punctuation, and it is case-insensitive. One way is to augment the source transcriptions with
punctuation. However, this approach is exposed to error compounding and requires a separate
punctuation predictor [Peitz & Wiesler™ 12].

Instead, the source side of the text translation system can be adapted to look like the output of
the speech recognizer. The MT model can be trained on a punctuation-free source text to resemble
the test condition while keeping all punctuation on the target side. Following these strategies,
we experimentally explore two options on the English side of the MT data in comparison to the
standard processing in which we tokenize punctuation and lowercase the English text.

The first technique is done with the goal of converting the source text into a speech transcript
similar to the one produced by the ASR system. We add some level of asr-like noise according to
the most common recognition errors. After tokenization and lower-casing, all punctuation marks
and spliced back contractions (e.g., do n’t — don’t) are ignored. All entities expressed with
digits (e.g., numbers, dates, etc.) are mapped to their spoken form. Abbreviations of measurement
units (e.g., km — kilo meter) are also expanded.

Because of this processing, the translation model implicitly learns to insert punctuation marks,
restores word casing, and converts spoken forms to digits as part of the translation process since the
target side of the training corpus contains punctuation marks, cased tokens, and digits. We refer
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Table 6.1: Performance comparison of the MT and cascade ST systems using different intermediate
processing on IWSLT English— German. All MT models are based on the RNN attention
model, while the ASR model is a hybrid HMM model.

task processing dev2010 test2015
MT input ‘ ASR output Brev™  Ter™ | Buev™  Ter"™
text translation standard - 31.3 49.6 324 50.5
asr-like - 29.8 50.7 31.7 51.7
cascade speech translation | standard w/o punc. 25.7 56.8 25.2 60.3
W punc. 24.4 58.4 24.7 60.7
asr-like w/o punc. 26.3 55.8 26.7 57.9

to this technique as asr-like processing. The same processing is used for the English monolingual
data as in ASR language modeling.

Table 6.1 presents the translation performance of these two processing techniques. All MT
models are RNN attention-based, while the ASR model is a hybrid HMM model. As expected, in
the pure text translation, the standard processing outperforms the asr-like one (cf. lines 1 and 2)
because the asr-like input contains a bit of noise and not the ground-truth source text. Applying
asr-like processing decreases the performance by 1.1 points in both BLEU and 1.1% in TER on
average. In contrast to this, feeding the ASR output, in which there is no punctuation, to the
MT model trained using the standard processing (line 3) is behind the model trained with the
asr-like scheme (line 5). This can be partly attributed to the fact that in the asr-like processing,
punctuation prediction is made implicitly by the translation model. Such a scheme helps the
coupling of the components and is able to predict outputs of proper length for noisy inputs, even a
small amount of noise. This is also observed by [Sperber & Niehues™ 17]. The MT system expects
a well-formed sentence with punctuation marks. In order to match the ASR transcripts with the
input of the MT system trained with the standard processing, expecting well-formed sentences, we
also insert the punctuation marks into the ASR output as the second alternative.

The punctuation prediction model is a simple attention model proposed by [Tilk & Alumée 16]
and taken from [Matusov & Wilkent 18]. The model is applied explicitly to the ASR output to
enrich it with punctuation before feeding it to the MT model. The result is shown in the 4th line
of Table 6.1. This leads to worse performance than the setting with no punctuation but already
seen asr-like examples during training. One reason for the degradation is that the punctuation
predictor is not error-free, and punctuation marks in wrong positions can change the meaning of a
sentence and mislead the MT model, which has seen correct punctuation. The second reason can
be related to the punctuation model in which no acoustic features are used; only the words in a
sentence are considered to predict punctuation. These symbols are limited to periods, commas,
and question marks. In both cases, the degradation is mainly due to recognition errors, while the
asr-like processing improves the robustness of the MT model to the same kind of noise.

This work assumes word and punctuation errors compound and thus applies the asr-like
processing. We also suppose that the input to the translation system is a properly-formed sentence.
In the following sections, the text translation is referred to as the model with asr-like processing
given that its performance is lower than the standard processing but is the best-obtained setup.

Cascade vs. Text Translation Once we have developed the asr-like text processing, we couple
the end-to-end attention-based ASR and MT models as the cascade system. We first compare the
performance of the cascade speech translation systems against that of text translation.

Table 6.2 again indicates that cascade speech translation is behind text translation on IWSLT
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Table 6.2: Performance comparison of the text MT and cascade ST systems on IWSLT
English—German. Both ASR and MT models are based on RNN attention.

task dev2010 test2015 #
Brev™  Ter™ | Buev™  Ter"™ parameters

text translation 29.8 50.7 31.7 51.7 200M

cascade speech translation 26.2 56.1 27.3 57.5 427M

Table 6.3: Performance comparison of the text MT and cascade ST systems on MuST-C
English—Spanish using both the RNN attention and self-attentive models. The right-
most column of the bottom part of the table counts all trainable parameters of the
ASR, MT, and source-side LM in the cascade system.

task model testHE test COMMON #
Buev™  Ter™ Brev”™ Ter” parameters
text translation RNN attention 41.9 41.8 34.1 50.0 202M
self-attentive 42.7 41.8 35.4 49.0 260M
cascade speech translation | RNN attention 38.5 45.8 31.2 54.3 494M
self-attentive 39.0 46.0 31.5 55.7 653M

Table 6.4: Performance comparison of the text MT and cascade ST systems on LibriSpeech

English—French using the RNN attention model.

task dev test #
Brev™  Ter™ | Buev™ Ter™ parameters

text translation 25.2 62.6 22.9 64.4 166 M

cascade speech translation 23.3 65.2 21.4 66.4 334M

English—German with the total number of parameters on the rightmost column. This is an
inevitable phenomenon because of the compounding follow-up errors produced by each cascading
component, specifically the ASR model. Here we note the difference between line 2 of Table 6.2
and line 5 in Table 6.1. The former case is based on the end-to-end RNN attention model, whereas
the latter uses the hybrid ASR model (see Table B.2 for WER comparison.)

On MuST-C English—Spanish in Table 6.3, we examine both the RNN and self-attentive models.
The cascade model of each model group (either RNN or self-attentive model) is composed of the
ASR, source-side LM, and MT models. All components of each group are based on the same
architecture, either RNN or self-attentive. More details and the combination of these components
are presented in Table B.5.

In addition to the inherent performance degradation of speech translation compared to text
translation, we see that the self-attentive models work slightly better on both tasks. The source-side
language models reduce the word error rate of the ASR models as reported in Appendix B.3 as
well as increasing the performance of the cascade systems as intended (see Table B.5 in Appendix).

Table 6.4 reconfirms the previous observation on LibriSpeech English—French. In addition to
the error propagation problem as seen in these tables, the ASR and MT models treat the source
language transcript differently, and we have to find a solution for better coupling of these two
modules such as those proposed via asr-like processing. Such a two-step property also leads to
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Table 6.5: Direct ST results with CTC-attention loss on IWSLT English— German.

method CTC | reduction dev2010 test2015 #
factor Brev”  Ter™ | Buev™ Ter"™ parameters
direct no 8 14.8 69.8 14.9 73.5 181M
6 16.0 69.2 15.3 73.2
yes 8 17.9 66.3 16.5 70.4 192M
6 194 64.1 18.6 67.6

losing speech information at the final step due to the independence assumption between the target
sentence and the speech utterance. Further, the system is inherently sequential due to the two-step
modeling. Therefore, it requires a two-pass search, resulting in a higher decoding time. In general,
such systems also need more computational power to train a given number of models, in most
cases two. As seen in the rightmost column of the tables, the cascade model have more than twice
or as many parameters as the text models. Given these reasons, we explore the direct models next.

Direct Speech Translation

CTC Loss in Speech Translation The frame-wise input sequence is much longer than the source
sequence, i.e., J < T. According to what is reported in [Zeyer & Irie™ 18], the input sequence is
30 times longer on Switchboard if audio feature frames of every 10ms and subword segmentation of
10k are applied. The max-pooling time reduction is a common remedy to compress any necessary
information. On the one hand, the lower the reduction factor is, the more memory and computation
for the attention layer are needed. On the other hand, a higher time reduction factor leads to
faster and simpler training; however, the model does not converge if a very high factor is selected,
as it has also been observed for speech recognition [Chan & Jaitly™ 16, Zeyer & Irie™ 18].

In contrast, CTC defines frame-wise label sequence z{, and its final classification involves
prediction per frame. Therefore, the number of final frames after reduction may play an important
role in CTC performance. It requires us to find a compromise between the performance and the
time reduction factor. Along with applying CTC, we change the time reduction factor in Table
6.5. A lower time reduction of 6 instead of 8 helps the direct model performance with and without
CTC loss applied; however, the batch size needs to be adjusted. As expected, the performance
difference of the time reduction factors is more pronounced if CTC is activated. It helps 2.1 points
in BLEU and 2.8% in TER on test2015. This gain is much larger than 0.4 points and 0.3% when
no CTC is used.

In addition, comparing lines 2 and 4, we gain a large improvement of 3.3 BLEU points and
5.6% absolute in TER on the IWSLT test set. We highlight that we apply a different layer-wise
construction when the reduction factor is set to 6. In this scheme, the hidden dimension is
gradually increased in addition to the number of encoder layers. Therefore, the improvements can
be partially attributed to better optimization when comparing the reduction factor of 8 and 6. For
higher downsampling, the batch size has to be limited and further hinders model optimization.

Table 6.6 also verifies gains on MuST-C English—Spanish, though the improvements are smaller.
These results are obtained with a total time reduction factor of 6 as the best-observed setup.

Apart from the final translation improvements, the CTC auxiliary objective function slightly
accelerates the learning curve and converges faster, as shown in Figure 6.7. This behavior is
observed even when the two losses are equally weighted. From speech recognition training, the
convergence without CTC might be too challenging. One potential reason for such gains might be
that the CTC function improves the lack of left-to-right constraints or monotonic alignments in
the speech part of the network, especially for long sequences. Faster convergence with CTC also
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Table 6.6: Direct ST results with CTC-attention loss on MuST-C English—Spanish. The time
reduction factor is chosen to be 6.

method CTC testHE test COMMON
BLEU[%] TER[%] BLEU[%] TER[%]
direct no 29.0 55.5 23.6 62.9
yes 30.5 53.1 25.1 61.0
6 -
- = = attention

attention + CTC

epochs

Figure 6.7: The learning curve of the direct ST attention model based on the logarithm of training
perplexity with and without the CTC auxiliary loss on IWSLT English—German.

indicates easier training of the attention-based models from scratch due to better alignments on
longer sequences. Although speech translation needs some reordering, we think there are local
monotonicities among consecutive frames. In fact, the CTC loss is similar to adding an additional
output layer to predict the transcripts, thus it can be seen as multi-task learning. The multi-task
property of CTC might also contribute to the performance difference. It may also be partly due to
better optimization. The CTC loss adds df x (|Vy| 4+ 1) extra parameters to the model, as stated
in the rightmost column of Table 6.5. dy represents the hidden dimension before the output layer.

SpecAugment in Speech Translation In the first set of the SpecAugment experiments, we
deactivate either time or frequency masking in a batch. We exercise different values of Admqz,
between 2 and 40, and increase mg gradually while the time masking is disabled. We found that,
on the one hand, a very large value of frequency masking (Ad;,q, = 40) can hurt the performance.
On the other hand, even a small value (Adpqe = 2) leads to some gains. In order to keep a
reasonable ratio of frequency masking, My has to be limited. By repeating the frequency masking
of big windows more than 5 times, augmentation is less beneficial than anticipated. It is important
to highlight that since we randomly select the masking window between zero and the maximum
value of Adnqz, the results are close to each other.

We also disable the frequency masking by setting Ady,q, and mg to zero and vary the time mask
parameter At,,q, and the number of times it is called. Again, there is a limit to how much data
augmentation can be applied. Enlarging the time masking window At,,., to 100 leads to lower
BLEU and TER scores. Furthermore, we drastically increase the time masking window At ,qz
into 400 steps and apply it 5 times, which fails. Too short time maskings are also less effective,
indicating less augmentation [Bahar & Zeyert 19b].

In general, if the initial convergence is stable, in all cases, adding some data augmentation
improves the setup. However, at some point, the performance degrades with more augmentation.
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Table 6.7: Direct ST results with SpecAugment on IWSLT English— German.

method SpecAugment dev2010 test2015
Brev™  Ter™ | Buev”  Ter”
direct no 194 64.1 18.6 67.6
yes 20.5 62.9 19.7 66.5

Table 6.8: Direct ST results with SpecAugment on MuST-C English— Spanish.

method SpecAugment testHE test COMMON
BrLeu™ Ter"™ BrLeu™ Ter"™
direct no 30.5 53.1 25.1 61.0
yes 31.3 52.7 25.7 60.2

Moreover, it is observed that in many cases applying a small window several times results in a
better augmentation policy compared to a large window applied once [Bahar & Zeyer™ 19b]. In
the end, one optimum value of maximum frequency masking that works reliably for our setup with
the 80-dimensional MFCC features is Adnq: to be 20% of the feature dimension, i.e., 16, and
respectively the maximum time masking window of size 20. The combination of two maskings gives
further boosts. The predefined M; and M, are halved in the first 2000 batches for having stable
training at the beginning. Adding some data augmentation improves the performance without
increasing model size but with a slightly longer convergence time. SpecAugment performs quite
well regardless of the features and their dimensions but needs a bit of tuning. SpecAugment boosts
the performance of the direct model by an improvement up to 1.1 points in BLEU and 1.1% in TER
on average on the IWSLT task, as shown in Table 6.7. Table 6.8 presents further results on the
MuST-C test sets with less gain up to 0.7 points in BLEU and 0.6% in TER. This observation may
be due to the fact that the direct speech translation data used in MuST-C is larger than IWSLT,
and SpecAugment as an augmentation approach is more beneficial on lower-resource tasks.

Importance of SpecAugment on Overfitting We also investigate the effect of SpecAugment on
overfitting. Figure 6.8 plots the logarithm of the perplexities of the training and development sets
with and without augmentation. From the perplexity difference, it is conclusive that SpecAugment
leads to better generalization. The model trained with SpecAugment still has training likelihood
that is higher than the baseline system. Thus, it can be confirmed that the method reduces
overfitting. In this case, the augmented model has to be trained for a few more epochs. Comparing
Tables 6.7 and 6.8 also shows that SpecAugment helps translation performance of the direct
model more on the low-data condition (considering IWSLT with a lower amount of training data);
however, it avoids overfitting to some extent irrespective of the amount of training data. A study
on the impact of a different portion of training data has been reported in [Bahar & Zeyer™ 19b].
The augmentation policy compensates for the lack of data when the size of the training data is
halved. Being successful, the SpecAugment method is included in the rest of the experiments.

Sequential Transfer Learning

This section explores sequential transfer learning or simply pretraining for direct models in
which parts of the network are initialized with parameters from other models: initially trained
for different, though similar tasks. In theory, initializing the parameters with pretrained models
should not hurt the fine-tuning optimization, but in practice, it often does because the pretrained
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Figure 6.8: Average of the logarithm of the perplexity of the training and development sets across
epochs on IWSLT English—German.

components are not incorporated properly together. In this case, it might lead to an optimization
problem in which the training is not robust to new training data variations.

To enable pretraining, for the ST models, we use the same architecture as the ASR encoder
and the same architecture as the MT decoder. Here, the ASR and MT models described for
the cascade system are used. In the initial experiments, the CTC loss with pretraining hurts
convergence. This might be due to the fact that CTC mostly helps convergence on the speech side
of the model, and with pretraining, we use an already-converged model that does not suffer from
convergence issues. Therefore, all pretraining experiments exclude the use of CTC.

We conduct different pretraining schemes, as shown in Table 6.9. Pretraining strategies can
be used on different models with different recipes. The first and second columns of the table
indicate what component is employed to initialize either the direct model encoder or its decoder.
For example, the second row refers to the case in which we initialize the network encoder with the
ASR encoder, while the decoder is randomly initialized. In Figure 6.2, the blue block is activated.
Similar to [Bansal & Kamper™ 19], we also initialize the German text decoder using the pretrained
English ASR decoder, and the results are similar to the second line of the table.

Pretraining on the encoder gives a gain of 0.9 points and 2.2% in terms of BLEU and TER
on test2015. It is interesting and surprising that transferring knowledge only from the speech
encoder using the ASR model seems sufficient to improve over the baseline.

Then, the MT decoder is taken to initialize the text decoder parameters (the green block in
Figure 6.2). We observe that pretraining the text decoder seems not to be useful, as the model
diverges, shown by “-”. This can be attributed to a larger impact of the decoder on the final
performance compared to the encoder. One reason for this might be that error is propagated
through the decoder down to the speech encoder. Naturally, this leads to the decoder receiving
larger updates than the encoder, ultimately resulting in a decoder which translates the output of
a still terrible encoder. These observations also mean that the pretrained MT decoder expects to
be jointly trained with a text encoder, not a speech encoder.

In the next step, both the pretrained speech encoder and text decoder are used at the same time
(both green and blue blocks in Figure 6.2). Again, as shown in line 4, coupling the pretrained ASR
encoder and MT decoder fails. This verifies our previous assumption about a proper adaptation of
both parts.

Adapter Layer Based on this, we add an additional layer, one bidirectional LSTM, as the adapter
component to familiarize the input of the pretrained decoder with the output of the pretrained
encoder. This is added on top of the encoder and randomly initialized. The adapter component is
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Table 6.9: Comparison of the different pretraining schemes used in the direct ST model on IWSLT
English—German corresponding to the blue and green blocks of Figure 6.2. The first
line is the direct model without pretraining copied from Table 6.7.

pretraining adapter dev2010 test2015
encoder | decoder Brev™  Ter™ | Bued”  Ter”
none none no 20.5 62.9 19.7 66.5
ASR none 21.4 60.6 20.6 64.3
none MT - - - -
ASR MT - - - -
ASR MT yes 22.9 59.9 22.3 63.5

“7: failed results.

Table 6.10: Direct ST results with pretraining on MuST-C English—Spanish.

method pretraining testHE test COMMON
BrLeu™ Ter"™ BrLeu™ Ter"™
direct no 31.3 52.7 25.7 60.2
yes 35.9 48.0 28.7 56.3

Table 6.11: Direct ST results with pretraining on LibriSpeech English—French.

method pretraining dev test
Breu" Ter"™ Breu™ Ter"™
direct no 17.3 72.1 18.1 70.9
yes 20.6 66.9 21.3 66.0

jointly trained with all other parameters without freezing in fine-tuning. Adding the adapter layer
achieves an improvement over the randomly initialized direct model by 2.6 BLEU points and 3.0%
TER on test2015. It allows the model to learn a mapping between the learned representations.
Overall, pretraining seems to help a lot when it comes to training direct models. Pretraining using
the ASR and MT models in combination with the adapter component yields the best performance
with 22.3% and 63.5% in BLEU and TER on the test set.

We also state that if the decoder attention layer is not initialized, the entire network still
transfers information from both pretrained components that provide decent improvements. This
non-pretrained layer between the encoder and decoder can justify a smoother coupling. The
justification for using non-pretrained components in between can be extended to other layers of
the network. Arguably, instead of inserting an adapter layer, one could keep the same number of
layers and avoid initializing the last layer of the bidirectional encoder. Initial experiments have
shown the effectiveness of this.

The same pretraining scheme with the adapter component (one BiLSTM layer) is therefore
carried out on MuST-C English—Spanish and LibriSpeech English—French, whose results of
which are shown in Tables 6.10 and 6.11, respectively. The results are similar to the observation
on the English—German task. Pretraining helps the MuST-C task by an average of 3.8 BLEU
points and 4.3% absolute TER on two test sets. It also gives a similar boost of 3.4 points in BLEU
and 4.9% in TER on the English—French test set. This performance difference is larger than
anticipated. Although using more training data is the main reason, it is worth mentioning that

124



6.5 Experimental Results

Table 6.12: Multi-task learning results on IWSLT English—German. The models have the same
number of parameters in decoding.

method pretraining dev2010 test2015
BLEUW TERW BLEU[%] TER[%]

direct no 14.8 69.8 14.9 73.5
two-to-one 18.2 67.2 18.1 69.8
one-to-two 17.4 67.0 16.2 72.7
direct yes 22.9 59.9 22.3 63.5
two-to-one 20.1 63.8 19.9 66.8
one-to-two 21.1 61.8 20.3 66.1

the method also works for the low-resource LibriSpeech task. In this task, the direct ST model has
an equal amount of parallel training data compared to the ASR and MT tasks. Selecting suitable
source tasks might be the reason for the gain. The same amount of data is used but for different
purposes. Moreover, the ST training starts from a point with optimum parameters.

Pretraining is closing the gap between direct and cascade modeling by transferring knowledge
from a higher resource, yet similar tasks. However, it lags behind the cascade models. Such a
concept can also be applied in other NLP tasks. A simple example is the translation of distant
language pairs, where English is used as a pivot in between. Similarly, source—English and
English—target models can be trained and then exploited in a transfer learning with an adapter
in between to familiarize the source encoder and target decoder [Kim & Petrov*t 19].

Multi-Task Learning

We compare the one-to-two and two-to-one multi-task methods with the ASR and MT tasks
as the co-trainers. Since the CTC loss is a multi-task setup, we exclude it as initial experiments
indicate that it lowers the performance of multi-task learning. For each batch, a certain number
of sequences is chosen at random such that the average batch contains that portion of the DST,
MT, or ASR data. For the one-to-two and two-to-one methods, the best setup is achieved by
performing 60% and 70%, respectively, of training steps on the core speech translation task and
the remaining updates on the auxiliary task.

Table 6.12 illustrates that all models benefit from the additional data through pretraining. The
methods listed in the first block of the table apply neither CTC nor SpecAugment. The models
have the same number of parameters in decoding, while the direct, two-to-one, and one-to-two
models equipped with adapted pretraining have 206M, 363M, and 252M parameters, respectively.
Having studied the relative gains, we observe that the direct model takes the most advantage of
the pretrained components and surpasses the multi-task approaches with pretraining by almost
2% and 2.6% absolute difference in BLEU and TER on the test set.

By comparing the multi-task strategies, pretraining helps the one-to-two more than the two-to-
one method; however, without pretraining, the one-to-two performance is ahead. This observation
may be related to the amount and quality of ASR and MT data. When the additional MT data
(27M sentence pairs) is utilized in the two-to-one setup (line 2), it outperforms the one-to-two
method with a smaller amount of ASR data (260K segments). As long as all auxiliary data are
used via pretraining, multi-task learning plays a role in guiding the main task. In this case, the
ASR auxiliary task helps more than MT, and this is similar to the results reported in [Weiss &
Chorowski™ 17, Berard & Besacier™ 18]. As stated, multi-task learning is applied to supervise
speech translation, use additional data, or both. Our contribution differs from these papers as
we aim to use more training data rather than only guiding the ST task. In general, multi-task
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Table 6.13: Comparison of different sharpening factors against performance scores on the cascade
of ASR and MT models in decoding. The ASR model renormalized posteriors with
exponent are passed on to the MT encoder.

beam size ¥ dev2010
Breu” Ter"™ Wer"”

1 - 26.0 56.8 12.2

12 - 26.2 56.1 11.2
0.5 - - -
0.9 12.9 79.7 11.3
1.0 21.9 64.6 11.2
1.5 26.0 56.6 11.6
2.0 26.0 56.7 11.7
4.0 26.0 56.7 12.0
32 25.9 56.8 12.2
128 25.9 56.8 12.2

learning achieves no real benefits on top of direct modeling if pretraining is applied. This is similar
to what is observed by [Sperber & Neubig® 19a].

Tight Integration of Cascade Model

Effect of v in Passing Posteriors After obtaining the best hypothesis for each utterance via the
ASR model, we pass it to the MT model. To this end, we concatenate the ASR and MT networks,
and as a sanity check, we pass the one-hot vectors as the ASR outputs to MT. This leads to the
exact same result as in the standard cascade system. Unlike the cascade system, this step needs to
have a shared source vocabulary between ASR transcripts and MT source sentences. Otherwise,
coupling requires a linear mapping between the two components that have to be trained first.
This part sheds light on the question of which sharpening factors in Equation 6.21 make the
distribution more peaked and suitable for the MT model. By varying ~, we adjust the distribution
to be closer to the one-hot representations expected by the MT embedding layer. Table 6.13 lists
the translation performance of the cascade models on dev2010 for IWSLT English—German by
passing renormalized posterior probabilities to the MT model while applying different sharpening
factors in decoding. No fine-tuning using direct speech translation data is utilized in this table,
and an identical set of parameters to the cascade model is involved. Results are compared with
the cascade system where the one-hot vectors of the subwords in the transcript hypothesis are
passed to the MT model with beam sizes of 1 and 12 on the first and second lines of the table.
As expected, for a small value of v = 0.5, no reasonable translation can be achieved, as the
probability of source words is uniformly distributed over the vocabulary. For values below 1,
a degradation in performance is seen. For larger values, the performance shows a small gain
until it settles at around 26.0% BLEU. We have found that v = 2 is on par with the results of
the performance of the cascade system. Beyond that, the performance barely changes as the
distribution is already sharp enough, and a further increase of v does not alter the distribution.
The MT encoder is trained to see the one-hot vectors and does not know how to deal with
the probability distributions like posteriors. In fact, this performance is similar to greedy search
on the ASR decoder of the cascade model (cf. line 1 of the table). This is due to the nature
of the sharpening not representing the proper choices of beam search. Sharpening emphasizes
the most probable token at each position. Nevertheless, in decoding, it is only the case for the
previous token in the sequence, and here we deal with the sequence whose total probability is
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Table 6.14: Performance comparison of the tight integration cascade model with other methods
on IWSLT English—German. All models are trained using equal amounts of training
data; i.e., ASR, MT, and DST corpora, except the text translation method.

method dev2010 test2015
Brev”  Ter™ | Buev” Ter”™

text translation 29.8 50.7 31.7 51.7
cascade 26.2 56.1 27.3 57.5
tight integration cascade 26.8 55.1 28.1 56.7
direct! 22.9 59.9 22.3 63.5
two-to-onef 20.1 63.8 19.9 66.8
one-to-two! 21.1 61.8 20.3 66.1

T includes adapted pretraining.

highest. Intermediate tokens might not have the best probability scores at their position, resulting
in reranking of the tokens.

To prove this, the ASR model is evaluated using sharpening on the posterior probabilities, and
the results are listed in the table. The word error rates also show a similar pattern, where for
higher ~ factors, the performance decreases until it settles to the performance of recognition with
simple greedy search with 12.2% WER. To convey more information and pass more ambiguities of
the recognition system, the experiments take advantage of v = 1 in training and v = 1.5 or 2 in
decoding. However, the choice of v needs tuning from one task to another.

Translation Performance Table 6.14 presents the IWSLT results when we tighten the ASR and
MT models and fine-tune the coupled model using speech-to-target data in an end-to-end fashion.
We also compare it to all the models studied so far. All models are trained using equal amounts
of training data; i.e., ASR, MT, and DST corpora, except the text translation method trained
on the bilingual MT corpora. As expected, due to error propagation in the cascade system, its
performance is significantly lower than that of the pure text translation model. The direct model
performance is far behind the cascade model. In multi-task learning, auxiliary data helps only to
some degree, and with pretraining it does not help at all. The optimization of multi-task models is
extremely dependent on the DST data. Our results also indicate that the tight integration cascade
outperforms the direct model by 5.8 points in BLEU and is more pronounced in TER on test2015.
It also beats the results of the cascade model by 0.8 points in BLEU, and reduces TER by 0.8%.

The results on other tasks are very similar. They are shown on the MuST-C and LibriSpeech
tasks in Tables 6.15 and 6.16, respectively. For MuST-C, we use 2300h extra ASR data, which is
almost eight times more than in IWSLT. The amount of DST data is also larger compared to the
IWSLT task. All the methods discussed in this chapter are architecture-independent and can be
constructed using any neural network. To provide a comprehensive overview, we also examine the
performance of well-established methods using the self-attentive-based models on the MuST-C
task. With this data condition and pretraining, we close the gap between the cascade and direct
models and get a difference of 1.5 points in BLEU and 0.7% in TER on testCOMMON using the
RNN attention models, while there is less improvement using the self-attentive architecture (Table
6.15). Using the self-attentive models, a leap in performance is observed except for direct models
on testCOMMON. Again, the tight integration model outperforms the cascade system as well as the
direct model on all test sets.

On LibriSpeech, we only use the DST data for model training limited to 47.2k segments. As
presented in Table 6.16, the direct model reaches the cascade model on the test set and even yields
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6 End-to-End Speech-to-Text Translation

Table 6.15: Performance comparison of the tight integration cascade model with other methods on
MuST-C English—Spanish using the RNN and self-attentive modeling. All models
are trained using equal amounts of training data; i.e., ASR, MT, and DST corpora,
except the text translation.

method RNN modeling self-attentive modeling
testHE test COMMON testHE test COMMON
Breu™ Ter"™ Breu™ Ter"™ Breu™ Ter"™ Brev™  Ter"™
text translation 41.9 41.8 34.1 50.0 42.7 41.8 35.4 49.0
cascade 37.1 47.1 30.2 55.4 37.5 474 31.2 54.7
+ source LM 38.5 45.8 31.2 54.3 39.0 46.0 31.5 55.7
tight integration cascade 38.0 46.4 30.6 55.0 38.8 46.3 31.1 54.5
+ source LM 38.1 46.1 30.8 55.0 39.2 45.6 31.4 54.7
direct! 35.2 49.1 28.7 56.1 35.5 48.7 27.5 60.6

T includes adapted pretraining.

Table 6.16: Performance comparison of the tight integration cascade model with other methods on
LibriSpeech English—French. All models are trained using equal amounts of training

data, only the DST corpus.

method dev test
Brev™  Ter™ | Bueu™  Ter™
text translation 25.2 62.6 22.9 64.4
cascade 23.3 65.2 21.4 66.4
tight integration cascade 23.2 64.7 21.4 65.8
direct! 20.6 66.9 21.3 66.0

tincludes adapted pretraining.

a better TER score. This is clearly due to data constraint in the cascade model training. There,
the tight model is also comparable to the cascade system since the model parameters are trained
using already seen samples, and fine-tuning does not bring improvements in terms of BLEU, though
it helps TER by 0.5%. A larger improvement is achieved on the dev set. On a low-resource data
condition, the tight integration model guarantees at least the performance of the cascade system.

Source Side Language Model Combination As shown by the results in Table 6.15, we train
the source-side RNN and self-attentive language models. The perplexities of the language models
are reported in Table B.4 in Appendix. Using shallow fusion, we integrate LMs into the cascade
and tight integration models in decoding. For the latter, the sharpening factor v is set to 1.
The LM scale is found to be in the range of 0.15-0.20, which shows its small contribution to the
final performance. Language models usually help the final translation performance due to better
WER on the ASR side. However, their contribution is more pronounced in the cascade model
compared to its combination with the tight integration model. The LM improvements over the
tight integration models are small but consistent. Comparing the RNN and self-attentive LMs,
the self-attentive LM combination leads to more gain due to having lower perplexity.

Experimental results show that the tight integration cascade model successfully improves the
data efficiency issue of end-to-end models; however, it still suffers from the error propagation
problem, as the second part of the model relies on the first decoder and its decisions. Similar to
the cascade models, the decisions are not error-free due to non-zero error rates.
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Table 6.17: Impact of freezing ASR in the tight integration cascade model training.

ASR IWSLT MuST-C LibriSpeech
training test2015 test COMMON test

Breu”  Ter"™ WER[%] Breu”  Ter"” WERV“] Breu”  Ter"™ WERW
yes 28.1 56.7 13.0 30.6 55.0 11.2 21.4 65.4 16.0
no 28.4 56.3 10.6 30.9 54.8 104 21.2 65.7 16.2

Effect of Subtask Training The tight integration training can be considered as a multi-task setup
of recognition and translation jointly, where the goal is to improve the generalization performance
of the ST task. In this case, we need to compromise between multiple tasks, and this might lead to
a suboptimal solution for the entire optimization problem. Therefore, we further study the freezing
of the ASR part of the network and only fine-tune the MT parameters. This setup guarantees the
initial WER obtained by the ASR model, and further training does not affect it. The tight model
can generally take the recognition quality into account in addition to translation performance.
This is particularly important for those applications where we need to generate both transcription
and translation. For example, when both have to be displayed to users.

Both translation and recognition results are listed in Table 6.17. Training all parameters results
in worse WER on IWSLT and MuST-C (compare with WER in Tables B.2 and B.3). By freezing
the ASR parameters and only updating the MT part of the network, it favors the ASR task as we
do not update the ASR parameters and guarantee exactly the same WER. Due to better WER
compared to line 1, better BLEU and TER scores are achieved. This implies a high correlation
between transcription and translation and indicates a strong consistency between them. We
believe this consistency is an inherent property of the tight model as translation depends on
transcription. Similar to [Ruiz & Gangi™ 17], we also observe a correlation between recognition and
translation quality, and the degradation in performance is mainly due to recognition errors. This
produces different results on LibriSpeech with limited training data. As shown, joint training of all
components slightly helps both recognition and translation performance. However, the correlation
between the results stays consistent. We conclude that the tight integration cascade model is
preferable in many practically relevant situations where there are relatively large speech-to-source
and source-to-target data, but only limited amount of speech-to-target data. The model provides
both transcribed speech utterances and translated texts with a high correlation between them.

Comparison with Other Works We also compare our models with various methods recently
published on the benchmark LibriSpeech English—French task with only 100h of data. Table 6.18
shows the results of this comparison. The first three lines of the table represent different cascade
systems. All are behind our cascade model, presented at the end of the table. Pretraining is used
with direct modeling in [Berard & Besacier™ 18]. The success of the self-attentive model inspires its
network architecture for direct speech translation [Gangi & Negrit 19¢]. A text translation model
can be used as a teacher to transfer the knowledge from [Liu & Xiong™ 19]. In their model, the
speech translation task learns output probabilities from the MT model. Universal attention-based
models in multilingual settings are also used in speech translation [Inaguma & Duh™ 19], where
a many-to-many model is trained on a mix of English to French, Spanish, and German with a
total of 472h of English speech. The curriculum learning paradigm is combined with pretraining
by gradually increasing the difficulty of the pretraining task [Wang & Wu™ 20]. As shown in
the table, our models beat almost all other methods from the literature except the direct model
equipped with extra synthetic data [McCarthy & Puzon™ 20].
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6 End-to-End Speech-to-Text Translation

Table 6.18: Comparison of the models with the recently published works on LibriSpeech
English—French measured by multi-blue.pl on the tokenized lower-cased reference.

method model Breu”
test
cascade RNN [Berard & Besaciert 18] 14.6
self-attentive [Liu & Xiong™* 19 17.9
RNN, synthetic data’ [McCarthy & Puzon® 20) 21.3
direct RNN, pretraining [Berard & Besacier™ 18] 13.3
self-attentive [Gangi & Negrit 19¢] 13.8
+ knowledge distillation! [Liu & Xiong™ 19] 17.0
+ multilingual’ [Inaguma & Duh* 19] 17.6
+ curriculum pretraining [Wang & Wu™ 20] 17.7
RNN, synthetic data [McCarthy & Puzon™ 20] | 22.4
direct RNN attention 21.3
cascade 214
tight integration cascade 21.4

T more training data are used.

6.6 Implementation

RETURNN offers a variety of dataset classes that are each specialized for a particular task.
For instance, TranslationDataset loads parallel bilingual text data used for machine translation,
and ExternSprintDataset loads audio features generated by RASR and their corresponding
transcripts used for speech recognition. Combining all three types of data, i.e., the DST, MT, and
ASR data, a speech translation system uses the MetaDataset or CombinedDataset class. These
implementations allow us to create a combined corpus dynamically and avoid manual concatenation
and shuffling. One of the main use cases for the MetaDataset class is multi-task learning in which
the data of the co-trainer task, either audio features or texts, should be chosen at each batch. We
define a pickle file containing a list of sequence tags for each dataset such that it defines which
training samples from which datasets belong together.

Two-step modeling is simple in training because we obtain a single sequence of hidden vectors
in the forward pass. This sequence can then be passed to the next layer, i.e., the MT encoder
or decoder. In RETURNN, in order to write the output directly into a hypothesis file, the
end-of-sentence token is omitted at the end of the generated output sequence and all internal states.
On the other hand, in the cascade pipeline, the end-of-sentence token on the ASR output has to
be kept as the output is passed to the MT model, where we expect to have an end-of-sentence
token. To do so, one needs to set a boolean option called include_eos in the ASR decoder that
keeps the token for the next step.

By default, the decoder returns N beams from the ASR model with the best choices at each
position together with their respective scores and the index of choices made by the decoder for
each subsequent position. Then a decision layer traces back through this sequence of choices to
obtain the best hypothesis. This decision layer can also be applied to pass the best hypothesis
from the ASR decoder to the MT encoder. However, when passing on internal states rather than
the final decision, this feature no longer works because the layer that computes the internal state
does not know the score by which the decisions are made or the actual choices. Therefore, tracing
back through internal states is not possible. Our implementation reads the sequence of scores and
decision indices from the decoder output. Together with the internal states, these are processed to
perform the trace-back similarly to the decision layer, but on the sequence of hidden states.
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Starting at the latest position, the sequence with the highest score is chosen based on the final
states’ scores. The indices provide information on which of the previous words in the beam belong
to that sequence. Based on these indices, all previous positions are traced back, and the respective
states are extracted. We trim the decision layer output to the maximum remaining sequence
length as it causes issues in the following recurrent layers with mismatches between the true and
predicted sequence lengths. Additionally, the N-th best beam can be extracted, allowing us to
ensemble multiple ASR beams and pass on the results to the MT model. The implementation also
enables the extraction of the internal states for a specific beam from the ASR decoder by adding
them to the network during search. This is done mainly to verify the results of two-step modeling
by [Anastasopoulos & Chiang 18, Sperber & Neubig™ 19a].

6.7 Conclusion

This chapter concentrated on the task of speech-to-text translation as a challenging task that
combines both speech recognition and translation issues and aims to solve them. In particular, we
explored different end-to-end models. In the extreme case, direct models were addressed instead
of noisy channel decomposition and the independence assumption between the target sentence and
the speech utterance. We examined the combination of CTC with attention and proposed the use
of SpecAugment for speech translation, resulting in a practical training procedure. The CTC loss
improved translation performance with faster training convergence (see Tables 6.5 and 6.6), and
the SpecAugment method achieved some gains with better generalization (Tables 6.7 and 6.8).

To tackle the data scarcity issue of the end-to-end models, we studied transfer learning. A
straightforward solution for utilizing all available training data is pretraining, which proved to be
very effective if an adaptation is applied. We showed that the pretraining scheme with suitable
source tasks like speech recognition and text translation led to significant improvement and could
mitigate the data efficiency of the direct models even for a low-resource task (Tables 6.9 to 6.11).
Another investigated method was multi-task learning, but we showed that there was no real benefit
in using it (Table 6.12) since it led to a suboptimal solution for the whole optimization problem.

As another remedy, we proposed a tighter coupling between automatic speech recognition and
text translation. We developed the tight integration cascade model that naturally decomposed
into two modeling steps akin to the cascade but preserved end-to-end trainability and reduced
the early-decision problem. We presented experimental results which proved that the integrated
cascade model outperformed all other approaches under realistic data conditions, was much more
effective at exploiting auxiliary data, and provided consistency between transcripts and translated
texts due to its two-step nature (Tables 6.14 to 6.18). This indicates that the end-to-end models can
realistically translate automatically recognized speech as a relevant solution to speech translation.
Such models can replace the traditional cascade systems as they are able to compete with or
outperform them.

6.8 Related Work

The research topic of speech translation has emerged with the success of statistical data-driven
methods in both ASR and MT. Traditional speech translation systems are built in the cascade
fashion and comprise an automatic speech recognition model trained on paired speech-transcribed
data and a machine translation model trained on bilingual text data. In practice, a zero recognition
error rate can rarely be achieved.

A theoretical justification of integrated speech translation by [Ney 99] has motivated some works
for a tighter coupling of ASR and MT models. A better coupling can be done by processing
ambiguities of ASR outputs in the form of word lattices, N-best lists, and confusion networks
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[Matusov 09]. As stated in [Ney 99], a combination of recognition and translation model scores
provided with a joint optimal scaling factor can lead to better translation quality. This combination
is done by including word posterior probabilities [Bertoldi & Zenst 07] or using acoustic and
source language model scores with word- and phrase-based translation scores in the log-linear
framework [Shen & Delaney™t 07, Matusov & Ney™t 05] with an extension of the approach with
phrase-level reordering [Matusov & Hoffmeister™ 08]. To make long-range reordering possible,
monotonic translation of word lattices [Casacuberta & Llorens™ 01] or a very restricted word and
phrase reordering [Zens & Bender™ 05] can be conducted.

In the same line of motivation, the work by [Bertoldi & Zens™ 07] introduces the translation
of confusion networks to counter the inefficiency of word lattice reordering. Due to confusion
network structures in which the recognized words are aligned to specific positions, reordering is no
longer impossible with significant improvements [Bertoldi & Zens™ 07, Besacier & Mahdhaoii™ 07].
It is also shown that defining coverage vectors for MT search in terms of topologically ordered
lattice states makes lattice reordering possible [Dyer & Muresant 08]. Given that, the system
combination of confusion network-based translation models is done to further improve the speech
translation quality [Matusov & Ueffing™ 06].

As stated before, in the cascade system, the translation performance is degraded by recognition
errors. Therefore, training the ASR and MT parameters of the log-linear model in phrase-based
translation systems can be done to optimize translation scores of the full speech translation pipeline
[He & Deng™ 11]. Such modeling provides a selection of recognition candidates that can be more
easily translated, leading to better translation performance. In [Ohgushi & Neubig™ 13], the
authors further explore the possibility of joint optimization of ASR and MT models.

The research direction is not limited to the integration of recognition and translation systems.
Cascade systems also encounter some problems associated with interfacing ASR outputs and MT
inputs because the output of the recognizer is not a well-structured sentence with punctuation.
To list a few interfaces between ASR and MT, we can optionally carry out word segmentation
[Godard & Boitot 18], sentence segmentation [Fiigen & Kolss 07, Fiigen & Kolss 07], punctuation
prediction [Lee & Roukos 04, Matusov & Mauser™ 06], disfluency removal [Fitzgerald & Hall™ 09],
and domain adaptation [Liu & Gu™ 03] to make the recognizer’s outputs as close as possible to
the translator’s input.

Instead of augmenting source transcripts, we can also adapt the source side of machine translation
systems to look like speech recognizers’ outputs. One way is to develop an intermediate step
that matches two components by a third module which classifies based on ASR-generated and
ground-truth transcriptions [Dixon & Finch™ 11]. Several studies further revisit similar ideas and
propose the robustness of translation models against noisy inputs. In [Peitz & Wiesler™ 12], the
authors insert synthetic asr-like errors that might occur during transcribing utterances. This is
close to our asr-like preprocessing. A phone-to-word phrase table is used to translate a sequence
of phonemes generated by a recognizer to a sequence of words that is used as the source of MT
data. One can further add, remove or shift words in source sentences of MT training to simulate
ASR errors [Sperber & Neubig® 17] or introduce a noise model on the source side of MT training
and experimentally illustrate that a certain amount of generative noise in training can be induced
to the MT model [Sperber & Niehuest 17]. Similarly, it is shown that it is beneficial to include
noisy data for MT training [Gangi & Enyedi™ 19].

In addition to improving the interface between ASR and MT systems, the success of deep
neural networks in both machine translation and automatic speech recognition has inspired the
work of end-to-end speech translation. This motivates the research goal of the end-to-end models
to avoid some of the problems associated with cascade systems. End-to-end stand-alone direct
models translate speech in the source language directly into the target language text using RNN
attention models [Berard & Pietquin™ 16, Bansal & Kamper™ 17, Berard & Besacier™ 18] or using
self-attentive networks [Gangi & Negri™ 19a, Gangi & Negrit 19¢]. Despite the benefits of direct
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models over cascade systems, their training requires a moderate amount of paired speech-to-target
data, which is not easy to acquire. Therefore, these models are subject to overfitting.

Some techniques have been proposed to mitigate the lack of speech-to-target parallel training
data. These methods aim to use weakly supervised data, i.e., speech-to-source or source-to-target
pairs, in addition to fully supervised data, i.e., speech-to-target. As reported in the literature, all
of these methods give a boost to some degree; however, each has its own problems. Multi-task
learning aims at improving the generalization performance of a task using other related tasks as
co-trainers [Luong & Le™ 16]. Co-trainers can be text translation [Liu & Xiong™ 19] or speech
recognition [Weiss & Chorowskit 17, Anastasopoulos & Chiang 18, Sperber & Neubig®™ 19a]. A
common way of mitigating the weakly supervised data is to pretrain different components of the
network. The component of the direct models can be initialized using automatic speech recognition
[Bansal & Kamper™ 18, Bansal & Kamper™ 19, Stoian & Bansal™ 20] or speech recognition and
text translation [Berard & Besacier™ 18] model parameters.

In the absence of an adequate volume of training data, one remedy is to generate synthetic
data like back-translation [Sennrich & Haddow™ 16a], which is the most common method to
leverage monolingual data in machine translation. The idea is to use a pretrained model to convert
weakly supervised data into speech-to-target pairs for direct modeling. In [Jia & Johnson™ 19],
the authors apply a pretrained source-to-target MT model that translates ASR transcripts into
target texts. Furthermore, they use a pretrained text-to-speech model to synthesize speech data
from a bilingual text. The data scarcity problem by generating synthetic data from unlabeled
audio is also addressed using an ST engine [Pino & Xu™ 20].

Although the pretraining scheme and generating synthetic data usually seem to be effective,
they rely on previously trained models, which in some cases are expensive to obtain. Furthermore,
paired speech-to-source, source-to-target, or both are not always available. An unsupervised speech
translation system, in contrast, uses only independent monolingual corpora of speech and text,
even though its performance is behind the aforementioned approaches [Chung & Weng™ 19].

Another method is data augmentation, which generates new synthetic training examples by
corrupting the initial speech data and conserving the same target sentence as the original training
sample. Audio-level speech augmentation can be done in different ways, such as noise injection
(adding random noise), shifting time (transmitting time series forward/backward with a few
seconds), speed perturbation (expanding time series by a speed rate), and changing the frequency
pitch randomly. Besides increasing the quantity of training data, data augmentation often makes the
model invariant to the applied noise and enhances its generalization. Inspired by the augmentation
methods in ASR [Ko & Peddintit 15, Park & Chan™ 19, Nguyen & Stiiker™ 20] as a remedy to
prevent overfitting, some efforts study the use of data augmentation in direct speech translation.
Similar to our work on data augmentation, other works also improve translation performance with
SpecAugment [Gangi & Negrit 19b, McCarthy & Puzon™t 20]. The latter proposes a converter
model to resemble another speaker’s voice, resulting in a different audio sequence, thus better
generalization and BLEU scores. The work by [Gaido & Gangi™ 20] trains the model on suboptimal
segments either by fine-tuning or considering more context. Their method can be seen as an
augmentation approach that also solves the problem of badly-formed segmentation. They show
that the model becomes more robust to randomly segmented data.

Other research direction applies multilingual speech translation that allows the exploitation of
additional data [Gangi & Negri™ 19d, Inaguma & Duh™ 19, Wang & Pino™t 20].

In realistic data conditions where the cascade and end-to-end models are trained on non-equal
amounts of data, the performance of end-to-end, and in particular direct models is often behind
cascade systems. Being akin to cascade modeling but being optimized in an end-to-end fashion, the
idea of two-stage models is to provide source supervision by inducing transcripts. Since transcripts
as discrete representations are problematic for end-to-end training via back-propagation, two-step
models pass on hidden representations like decoder states or attention vectors from the ASR to
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the MT decoder [Anastasopoulos & Chiang 18, Sung & Liut 19, Sperber & Neubig®™ 19a]. The
two-step models are driven by the same motivation as our tight integration cascade model.

The end-to-end methods either translate without transcribing or suffer from inconsistency
between transcriptions and translations [Sperber & Setiawan™ 20]. In contrast, our tight integration
cascade model generates both speech transcripts and translated texts with a high consistency
between them. The work in [Osamura & Kanot 18] is the closest model to ours. The authors
employ an ASR model to produce word posteriors and train a translation model given the obtained
probabilistic features. They do not use renormalized posteriors and need to modify the MT
architecture to adapt it to the ASR posteriors, whereas our model collapses both models side by
side without any need for network modification. For more on speech translation developments, we
refer the reader to [Sperber & Paulik 20], which offers a brief survey of speech translation methods.
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7. SCIENTIFIC ACHIEVEMENTS

As stated in Chapter 2, this work concentrated on rethinking the design of the attention-based
sequence-to-sequence models with the overall goal of establishing alternative models or advancing
the existing models in one or more aspects.

Attention Refinements

As one of the first goals, we verified results from some extensions to the recurrent-based attention
model from the literature and further refined the model. We explored different ways to incorporate
information from the previous output positions into the attention computation of the current
step. After comparing the performance of the standard and extended RNN attention models,
we observed that fertility with past alignment information marginally improves performance in
machine translation (Table 3.4). We also applied the same idea in attention-based automatic speech
recognition and showed some gains over the standard RNN attention model (Table 3.11). These
results encouraged us to include fertility with past alignments in the recurrent-based attention
baseline. However, the self-attentive model still outperforms the recurrent baseline in machine
translation (Tables 3.5 to 3.7) and is on par with it in automatic speech recognition if a sufficient
amount of training data is utilized (Table 3.13).

Two-Dimensional Sequence-to-Sequence Modeling

We contributed to the advancement of sequence-to-sequence modeling and proposed a novel 2D
recurrent-based sequence-to-sequence model, called 2D RNN, that establishes a 2D structure to
define the correspondence between input and output sequences. With this joint representation, the
input and output sequences meet at the final stage of encoding, allowing each of them to affect the
representation of the other. Despite the fact that many new challenges emerge when introducing
new stand-alone models, which then require finding the best design choice, we successfully applied
the model to machine translation and automatic speech recognition. The 2D RNN models are
comparable in performance with the RNN attention model, but behind the self-attentive models in
machine translation (Tables 4.4 to 4.6) on average, and they are competitive in speech recognition
(Tables 4.14 and 4.15). We also investigated the effect of bidirectional 2D RNN models where
we concatenated the forward and backward 2DLSTM layers and found that there is no real
benefit to using them (Table 4.1 for machine translation and Table 4.11 for automatic speech
recognition). We further studied the contribution of different models in translating long sentences.
2D modeling shows better generalization ability over unseen sequence lengths compared to the
attention-based models (Figure 4.9). However, adding relative positional encoding to the self-
attentive model improves its performance on long sequences. Furthermore, we extended the concept
of 2D sequence-to-sequence modeling to two-way translation. We translated both source-to-target
and target-to-source directions using a single model, and showed some initial results.
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Zero-order Hidden Markov Modeling

We reformulated the attention models and incorporated them into the direct HMM formulation
by introducing a latent variable as an alignment sequence. We developed end-to-end models
with tractable zero-order dependency on the alignments using the recurrent and self-attentive
networks without any external alignment information. We firstly explored a speedup technique that
increases training and decoding speed by a factor of three without loss of performance. Compared
zero-order HMM with the RNN attention and self-attentive models, we demonstrated that its
performance is behind the attention-based model on machine translation tasks. We observed that
adding the attention context vector makes the model comparable with the recurrent-based models
(Tables 5.5 to 5.7). However, the model showed a weaker performance on speech recognition
tasks and has not yet reached the performance of the baseline models (Tables 5.14 and 5.15).
Computed the alignment error rate of the models on golden alignments, we quantitatively found
out that the zero-order HMM model generates slightly more focused alignments than the attention
models (Table 5.9). Qualitative visualization of the alignment distribution of different models
also confirmed our findings concerning better explainability in machine translation and speech
recognition. Although alignments are of higher quality both qualitatively and quantitatively in
zero-order HMM than the attention-based models, this improvement does not transfer to the final
translation or recognition performance.

Development of End-to-End Models in the Context of Speech Translation

We examined the combination of CTC with the recurrent attention-based model and proposed
the use of SpecAugment for speech translation, resulting in a practical training procedure. The
CTC loss significantly improves the translation performance with faster training convergence
(Tables 6.5 and 6.6), and the SpecAugment method also achieves remarkable gains with better
generalization (Tables 6.7 and 6.8) in comparison with the recurrent attention baseline. We further
investigated and developed various methods to exploit all types of relevant available training data.
Sequential transfer learning shows significant improvement and eases the data scarcity issue of
the direct models (Tables 6.9 to 6.11). However, the multi-task scenarios result in a suboptimal
solution for the whole optimization problem (Table 6.12). Moreover, we proposed a tighter coupling
between speech recognition and text translation. In this context, the tight integration cascade
model is naturally decomposed into two steps. This is akin to cascade systems but preserves
end-to-end trainability and reduces the early-decision problem. The experimental results show
that the tight integration cascade model outperforms all other approaches under realistic data
conditions (Tables 6.14 to 6.18), is much more effective at exploiting auxiliary data, and probably
provides consistency between transcripts and translations due to its two-step nature. We illustrated
that the end-to-end models can realistically translate speech utterances as a substitute solution to
cascaded speech translation since they are able to compete with or outperform them.
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8. INDIVIDUAL CONTRIBUTIONS

According to §5.6 of the doctoral guidelines of RWTH Aachen University, Department of
Computer Science, September 11, 2018, this chapter highlights the author’s individual contributions
as opposed to teamwork with respect to previously published materials, summarizing Chapters
3 to 6 in one place. We note that for all papers in which Parnia Bahar is the first author, she
proposed the main idea and wrote the paper, typically with feedback from her co-authors, without
indicating so for each paper. We also mention here that the models described in Sections 3.5.3,
4.3, and 5.2 were initially implemented in our Blocks software based on the Theano framework,
and then were reimplemented in RETURNN to support more features in the future, as Theano
development was stopped. All experiments reported in this work used the RETURNN toolkit with
guidance for the implementation from Albert Zeyer.

The attention refinements in Section 3.5.3 were motivated by the works in the literature. They
were initially implemented in the scope of two Bachelor’s theses supervised by Jan-Thorsten
Peter. After stopping Theano development, all implementations were adapted by Albert Zeyer
in RETURNN to improve the recurrent attention models. The ease of network configuration in
RETURNN allowed the author to explore further extensions. The author was also involved in
integrating the self-attentive model in RETURNN where she verified the implementation done by
Albert Zeyer and Julian Schamper. In addition, she contributed to the self-attentive model training
and experimental results for speech recognition published in [Zeyer & Bahar™ 19] together with
Albert Zeyer. All authors wrote the paper together. The i6 colleagues have taken the self-attentive
configurations and the attention refinements for further research and development.

The 2D sequence-to-sequence modeling in Section 4.3 was proposed by the author. The first
attempt to create a GPU-based implementation of 2DLSTM was written directly using Theano by
the author. The core implementation of 2DLSTM used in this work is based on CUDA in C++,
which was written by Paul Voigtlaender [Voigtlaender & Doetsch™ 16]. The CUDA implementation
is faster than that in Theano, while it maintains the correctness of the gradient computation.
However, this version of implementation is suitable for images that are inherently 2D. Christopher
Brix adapted and reimplemented the 2DLSTM kernel function to ensure its usage for sequence
modeling. He also used the kernel as an attention component between the encoder and decoder
during his Bachelor’s thesis [Brix 18], which the author of this dissertation supervised. The
author implemented the different collapsing techniques described in Section 4.3.1 based on the
initial implementation by Christopher Brix. The author developed and designed the stand-alone
2D RNN model and conducted all experiments in machine translation [Bahar & Brix™ 18] and
automatic speech recognition [Bahar & Zeyer™ 19a]. Albert Zeyer assisted with discussions on
the experimental design and with data preparation for the speech recognition experiments. The
success of the 2D RNN model motivated the author, and she further contributed the idea and
model design of using a single two-dimensional layout for two-way bidirectional translation models,
i.e., source-to-target and target-to-source, as addressed in Section 4.4. To enable the two-way
translation model, Christopher Brix extended some parts of the code with the author, who did
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further developments. The two-way translation model was published in [Bahar & Brixt 21], in
which the experiments were done by the author together with Christopher Brix.

Inspired by internal works of the higher-order hidden Markov models for machine translation
[Alkhouli & Bretschner™ 16, Alkhouli & Ney 17, Wang & Alkhoulit 17, Wang & Zhut 18], the
author began working on zero-order HMM and its integration to the attention model as explained
in Chapter 5. The author contributed the idea and the design of efficient algorithms to make it
tractable in a reasonable amount of time and published the findings for machine translation in
[Bahar & Makarov™t 20a]. Nikita Makarov implemented the zero-order HMM model in RETURNN
as part of his Bachelor’s thesis under the author’s supervision. The author suggested the usage of
various speedup techniques and hence implemented the topK approximation and other refinements
together with the student. Nikita Makarov only experimented with the self-attentive models,
while the recurrent-based zero-order models were the contributions of the author. Nikita Makarov
also helped write the paper. The author had discussions on neural HMM models for machine
translation with Tamer Alkhouli and Weiyue Wang. She further extended the idea to speech
recognition and made the necessary modifications to the model and its training procedure as
published in [Bahar & Makarovt 20b]. The author designed the experimental setups based on
Albert Zeyer’s well-established baselines. Nikita Makarov and the author tried different extensions
to the model that are not included in this dissertation but can be found in [Makarov 19].

For Chapter 6, the author initiated a joint work with the colleagues at Application Technology
(AppTek): Evgeny Matusov, Patrick Wilken, Julian Schamper, Pavel Golik, and Albert Zeyer
[Matusov & Wilken™ 18]. The author later verified and established different end-to-end methods
from the literature with the help of Tobias Bieschke, who conducted some of the experiments
during his student work with the author’s supervision. Some of the findings were published in
[Bahar & Bieschke™ 19]. The author motivated the exploration of all discussed methods, configured
the network structures, borrowed promising methods from speech recognition, and established best
practices for direct modeling. She also applied spectrogram augmentation for speech translation
[Bahar & Zeyer™ 19b] by adapting it from recognition experiments by Albert Zeyer. The author
further developed the idea of the tight integration cascade model, proposed a practical solution for
its training and decoding, and published the results in [Bahar & Bieschke™ 21]. Tobias Bieschke
carried out the initial implementation of the search for two-step modeling during his Master’s
thesis. The author further implemented a feature for jointly generating transcripts and translations
in search through a single forward pass. In this dissertation, the hybrid HMM automatic speech
recognition model for the cascade system was trained by Pavel Golik, whereas the author trained
all the attention-based recognition models.

Apart from these contributions to the three tasks of automatic speech recognition, text and
speech translation, some other achievements were attained during the process of this work which are
not elaborated on in this dissertation. Among those achievements are the empirical investigation
of different optimization techniques and proposals for a practical recipe for better convergence
[Bahar & Alkhoulit 17] and model sparsity for text translation [Brix & Bahart 20|, as well as
teaching activities, supervision of students, collaboration on industrial projects, and participation
in several international evaluation campaigns. Jan-Thorsten Peter organized the participation
in IWSLT 2015 [Peter & Toutounchi® 15] and WMT 2017 [Peter & Gutat 17| evaluations. In
the former, the author trained an attention model and employed it in the N-best list rescoring of
phrase-based systems. She also implemented unknown target tokens replacement using IBM-1 after
search. In the latter system paper, she helped with the attention model training. In both papers,
the author contributed to writing the text. The participation in the IWSLT 2017 evaluation was
organized by the author jointly with Jan Rosendahl and Nick Rossenbach for the German<English
translation tasks [Bahar & Rosendahl®™ 17]. The experiments were carried out together with the
co-authors of the paper. The author contributed to the WMT 2018 evaluation participation and
wrote the paper with her co-authors [Schamper & Rosendahl™ 18]. The author was in charge of the
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Chinese—English task. For the IWSLT 2018 speech translation participation, the author assisted
with machine translation training of the cascade models, carried out different ensemble schemes,
helped end-to-end direct model training, and contributed to writing the paper [Matusov & Wilken™
18]. The WMT 2019 German—English evaluation was prepared and built by Jan Rosendahl,
Christian Herold, and the author [Rosendahl & Herold™ 19]. All authors wrote the paper together.
The combination of methods presented in Chapter 6 culminated in the submissions to IWSLT 2020
that achieved high-ranking positions [Bahar & Wilken™ 20]. The author conducted all experiments
for direct speech translation. The ensemble of different cascade models created by the author
of this thesis placed first out of ten submissions for offline speech translation and first out of
eight systems for the non-native speech translation track. The direct speech translation system
built by the author also ranked second out of eight submissions in the end-to-end track. More
details can be found in [Ansari & Axelrod™ 20]. This achievement led to further developments
of end-to-end speech translation systems and showed the impact and continued usage of the
author’s contributions to RWTH Aachen University state-of-the-art speech translation system.
The developed end-to-end speech translation models have motivated external teams and have been
taken up by some of them.
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A. OVERVIEW OF THE CORPORA

A.1 Machine Translation

The workshop on statistical machine translation (WMT)! is an annual evaluation campaign
that provides training and test data for a wide range of language pairs. Its main focus is the
translation of news texts.

A.1.1 WMT 2018 German—English

Table A.1 lists the statistics for the training, development, and test sets of the WMT 2018
German—English task?. The bilingual data contains the standard parallel WMT 2018 corpora, i.e.,
transcribed European parliament speeches (Europarl v7), data crawled from the web (Common
Crawl), news commentaries (News Commentary v12) and EU press releases (Rapid), in total
5.9M sentence pairs. newstest2015 is used for parameter tuning and newstest2017 and -2018
as the blind test sets. Using the Moses toolkit [Koehn & Hoang™ 07], on both German and
English sides, we remove sentence pairs with a large difference in their length, apply a simple
preprocessing pipeline consisting of minor text normalization steps (e.g., removal of some special
UTF-8 characters) followed by tokenization and true-casing from Moses. BPE segments words
into subword units. The BPE models are trained jointly for German and English on the training
data using 50k merge operations with a vocabulary threshold of 50 tokens to diminish the number
of rare words. The detailed statistics of the training, development, and test sets on both the word
and subword levels are shown in Table A.1.

A.1.2 WMT 2018 Chinese—English

The statistics for the training, development, and test sets of the Chinese—English task provided
for WMT 2018 are given in Table A.2. The bilingual data contains News Commentary vi14,
Wiki Titles vl, UN Parallel Corpus vl and the news domain of the China workshop on
machine translation (CWMT) with almost 26M sentence pairs. We use newsdev2017 for parameter
optimization and newstest2017 and -2018 as the unseen test sets. For this task, we first apply
uniblock® [Gao & Wang™ 19], an approach to filter sentences consisting of illegal characters on
either side. After removing deduplication on both sides, which further removes around 5.8M
sentence pairs, we select 17M sentence pairs as the training data.

On the Chinese side, the THULAC* segmenter [Li & Sun 09] is used. As a standard remedy,
we apply normalization, tokenization, and true-casing from Moses on the English text. The BPE
models are trained independently for Chinese and English on the training data using 32k symbols.

"http: //www.statmt . org/
’http://www.statmt.org/wmt18
*https://github.com/ringoreality/uniblock
“https://github.com/thunlp/THULAC-Python
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operations is applied.

Table A.1: Corpus statistics for WMT 2018 German—FEnglish. A joint BPE with 50k merge

German English
train: sentences 5920281
running words 137.3M 144.9M
vocabulary words 2.2M 1.1M
running subwords 160.1M 157.7M
vocabulary subwords 45409 33522
newstest2015 (dev): sentences 2169
running words 44079 46831
vocabulary words 9891 7871
OOV words (rate) | 1102 (2.4%) 562 (1.2%)
running subwords 54841 53097
vocabulary subwords 10458 8151
OOV subwords (rate) 0 (0.0%) 0 (0.0%)
newstest2017: sentences 3004
running words 60961 64765
vocabulary words 12760 9416
OOV words (rate) | 1551 (2.54%) 684 (1.06%)
running subwords 76342 73107
vocabulary subwords 12576 9388
OOV subwords (rate) 0 (0.0%) 0 (0.0%)
newstest2018: sentences 2998
running words 64037 67527
vocabulary words 13067 10079
OOV words (rate) | 1582 (2.47%) 791 (1.17%)
running subwords 79361 76854
vocabulary subwords 12979 9970
OOV subwords (rate) 0 (0.0%) 0 (0.0%)

A.1.3 WMT 2014 English—German

The statistics for the training, development, and test sets of the WMT 2014 English—German
task provided for the WMT 20145 are given in Table A.3. Similar to WMT German—English, the
bilingual data also contains Europarl v7, Common Crawl, and News Commentary v12, in total
4.5M sentence pairs. We follow a practical recipe from the fairseq toolkit® [Ott & Edunovt 19]
and use a random subset of the training data as the development set for parameter optimization,
newstest2013 to pick the model checkpoint, and newstest2014 as the blind test set. In contrast
to WMT 2018 German— English, after tokenization, we do not apply true-casing and let the model
itself learn it. A 40k joint BPE operation yields subword-level sentences.

A.2 Automatic Speech Recognition
A.2.1 Switchboard 300h

We conduct experiments on Switchboard-1 (LDC97S62) [Godfrey & Holliman™ 92]. This dataset
consists of approximately 260 hours of English narrow-band 8kHz telephone conversations about

Shttp://www.statmt.org/wmt14
Shttps://github.com/pytorch/fairseq
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A.2 Automatic Speech Recognition

Table A.2: Corpus statistics for WMT 2018 Chinese—FEnglish. A separate BPE with 32k merge
operations is applied.

Chinese English

train: sentences 17000000
running words 362M 396M
vocabulary words 1255279 747594
running subwords 372M 408M
vocabulary subwords 46983 32159
newsdev2017 (dev): sentences 2002
running words 53678 59816
vocabulary words 9182 8915
OOV words (rate) | 747 (1.5%) 349 (0.6%)
running subwords 58701 65062
vocabulary subwords 9151 9163
OOV subwords (rate) | 9 (0.0%) 17 (0.0%)
newstest2017: sentences 2001
running words 50108 54904
vocabulary words 8850 8245
OOV words (rate) | 956 (1.9%) 429 (0.8%)
running subwords 55891 59696
vocabulary subwords 8878 8470
OOV subwords (rate) | 8 (0.0%) 12 (0.0%)
newstest2018: sentences 3981
running words 96670 113449
vocabulary words 13384 12688
OOV words (rate) | 1582 (1.6%) 755 (0.7%)
running subwords 106859 123016
vocabulary subwords 12417 12286
OOV subwords (rate) | 12 (0.0%) 16 (0.0%)

various casual topics containing multiple speakers. A small portion of the training data is extracted
as the cross-validation set to tune parameters. We use Hub5’00 (LDC2002509) to evaluate the
model, consisting of Switchboard and Callhome parts. We report WER on both parts separately
and their average (X). Hub5’00 is used as the development set to select the best checkpoint, tune
language model scales, etc., and Hub5’01 (LDC2002S13) is considered as the test set.

Language Model

Language model training consists of Switchboard and Fisher parts of transcriptions resulting
in 27M words. There is an overlap of 3M out of 27M words between the acoustic and language
model training. The words are segmented into subword units using the same BPE operation as the
acoustic model. We use both an RNN-based [Sundermeyer & Schliiter™ 12] and a self-attentive-
based language model [Liu & Saleh™ 18, Al-Rfou & Choe™ 19] from [Irie 20]. The RNN-based
model is composed of an embedding layer of size 256 followed by two LSTM layers with 2048 cells.
A dropout of 0.2 is applied. It is trained using SGD, and gradient clipping [Zeyer & Iriet 18]. The
self-attentive-based language model consists of 30 layers with 8 heads each. The dimensions of
the input embedding, self-attention, and feedforward layers are chosen to be 128, 512, and 2048,
respectively. It is trained using the standard SGD update rule with a learning rate of 1, a decay
factor of 0.9, and a gradient clipping of 1. More details can be found in [Zeyer & Bahar™ 19].
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Table A.3: Corpus statistics for WMT 2014 English—German. The development set is a random
subset of the training data. A joint BPE with 40k merge operations is applied.

English German

train: sentences 3961179
running words 103M 98M
vocabulary words 688k 1.4M
running subwords 112M 115M
vocabulary subwords 40356 42709
dev: sentences 40058
running words 1048320 995714
vocabulary words 53142 90108
OOV words (rate) | 3662 (0.3%) 8157 (0.8%)
running subwords 1140227 1169686
vocabulary subwords 23913 32001
OOV subwords (rate) | 38 (0.0%) 14 (0.0%)
newstest2013: sentences 3000
running words 65599 64251
vocabulary words 9552 12683
OOV words (rate) | 472 (0.7%) 943 (1.5%)
running subwords 73637 78381
vocabulary subwords 9410 12315
OOV subwords (rate) | 0 (0.0%) 0 (0.0%)
newstest2014: sentences 3003
running words 68948 64506
vocabulary words 10230 13818
OOV words (rate) | 727 (1.1%) 2202 (3.4%)
running subwords 78182 81626
vocabulary subwords 9848 12719
OOV subwords (rate) | 2 (0.0%) 768 (0.9%)

A.2.2 LibriSpeech 960h

LibriSpeech is a large-scale corpus of approximately 1000 hours of 16kHz read English speech
prepared by [Panayotov & Chen* 15]”. The data are derived from reading audio books from the
LibriVox project and have been carefully segmented and aligned. The speakers in the corpus have
been ranked according to WER of a model’s transcripts and designated as clean and other for
the more challenging (noisy) speech. Both the development and test sets are composed of both
male and female speakers.

Language Model

In order to train the language models, a corpus is employed in conjunction with the LibriSpeech
ASR corpus, including 800M words without overlap to the parallel acoustic data®. Two language
models are used for this task, with more details in [Irie 20]. The RNN-LM is deeper than that
for Switchboard, with 4 layers of LSTM with 2048 nodes each. The size of input embedding is
set to 128. No dropout is applied. The self-attentive-based LM consists of 24 layers of 8-head
self-attention with 1024 nodes. The feedforward hidden dimension is 4096 [Irie & Zeyer™ 19].

"http://www.openslr.org/12/
Shttps://www.openslr.org/11/
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A.3 Speech Translation

A.3 Speech Translation

The international workshop on spoken language translation (IWSLT) is an annual evaluation
campaign centering on the translation of technical lectures, the TED talks”. The campaign is
particularly concerned with improving the translation of spoken and speech forms.

A.3.1 IWSLT English—German

IWSLT provides one of the oldest speech translation datasets and contains English transcripts of
TED talks aligned at the sentence level and augmented with German translations. The statistics
for the training, development, and test data of the IWSLT 2018 TED talks English—German
speech translation task [Cho & Fiinfert 14] provided for IWSLT 20180 are given in Table A.4.
We realized that the provided audio-to-source-sentence alignments of the TED talks are often not
correct in any of the training, development, and test sets. As this can significantly degrade the
performance of the audio encoder for the end-to-end speech translation approaches described in
Chapter 6, we automatically recompute alignments by force-aligning each TED recording to its
corresponding source sentences, and apply heuristics to overcome the problem of transcription
gaps (speech segments without a translation in the parallel data) [Matusov & Wilken™ 18]. In
addition, we perform a manual revision of these new alignments on the development and test sets
to ensure reliable evaluation results.

Table A.4: Corpus statistics for speech translation IWSLT 2018 English—German. A joint BPE
of 20k symbols is applied.

‘ ‘ English German ‘
train: segments 171121
duration[h] 272h
running words 2624952 2833952
vocabulary 45289 113192
running subwords | 2787311 3351851
vocabulary subwords 17909 19361
TED dev2010: segments 888
duration[h] 1hllm
running Words 17467 19044
vocabulary 3180 4058
OOV words (rate) | 224 (1.3%) 623 (3.3%)
running subwords 18769 22676
vocabulary subwords 3520 4726
OOV subwords (rate) | 13 (0.0%) 80 (0.4%)
TED test2015: segments 1080
duration[h] 1h52m
running words 17977 19743
vocabulary 3110 3971
OOV words (rate) | 210 (1.2%) 521 (2.6%)
running subwords 19109 23004
vocabulary subwords 3452 4630
OOV subwords (rate) | 8 (0.4%) 92 (0.4%)

“https://www.ted.com/talks
https://sites.google.com/site/iwsltevaluation2018/Lectures—task
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Table A.5: Corpus statistics for speech translation MuST-C English—Spanish. Separate BPE of
5k and 32k symbols are used on English and Spanish, respectively.

‘ ‘ English Spanish ‘

train: segments 261794
duration[h] 496h
running words 6138743 5742761
vocabulary 69457 112753
running subwords | 6181807 6154156
vocabulary subwords 4934 30879
dev: segments 1316
duration[h] 2h33m
running words 32194 30524
vocabulary 3898 5135
OOV words (rate) | 154 (0.5%) 341 (1.1%)
running subwords 31135 32560
vocabulary subwords 3234 5412
OOV subwords (rate) | 0 (0.0%) 6 (0.0%)
testHE: segments 600
duration[h] 1h15m
running words 14306 13551
vocabulary 2601 3165
OOV words (rate) | 104 (0.7%) 151 (1.1%)
running subwords 14587 14458
vocabulary subwords 2465 3398
OOV subwords (rate) | 1 (0.0%) 6 (0.0%)
testCOMMON: segments 2502
duration[h] 4h10m
running words 54344 49034
vocabulary 5757 7708
OOV words (rate) | 354 (0.7%) 592 (1.2%)
running subwords 54398 52572
vocabulary subwords 3891 e
OOV subwords (rate) | 0 (0.0%) 13 (0.0%)

Additional Machine Translation Data In line with the IWSLT 2018 evaluation campaign speci-
fications, we use the TED, OpenSubtitles2018 [Lison & Tiedemann 16] corpora, as well as the
data provided by WMT 2018, i.e., (Europarl, ParaCrawl, CommonCrawl, News Commentary, and
Rapid) as the potential training data for the machine translation system training, amounting
to 656M lines of parallel sentence pairs. We then filter this data based on several heuristics. We
follow a similar scheme to that described in [Matusov & Wilkent 18] to filter noisy segments
with programming code and XML markup. Sentences with at least 3 and at most 80 words are
kept. Those sentence pairs whose source and target lengths differ by a factor of 5 or more are also
ignored. Doing so results in a total of 37.6M aligned sentence pairs with 556 M and 615M words on
the English and German sides, respectively. On the German text, we apply the standard simple
preprocessing pipeline consisting of minor text normalization steps, tokenization, and true-casing
using Moses, followed by 20k BPE segmentation with a vocabulary threshold of 50 tokens.

Additional Automatic Speech Recognition Data A total of 390 hours of transcribed speech
from the TED-LIUM v2 and IWSLT speech translation corpora are used where we exclude the
black-listed talks. The TED-LIUM corpus is used to create the pronunciation lexicon. Altogether,
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Table A.6: Corpus statistics for speech translation LibriSpeech English—French. A joint BPE of
5k symbols is applied.

‘ ‘ English French ‘

train: segments 47271
durationh] 100h
running words 960999 1091118
vocabulary 33052 106310
running subwords | 1315889 1801264
vocabulary subwords 3657 4170
dev: segments 1071
duration|h] 2h
running words 18651 19226
vocabulary 3680 6099
OOV words (rate) | 188 (1.0%) 1010 (5.3%)
running subwords 25012 31098
vocabulary subwords 2581 2835
OOV subwords (rate) | 0 (0.0%) 0 (0.0%)
test: segments 2048
duration/h] 3h40m
running words 36336 37416
vocabulary 5689 9963
OOV words (rate) | 475 (1.3%) 1855 (5.0%)
running subwords 48651 60336
vocabulary subwords 2926 3205
OOV subwords (rate) | 2 (0.0%) 2 (0.0%)

the ASR data contains 260K segments with approximately 5M subwords.

A.3.2 MuST-C English—Spanish

The data statistics for the training, development, and test sets of the MuST-C English—Spanish
speech translation task [Gangi & Cattoni™ 19]'! are given in Table A.5. The direct speech
translation data includes around 496 hours of transcribed and translated speech data for training.

Additional Machine Translation Data For English—Spanish, we select a huge available bilingual
dataset downloaded from the OPUS project [Tiedemann 12]'2. This contracts from the IWSLT TED
task where there is a compulsion on allowed training data. The total bilingual machine translation
data is composed of the MuST-C, TED, News—Commentary, Europarl, Wikipedia, CommonCrawl,
WMT-News, OpenSubtitles, and JRC-Acquis corpora. A filtering approach based on sentence
similarity reduces the size of the training data. After filtering, we obtain around 47.7M sentence
pairs, which is equal to 520M and 477M tokens in English and Spanish, respectively. The large
majority of MT parallel data comes from text sources and thus includes punctuation marks, digits,
and special symbols. We apply additional preprocessing to the English side of the data to make it
look like speech transcripts produced by the ASR system [Matusov & Wilken™ 18].

Additional Automatic Speech Recognition Data To train ASR models, more data is taken, a
total of approximately 2300 hours of transcribed speech including ST-EuroParl [Iranzo-Sanchez &

"https://ict.fbk.eu/must-c/
“https://opus.nlpl.eu/
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Silvestre-Cerda™ 20]'3, How2 [Sanabria & Caglayan® 18]14, MuST-C, TED-LIUM release3 [Rousseau
& Deléglise™ 14] (excluding the black-listed talks), LibriSpeech, Mozilla Common Voice!®, and
IWSLT TED. Similar to IWSLT 2018, we apply an automatic re-alignment process to improve the
quality of TED talk segmentation. We also fine-tune the models on the ASR part of the MuST-C
English—Spanish speech translation data.

Additional Monolingual Data To train language models, we select 2.1B tokens where the in-
domain text data can be acquired through publicly available data. The language models are trained
using additional data (extracted from the Opensubtitles, gigaword and WMT news corpora) of
1.2B tokens where a small portion of it (50M tokens) corresponds to the transcription of 2300
hours of audio. This additional data is 24 times larger.

A.3.3 LibriSpeech English—French

The LibriSpeech English—French speech translation dataset [Berard & Besacier™ 18] is an
augmentation of its ASR corpus. It contains English utterances from audio books automatically
aligned with French text, resulting in 100 hours of clean triple data. Table A.6 presents the corpus
statistics of all available sets. In contrast to the previous tasks, we utilize neither additional ASR
nor MT data and study LibriSpeech English—French as a low-resource task.

Bhttps://www.mllp.upv.es/europarl-st/
“https://github. com/srvk/how2-dataset
https://voice.mozilla.org/en/datasets
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B. ADDITIONAL RESULTS

Chapter 4

This section provides the detailed results on length analysis in Chapter 4.

Table B.1 shows the performance difference of the models with respect to source sequence lengths
on WMT German—English. The sentences are obtained from the concatenation of newstest2008-
2018. Sentence pairs are grouped based on the source length J with intervals of 25 subwords each.
The number of sentences per bin is given by |G|.

Table B.1: Performance difference of the models with respect to source sequence lengths on WMT
2018 German—English.

model max J <25 26 < J <50 51<J <75 76 < J <100 J > 101

length |Go.25| = 1070 |Gag:50| = 6333 |Gs1.75] = 5084 | |Gre:100] = 1880 | |Giotiint| = 755
in training Brev™  Ter™ | Buev™  Ter™ | Bued™ Ter”™ | Buev™  Ter™ | Bueo™  Ter™

self-attentive 100 25.9 64.1 26.5 62.9 26.8 62.8 26.3 63.7 19.2 70.7
75 26.0 63.9 26.6 62.6 26.6 62.9 224 67.2 14.1 75.3

50 25.9 64.1 26.3 62.7 20.3 67.8 13.8 74.8 7.7 81.9

+ d=1024 100 25.6 65.4 26.3 63.3 26.4 63.1 26.1 64.3 21.6 68.8
75 25.9 64.4 26.6 62.8 27.0 62.5 25.3 63.8 15.7 73.1

50 25.6 64.7 26.2 62.8 22.1 66.2 14.6 73.7 7.8 81.3

+ relative encoding 100 26.1 64.3 26.3 63.3 26.6 63.3 26.7 63.8 24.2 67.5
75 25.8 63.8 26.4 62.8 26.6 62.8 26.2 63.6 23.2 66.9

50 25.5 64.3 26.1 62.9 25.8 63.0 25.0 63.8 21.5 67.3

RNN attention 100 25.4 63.3 26.0 62.5 26.1 63.0 25.8 63.7 23.0 68.2
75 25.1 63.5 26.0 62.5 26.2 62.8 25.5 64.0 23.1 67.5

50 25.2 63.7 26.0 62.3 25.5 62.6 21.3 66.6 14.5 73.9

2D RNN 100 24.9 65.0 254 64.4 25.7 65.0 26.0 64.8 24.0 68.1
75 24.8 65.0 25.1 64.6 25.2 65.1 24.9 66.1 22.1 69.1

50 24.5 65.5 25.1 64.3 24.9 64.7 25.0 65.2 21.9 69.8
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B Additional Results

Chapter 6

This section is reserved for detailed secondary results for different speech translation tasks in
Chapter 6.

IWSLT English—German

Automatic Speech Recognition Results Table B.2 shows the error rates of ASR models for
IWSLT 2018 English—German. The hybrid HMM model with a 4-gram language model is on par
with the attention-based model. The count-based LM has the OOV rate of 0.2% on dev2010 and
0.5% on test2015. The language models’ perplexities are 133 and 122 on dev2010 and test2015,
respectively. It confirms that a carefully trained attention model can substitute the hybrid HMM
model. This observation along with the fact that hybrid HMM are out of the scope of this work
persuaded us to continue only with the attention-based ASR model in the cascaded pipeline.

Table B.2: The word error rate of the ASR models on IWSLT English—German.

AM LM Wer"” #
dev2010 test2015 | parameters
hybrid HMM [Matusov & Wilken™ 18] | 4-gram 11.1 10.7 26M
RNN attention none 11.2 10.6 227TM

MuST-C English—Spanish

Automatic Speech Recognition Results For the MuST-C English—Spanish speech translation
task, we train self-attentive in addition to the RNN model. Table B.3 compares the results in
terms of WER. Since we utilize a large amount of the ASR data (approx 2300h), the self-attentive
model performs as strong as the recurrent model on average (lines 1 and 4).

Table B.3: The word error rate of ASR models on MuST-C English—Spanish.

[%]

AM LM WER #
test-HE test-COMMON | parameters

RNN attention | none 7.3 10.4 162M
RNN 6.3 9.5 +130M
self-attentive 6.0 9.1 +308M

self-attentive none 7.5 10.5 85M
RNN 6.2 9.5 +130M
self-attentive 5.9 9.4 +308M

For this task, we also train two language models: LSTM with 4 layers of size 2048 each and a
24-layer 8-head self-attention LM with 1024 nodes. The details of the LM data (including 2.1B
tokens) are discussed in Section A.3.2. The language model score is combined with that of the
acoustic attention-based model as in Equation 3.72 in decoding. Table B.4 indicates that the deep
self-attentive model has lower perplexity, thus it leads to relatively lower WER. The use of external
language models, as presented in Table B.3 directly affects the performance of the ASR models.
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Table B.4: The language model perplexities for MuST-C English—Spanish.

LM test-HE test-COMMON ‘ # parameters
RNN 454 46.2 130M
self-attentive 35.3 35.9 308M

Cascade Speech Translation Results As reported in Table B.3, the source language models
reduce the word error rates for the MuST-C task. Hence, we integrate them on the ASR side of
the cascade system and show the results in Table B.5.

Table B.5: Performance of the ST cascade systems on MuST-C English—Spanish.

ASR MT LM test-HE test-COMMON
Buev™  Ter™ | Bueu™  Ter”
RNN RNN none 37.6 46.5 30.2 55.4
RNN 38.5 45.8 31.2 54.3
self-attentive 38.9 45.3 31.3 54.3
self-attentive | none 37.9 46.5 31.0 54.8
RNN 39.0 45.7 32.1 53.6
self-attentive 39.5 45.4 32.2 53.6
self-attentive | RNN none 37.1 47.1 30.2 55.1
RNN 38.6 45.6 31.2 54.2
self-attentive 38.7 45.3 31.2 54.5
self-attentive | none 37.5 47.4 31.2 54.7
RNN 38.7 46.3 32.2 53.3
self-attentive 39.0 46.0 31.5 55.7
LibriSpeech English—French
Automatic Speech Recognition Results The word error rates

on the LibriSpeech

English—French sets in Table B.6 also indicate the reasonably good performance of the RNN
attention model with 16.2% on the test set.

Table B.6: The word error rate of the ASR model on LibriSpeech English— French.

(%]

AM LM WER #
dev test | parameters
RNN attention | none | 164 162 |  168M |
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