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Dynamic graphs have been gaining increasing popularity across various application domains. With the
growing size of these graphs, the update performance as well as space occupancy is becoming a crucial aspect
of dynamic graph storage. Although existing dynamic graph systems can handle massive streaming updates
(e.g., insertions and deletions), they cannot achieve both high throughput and low memory footprint. Drawing
inspiration from the basic operations of the van Emde Boas (vEB) tree in double-logarithmic time, we designed
Spruce, a high-performance yet space-saving in-memory structure to store dynamic graphs. Spruce uses a
compact representation to construct the tree-like multilevel structure, which shares the common prefixes of
vertices and has no merging or splitting of nodes to achieve the requirements of low memory consumption and
high-efficiency dynamic operations. Furthermore, Spruce incorporates a read-optimized concurrency protocol,
which refines ROWEX and Optimistic Locking, to facilitate efficient simultaneous read/write operations. Our
experiment demonstrates that compared to Sortledton (the best of competitors), Spruce is up to 2.4× faster in
ingesting graph updates, while saving up to 38.5% of memory space. As for graph analytics, Spruce shows high
adaptability to different analytical workloads, and achieves comparable performance to other state-of-the-art
dynamic graph structures.
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1 INTRODUCTION
Graph analytical techniques have been under rapid development and are widely implemented in
our daily lives. They are used in various fields, including economics, physics [74], chemistry [37]
and biology (for DNA analysis) [25], etc. For example, Facebook and Twitter use social networks to
manage social relationships among users [48], while JPMorgan Chase uses the graph database to
help generate risk management measures [61]. These graphs not only have large scales, containing
up to billions of vertices and trillions of edges [36, 46], but also are continuously changing [7, 31],
with streaming updates reaching at a high rate [51]. Nowadays, lots of applications are built on
evolving graphs, such as dynamic social recommend systems [66] and real-time events discovery
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[4]. Therefore, there is an urgent need for both high-performance and space-saving dynamic graph
data systems.
The storage scheme is a crucial part of graph systems, which affects the memory footprint,

graph analytics run time, and update performance. Most existing graph systems organize graph
data based on two types of data structures: adjacency list [35] and Compressed Sparse Row (CSR)
[47]. The adjacency list organizes each vertex’s adjacency edges in a linked list, which is easy
to edit and suitable for streaming updates. But the pointers in lists not only take up extra space
but also lead to pointer chasing (irregular memory access) when accessing adjacency edges [8].
Besides, it stores vertices in a static array, which is unsuitable for storing evolving graphs. CSR is
a kind of compressed sparse matrix, which stores the non-zero elements of the matrix in several
arrays [68]. Intrinsically, CSR uses a compact storage scheme that stores elements consecutively in
dense arrays. It has good spatial locality as well as space efficiency, making it ideal for static graph
storage [63, 64]. However, when it comes to dynamic graphs, CSR is inconvenient because it has to
reconstruct the whole array when performing insertions or deletions on the graph.
Recently, many data structures have been developed from the adjacency list and CSR to better

meet the growing need for evolving graph storage. These structures mainly focus on three aspects
of efforts: (1) enabling fast modification and mapping of vertices, (2) providing good editability and
accessibility of adjacency edges, and (3) supporting concurrent read/write operations. For (1), recent
works usually construct a high-performance index for vertices, including hash table, B+ tree, radix
tree, purely-Functional tree and multilevel vectors [3, 22–24, 29, 43]. Regrettably, these indexes
cannot avoid reconstructing, splitting or merging part of their structures when the vertices suffer
from frequent changes, which leads to performance degradation on write-heavy workloads. For (2),
typical methods include using skip lists to accelerate queries, adopting block-based list structure to
improve locality, pre-allocating spaces in arrays for upcoming insertions, etc [27, 29, 43, 72, 73].
For (3), multi-version concurrency control (MVCC) along with optimistic locking is widely adopted
[29, 43, 75] to satisfy the growing requirement of running graph analytics along with graph updates.
However, existing data structures for evolving graph storage are difficult to juggle both space
consumption and dynamic performance, which still presents opportunities for improvement.
In this paper, we present Spruce, a high-performance yet space-saving structure for dynamic

graph storage. Our method borrows the idea from van Emde Boas tree (vEB tree) [69], a tree
data structure that implements an associative array and guarantees operations in 𝑂 (𝑙𝑔𝑙𝑔(𝑢)) time
when using 𝑂 (𝑢) space to store 𝑛 elements of universe 𝑈 = {0, 1, 2, ..., 𝑢 − 1} [71]. Spruce takes
advantage of the shared prefix nodes and compact format of the vEB tree to save space, as well
as the no splitting and merging of nodes to improve operational performance. Moreover, we use
a block-based strategy to organize vertices to optimize their space consumption. For storage of
adjacency edges, we introduce a combination of dynamically changeable buffers and compact
sorted blocks like CSR to balance space overhead and operation performance. Besides, we design a
lightweight concurrency protocol that benefits from the features of no splitting and merging of
index nodes, significantly improving system concurrency performance and throughput.
We compared Spruce with other state-of-the-art dynamic graph systems on different datasets.

The experiment result shows that Spruce notably outperforms all existing graph systems for
insertion and deletion throughput while using the least runtime memory. Also, Spruce provides
comparable graph analytics performance on read-only workloads and supports graph pattern
matching algorithms (e.g., local clustering coefficient). As for mixed workloads, Spruce achieves
over 10× speed up compared to LiveGraph when ingesting updates, and has lower run times for
concurrent graph analytics.
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Fig. 1. The prototype of vEB tree. This instance represents the set {4, 6, 7, 12, 13, 14, 15} of universe
U = {0, 1, 2, ..., 15}.

2 PRELIMINARIES
2.1 Van Emde Boas tree
A𝑏𝑖𝑡𝑣𝑒𝑐𝑡𝑜𝑟 is a bit array 𝐵 that compactly stores bits, which is the base structure of the vEB tree. The
bitvector can efficiently map a range of integers to values in the set {0, 1} using less space (e.g., the
set 𝐴 = {0, 2, 5, 6, 7} of 5 bytes can be represented as the 8-bit bitvector 𝐵 [8] = {1, 0, 1, 0, 0, 1, 1, 1}).
Van Emde Boas tree (vEB tree) [69] supports dynamic operations on a set 𝑆 of 𝑛 keys chosen from
the universe𝑈 = {0, 1, 2, ..., 𝑢 − 1} in worst case time𝑂 (𝑙𝑔𝑙𝑔(𝑢)). The prototype of the vEB tree is a
multiway tree consisting of bitvectors using𝑂 (𝑢) space, as shown in Figure 1. The bitvectors at the
bottom contain𝑢 bits in total, where each bit indicates the presence or absence of the corresponding
integer in 𝑈 . The upper nodes are treated as a bitvector 𝑠𝑢𝑚𝑚𝑎𝑟𝑦 [0, ..

√
𝑢 − 1]. If 𝑠𝑢𝑚𝑚𝑎𝑟𝑦 [𝑖] is 0,

the bits in the bitvector of size
√
𝑢 at the lower level are all 0. Otherwise, at least one of these bits is

1.
Dynamic operations are easy to perform on this structure. Take the vEB tree in Figure 1 as an

example. To insert 2, we set the corresponding bit in 𝑁𝑜𝑑𝑒 0 to 1 and also set the 𝑠𝑢𝑚𝑚𝑎𝑟𝑦 [0] to 1.
To delete 15, we first set the 4th bit in 𝑁𝑜𝑑𝑒 3 to 0, then set 𝑠𝑢𝑚𝑚𝑎𝑟𝑦 [3] the result of logical-or of
the bits in 𝑁𝑜𝑑𝑒 3, which is 1. These operations only take 𝑂 (𝑙𝑔𝑙𝑔(𝑢)) time on the vEB tree since
the size of total bits in bitvectors shrinks by the square root at each level. Unlike B tree [10], B+

tree [20], prefix tree [28], and many of their variants [14, 50, 54], these operations do not cause
resizing splitting or merging of nodes, which demonstrates superiority over them.
A standard vEB tree requires 𝑂 (𝑢) space to store a subset of size 𝑛 in the integer universe 𝑈 .

This upper bound can reduced to 𝑂 (𝑛𝑙𝑔𝑙𝑔(𝑢)) by using hash tables to replace bitvectors and only
allocating space and entries for non-empty nodes (i.e., nodes that have at least one value) [6]. Each
level takes at most 𝑂 (𝑛) space, and there are 𝑂 (𝑙𝑔𝑙𝑔𝑢) levels. Therefore, the total space bound is
𝑂 (𝑛𝑙𝑔𝑙𝑔(𝑢)). However, such a representation requires a lot of different hash tables, which is still
expensive for space and lowers the vEB tree’s performance.

2.2 Optimistic Locking and ROWEX
Optimistic locking [39] is a concurrency control method based on the optimistic assumption that
there will be few concurrent modifications on the same resources. An optimistic lock usually
consists of an exclusive lock and a timestamp. For each writer, it modifies the data exclusively and
updates the timestamp at each write. For each reader, it takes the timestamp as an argument and
reads data when the lock is free. After reading, it rechecks the timestamp to make sure no changes
have occurred during the reading process. If the check detects stale data, the read result is invalid,
and corresponding operations need to be restarted. The advantages of optimistic locking are that it
can prevent deadlocks and avoids the overhead of frequently locking the data.
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Fig. 2. Graph Representation: (a) an example of a weighted graph; (b) adjacency list of (a); (c) CSR of (a).

Optimistic locking behaves well when few conflicts occur among writers, but the restart strategy
may result in a significant performance slowdown for reads on write-heavy workloads. Read-
Optimized Write EXclusion (ROWEX) [41] was proposed and firstly used in adaptive radix tree
(ART) [40] to solve this problem. The main component of ROWEX is the write lock. This lock only
provides exclusion among writers, and readers can read data ignoring the locks. To avoid restarts
while ensuring the correctness of reads, any read or write must execute atomically. Besides, the
internal data structures in ROWEX generally need some modifications to coordinate with atomic
operations. For example, to apply ROWEX, ART adds a lock for each node in the trie. It takes the
read-copy update (RCU) for updates because ensuring consistency across the entire node structure
is difficult within a single atomic operation. To update a node, ART first locks the node and its
parent. After that, a copy of the node is created, and updates are done on the copy. Then, the pointer
points to the old node is changed to the new copy using an atomic store. Finally, the old node is
marked obsolete, and the locks of the old node and its parent are released.

3 BACKGROUND ANDMOTIVATIONS
3.1 Classical Methods of Graph Representation
Adjacency list [35] and Compressed Sparse Row (CSR) [47] are two of the classical graph represen-
tation methods. For the example of weighted graph in Figure 2(a), the adjacency list is composed
of a vertex table and edge lists, as shown in Figure 2(b). The vertex table is a static array indexed
by vertex identifiers, and the edge list is a singly linked list that stores information of connected
edges, including adjacency vertices and edge properties. The adjacency list has the advantage that
it is easy to perform insertion or deletion on edge lists. However, it cannot efficiently support the
changes of vertices as the size of the vertex table is determined by the scale of the initial graph.
Besides, the pointers in the lists occupy considerable space and usually cause irregular memory
access.
CSR is more space-efficient compared to the adjacency list. As shown in Figure 2(c), CSR only

has several static arrays, i.e., offset array, edge array, and edge property arrays. The offset array
keeps the offsets of the beginning and the end of edges in the edge array for each vertex. The edge
array consecutively stores the outgoing edges of vertices, and the edge property array maintains
the properties (weight, name, etc.) of these edges. Insertions and deletions are expensive in CSR
since all arrays need to be reconstructed, making it unsuitable for storing evolving graphs.

3.2 Existing Solutions and Limitations
The key to dynamic graph storage is to enable concurrent graph updates (insertion, deletion,
property change, etc.) with low latency. Most of the existing dynamic graph systems refine the
structure of the adjacency list or CSR to store evolving graphs.
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Dynamic graph systems based on the adjacency list mainly focus on two efforts: (1) make vertex
table support dynamic operations and (2) improve access and update speed of edge lists. For (1), most
systems use an index to map explicit vertex identifiers to logical vertex identifiers and store logical
vertices in arrays. For example, hash tables, adaptive radix tree, and multilevel vectors are used to
index logical vertices. Hash tables are known to take up much more space than other indexes to deal
with collisions, and existing tree-like indexes for graph systems cannot avoid merging, splitting, or
resizing nodes when executing graph updates, reducing their efficiency. For (2), the methods are
diverse. Stinger [24] aggregates nodes in edge lists as blocks to improve read efficiency and uses
a hash table as the secondary index to accelerate point queries. Graphone [38] novelly combines
adjacency list with edge log array. Any changes on the graph are firstly appended to the tail of the
edge log array and then merged into the adjacency list in batches. Sortledton [29] applies unrolled
skip list [56] to replace edge lists. An unrolled skip list manages multiple edges in the list nodes
and borrows the concept of the skipped list to provide logarithmic time complexity for lookup,
insertion, and deletion. Aspen [26] and Pac-trees [22] develop a new compressed purely-functional
search tree data structure, which could store compressed edge data with low space occupation at
the cost of slowdown in updates. Regrettably, none of these methods could both well reduce the
space usage of edge lists and gain high throughput for updates.
There are three typical ways to make CSR support graph updates. The first one is dividing

CSR into segments [27] to avert the reconstruction of the whole array. The vertices are stored in
separate segments indexed by a global array, and each vertex’s edges are stored in an edge array.
The insertion only needs to edit a single segment and shift values in the corresponding edge array.
Though such a design enables CSR for updates, the cost of shifting values at each insertion restricts
the system’s throughput to some extent. The second one is using snapshots for graph updates
[49]. Any batch changes on the initial graph are written to a new snapshot, and the query on
the graph may iterate through multiple snapshots. The snapshots would grow rapidly and take
up a lot of space when graphs are frequently updated. Thus, this method only works well with
seldom-changed graphs. The third one is using packed memory arrays (PMA) [13] to store edges
[73]. Empty slots or gaps are arranged between elements in PMAs, so there is no need to shift
existing elements when inserting new elements. However, these gaps need to be rebalanced when
the gaps are few or distributed very unevenly, which leads to significant latency when the array is
large. Besides, the gaps occupy extra space and fail to embody the space efficiency of CSR.

In addition to the above findings, the concurrent protocol design is critical to the performance of
the graph system. Early works only provide parallelization support [18, 53, 62]. In order to improve
concurrency efficiency, these systems generally execute updates and queries in turn, which means
that updates wait for all queries to finish before updating the graph, and queries wait for updates to
finish before accessing the graph. Recent research shows a new concern for concurrent execution
of graph updates along with queries [22, 29, 43, 75]. Most studies use the optimistic locking strategy
and multiversion concurrency control (MVCC) to allow running graph algorithms on continuously
evolving graphs. For example, LiveGraph uses two timestamps per edge to preserve the sequential
nature of scans on graphs, and Teseo uses a variant of the optimistic latch for transactions. We
noted that such a method could be optimized with ROWEX, which can improve read efficiency.

3.3 Opportunities
Given the limitations of existing graph systems, we now identify several opportunities for our
design.
Opportunity One: Replace vertex table with the vEB-tree-like structure to support

changes of vertices. Compared to other indexes for the vertex table, the vEB tree has a remarkable
advantage in that its nodes do not merge, split, or copy for updates. Moreover, graph data are
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usually extracted using graph labeling techniques [30], where unique, densely packed integers
are used as vertex identifiers [3, 32, 43] to provide efficiency for storage and computation. Such
a feature could benefit from the bitvector representation. However, the scale of bitvectors in the
original vEB-tree is only related to the universe size of the given integers. For 64-bit integers,
there are 6 levels of bitvectors, and the bottom bivectors should have 264 bits in total, resulting in
unbearable space consumption. To address it, we borrow the concept of the vEB tree and design a
block-based, tree-like vertex index, which has a lower memory footprint and access latency.
Opportunity Two: Redesign the edge list consisting of bufferblock and sortedblock

to strike a balance between space usage and update speed. The adjacency list offers good
support for graph updates, while CSR offers excellent memory access performance. The majority
of real-world evolving graphs are sparse [19, 44], where most vertices have relatively low degrees.
Thus, for each vertex, we maintain a sortedblock that compactly stores its neighbors like CSR in
sorted order and use a bufferblock indexed by an indicator to replace the list structure for fast
insertions. The high-degree nodes usually take only a very small part of the vertices, and the overall
maintenance cost for them is relatively low, so we do not specially design complicated structures
for them.
Opportunity Three: Develop a lightweight concurrency control protocol to support

concurrent operations. The most distinctive advantage of ROWEX is that readers are never
blocked. To achieve this goal, traditional designs of ROWEX usually adopt the exclusive lock, CAS,
and read-copy update (RCU) techniques [41]. However, the implementation of RCU will bring
additional space and time costs when copying blocks. We note that there has been no prior work
on supporting parallelism on vEB trees [5], and the nonexistence of node splitting and merging
in the vEB tree provides opportunities to refine ROWEX by editing data in nodes/blocks without
RCU. For the range-scan consistency needed for getting neighbors of a vertex, optimistic locking is
an ideal solution. Hence, a blend of ROWEX and optimistic locking is well suited to our tree-like
data structure.

4 DATA STRUCTURE DESIGN
The data structure of Spruce is composed of a vEB-tree-like vertex index and edge storage blocks
(bottomblocks), as shown in Figure 3. Spruce’s index is composed of a hash table and multi-level
bitvectors. The bitvectors are segmented into fixed-sized blocks (topblocks and middleblocks),
which are allocated as needed. The vertices’ edges, along with their properties, are stored in the
bottomblocks that are connected to the middleblocks. For vertex identifiers, Spruce employs 8-byte
integers, which is enough to accommodate up to 264 vertices and is sufficient to support large-scale
graphs commonly used in practice. For edge properties, Spruce supports fixed-length properties
(or fixed-length pointers to variable-length properties). In the following subsections, we give the
structure of Spruce and its operations in detail.

4.1 Vertex Index
Spruce stores the explicit vertex identifiers in its index structure, which map vertices to their
connected edges. We divide the 8-byte vertex identifier into 4 + 2 + rest bytes and store them
separately in the hash table, topblocks, and middleblocks. By such division, the maximum scale
of each level shrinks by the square root: a middeblock can cover at most 216 vertices, a topblock
can cover at most 232 vertices, and the hashtable at the top of our index covers at most 264 vertices.
Thus, there are 𝑂 (𝑙𝑔𝑙𝑔(𝑢)) levels in the index, and dynamic operations (e.g., insertion, deletion)
can be performed in 𝑂 (𝑙𝑔𝑙𝑔(𝑢)) time. All the blocks in these levels are allocated and deallocated in
need, which allows Spruce to dynamically fit in the size of the evolving graph.
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Fig. 3. The data structure of Spruce for 8-byte vertex identifiers. Spruce is based on adjacency lists and is
divided into four levels, which are the hash table, topblocks, middleblocks, and bottomblocks, respectively.
The first three levels take the function of vertex table, and the last level takes the function of edge lists.

The first level is a hash table. The first 4 bytes of the vertex identifier are hashed to various cells
in the hash table, which is the address of the blocks storing the middle 2 bytes (i.e., topblocks). That
is, all vertices with the same 4-byte prefix are mapped to the same topblock. We have two reasons
for choosing the hash table technology: (1) the vertex identifiers with the same 4-byte prefixes
share the same hash address, which can significantly save space, and (2) lookups in a hash table
could be accomplished in 𝑂 (1) time. In Spruce, we use Junction hash [57], which is a concurrent
hash map using linear probing for collisions.
The middle 2 bytes are encoded in topblocks. Each topblock contains a bitvector of 216 bits

denoting the middle 2 bytes and an array storing pointers. Each bit in the bitvector indicates the
existence of the 2-byte value and the corresponding pointer to the blocks storing the last 2 bytes
(i.e., middleblocks), like the global bitvector of the vEB tree. By using the bitvector, only 1 bit is
needed to represent a value. Here, we use 1 for present and 0 for absent. For example, if the bitvector
in topbolck is the sequence of 000100..., then the fourth bit indicates that the value 0x0003 of the
middle 2 bytes exists, and the fourth pointer points to the corresponding middleblock. The bitvector
is designed to accelerate the range-scan of vertices, which is used in the deletion (see Section 4.3
for details) and many graph algorithms (e.g., PageRank, WCC, and LCC). Scanning a bitvector is
much faster than scanning an array of pointers due to the fewer memory accesses.

The remaining bytes are encoded in middleblocks, which are similar to topblocks. A middleblock
only contains a bitvector having 216 bits and a pointer array of 210 group pointers. The 𝑗th group
pointer points to the 𝑗th bottomblock, which contains the aggregated adjacency edges for the
vertex identifier values from (26 · 𝑗) to (26 · ( 𝑗 + 1) − 1) of the last 2 bytes. In our index, if the 𝑖th
bit of the topblock’s bitvector is 1, then the 𝑖th middleblock exists, and there is at least a 1 in the
middleblock’s bitvector. That is, the upper level is a summary of the lower level. Note that the
number of topblocks shrinks by a factor of 216 compared to that of middleblocks, so we do not use
aggregation techniques to reduce their space.

4.2 Edge Storage
The bottomblock is an adjacency-list-like structure that stores adjacency edges for a group of
vertices (corresponding to the last 6 bits of vertex identifiers). A bottomblock is composed of three
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header indicator sortedptr logptr edges edges’ properties

header edges edges’ properties

BufferBlock

SortedBlock

Fig. 4. The data layouts for bufferblock and sortedblock. For a directed edge (𝒖, 𝒗), the bufferblock stores the
identifier 𝑣 and the property (optional) of the edge. Here 𝒏 = 2𝒌 for 𝒌 in {2, 3, ..., 𝒍𝒈𝑪}, and 𝒎 is the multiple
of 𝒏.

parts: a pointer array, bufferblocks, and sortedblocks. As shown in Figure 3, the pointer array in the
bottomblock pointed by the 𝑘th group pointer has 64 subpointers, each pointing to a bufferblock
which stores adjacency edges for a value of vertex’s last 2 bytes in range [ 𝑗, 𝑗 + 63]. The adjacency
information is stored in bufferblock and sortedblock, and the bufferblock is an insertion buffer of
the sortedblock to improve writing efficiency.
The bufferblock is designed to temporarily store the edges. The data layout for bufferblock is

shown in Figure 4. A bufferblock includes a header, an 8-byte indicator, two pointers (sortedptr and
logptr, one to sortedblock and one to logs), and two arrays (one for edges and the other for edges’
properties). The header indicates the types of the bufferblock and contains lock-related information
(which we will discuss in the next section). If the number of a vertex’s edges is less or equal to the
maximum capacity𝐶 of a bufferblock (we set𝐶 to 64 for alignment with the indicator), all the edges
are stored in the bufferblock. Otherwise, a sortedblock is needed to support storing more edges. In
bufferblock, neighbor identifiers and edge properties (optional) are stored following the same order
in two arrays, and the indicator shows the occupancy status of the arrays. We set several base types
for the array to allow it to dynamically change with the adjacency edges’ scale, and the type is
stored in the header. If the 𝑖th bit of the indicator is 0, then the 𝑖th cell in the neighbor identifier
array is empty. Otherwise, the cell stores corresponding adjacent information. Such representation
provides the following advantages:

• Accelerate insertions: In order to find an empty position in the block for insertion, Spruce
only needs to do a bitwise operation on the indicator instead of scanning the entire array
sequentially.

• Improve read efficiency: When accessing a vertex’s adjacency edges, Spruce uses the indicator
to directly extract data from non-empty cells, avoiding checking them one by one.

The sortedblock is designed to store edges as an expansion of the bufferblock. A sortedblock
includes a header, a neighbor identifier array, and an edge property array. The header indicates the
capacity of this block and the number of deleted edges in the block. The adjacency edges (except
deleted edges) in the sortedblock are stored consecutively without gaps, and they are sorted from
the smallest to the largest by vertex identifiers. When an edge is deleted, Spruce will simply mark
the edge invalid. When the edges from a full bufferblock are moved to the sortedblock, a merge
sort will be triggered to merge newly added edges. The advantages of sortedblocks are as follows:

• Speed up queries: An edge could be located in logarithmic time using binary search. The
ordered sequence is beneficial to basic pattern-matching algorithms like LCC (Local Clustering
Coefficient).

• Minimize space usage: Sortedblock compactly stores edges in arrays to efficiently use the
space. Compared to the linked list structure, it avoids the extra overhead of pointers and
enhances data locality, while maintaining considerable update performance by organizing
insertions in batches.
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Algorithm 1: Insert Edge into Bufferblock
Input: the pointer 𝑏 to the bufferblock , the directed edge 𝑒 = (𝑣1, 𝑣2,𝑤)
Output: the pointer 𝑏 to the bufferblock

1 if ! isfull(𝑏− > 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟,C) then
2 𝑖𝑑𝑥 = rank0 (𝑏 → 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟, 0) ;
3 if 𝑖𝑑𝑥 > 𝑏 → 𝑠𝑖𝑧𝑒 then
4 𝑏 = expand_buffer(𝑏) ; // double its size

5 end
6 else
7 𝑖𝑑𝑥 = 0 ;
8 if !(𝑏 → 𝑠𝑜𝑟𝑡𝑒𝑑𝑏𝑙𝑜𝑐𝑘) then
9 𝑏 → 𝑠𝑜𝑟𝑡𝑒𝑑𝑏𝑙𝑜𝑐𝑘 = new sortedblock ;

10 end
11 sort (𝑏 → 𝑒𝑑𝑔𝑒𝑠) ;
12 merge_move (𝑏 → 𝑒𝑑𝑔𝑒𝑠 , 𝑏 → 𝑠𝑜𝑟𝑡𝑒𝑑𝑏𝑙𝑜𝑐𝑘) ;
13 clear_bitvector (𝑏 → 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 ) ;
14 set_value(𝑏 → 𝑒𝑑𝑔𝑒𝑠 [𝑖𝑑𝑥], 𝑒) ;
15 set_bit(𝑏 → 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟, 𝑖𝑑𝑥) ;
16 return 𝑏;

4.3 Operations in Spruce
In Spruce, undirected graphs are implemented by directed graphs, where each undirected edge is
viewed as two directed edges. Generally speaking, dynamic graph operations include insertion,
deletion, update, and query of vertices and edges, which we will introduce as follows:
Vertex Operations. Vertex operations include Locate, Insert, Delete and GetNeighbours. Locate

(Query) is the fundamental operation in Spruce. It checks whether a vertex 𝑣 exists in Spruce and
returns the pointer to the bufferblock storing its adjacency edges. To locate 𝑣 , Spruce will first use
the 4 bytes of its vertex identifier to hash to the address of the topblock. Then, it will continue to use
the middle 2 bytes to locate the middleblock by checking the bitvector inside the topblock. A similar
process will be done in the middleblock and the bottomblock to finally locate the bufferblock. Insert
adds a vertex into the index. The execution process for Insert is similar to Locate. The difference is
that 𝐼𝑛𝑠𝑒𝑟𝑡 will set bits in the bitvectors of different levels’ blocks according to the vertex identifier.
If the block does not exist, Spruce will allocate a new one and store the corresponding pointer in
the upper level. Delete removes a vertex in the index. It will first locate the vertex position. After
that, the vertex’s bufferblock and sortedblock (if they existed) are freed, and the subpointer in
the bottomblock is set to NULL. Then, the process will check whether the bottomblock is empty
through the bitvector. If true, the bottomblock is freed, and the corresponding bit and the group
pointer in the middleblock are cleared. Finally, similar maintenance will be done for the topblock
and the hash table. GetNeighbours accesses a vertex’s adjacency edges and gets the vertex’s all
adjacency vertices’ identifier. It will first locate the vertex position, then traverse the bufferblock
and sortedblock to extract all valid neighbor vertices’ identifiers.
Edge Operations. Edge Operations include Insert, Update and Delete. Insert (𝑣1, 𝑣2,𝑤 ) adds a

new edge into the bufferblock. It will first locate vertex 𝑣1’s bufferblock, then get an empty position
through the indicator. If the bufferblock is full, the following operations are executed to generate
spaces: If the size of the bufferblock is smaller than𝐶 , the bufferblock will be expanded to twice the
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(a)

(b) (c)

(d) (e)

Fig. 5. A running example of Spruce (auxiliary structures and entries are ignored) : (a) the initial state, (b) ~(c)
insertion of edge (0, 3), (d) ~ (e) insertion of edge (217, 7). A vertex’s identifier is broken into three parts to
locate its bufferblock. Here, 0, 0, 0 is used for vertex 0, and 0, 2, 0 is used for vertex 217.

original size. Otherwise, Spruce will merge the bufferblock’s edges into the sortedblock, then empty
the bufferblock. Finally, the neighbor identifier 𝑣2 and edge property 𝑤 will be inserted into the
arrays of the bufferblock. The pseudocode for modification on bufferblock is shown in algorithm 1.
Update (𝑣1, 𝑣2,𝑤 ) updates an edge’s property. After locating the vertex 𝑣1’s position, it will check
the non-empty cells in the bufferblock to find the edge (𝑣1, 𝑣2). If the edge is not in the bufferblock,
a binary search will be performed on the sortedblock to find it. Then, the corresponding property
𝑤 for the edge will be updated. Delete (𝑣1, 𝑣2) delete an edge from the bufferblock or sortedblock. It
uses the same approach as the update to find the edge. If the edge to be deleted is in the bufferblock,
the bit of the indicator corresponding to its position is set to 0. If the edge to be deleted is in a
sortedblock, the value in its storage position is marked as invalid.

A running example of insertion is shown in Figure 5. To insert edge (0, 3), Spruce first needs to
locate its bufferblock. Since the bufferblock’s parent middleblock does not exist, Spruce allocates
a new middleblock and sets the corresponding bit to 1 in the bitvector of the topblock (Figure
5(b)). Then, it allocates a new bufferblock and sets the corresponding bit to 1 in the bitvector of the
middleblock. Finally, it insert 3 directly into the bufferblock (Figrue 5(c)). To insert (217, 7), Spruce
locates 217’s bufferblock (Figrue 5(d)). Since the bufferblock is full, the edges in the bufferblock
are merged into the sortedblock to spare spaces. Then, the value 7 is inserted into the bufferblock
(Figrue 5(e)).

4.4 Discussions
In this subsection, we specify the following advantages that distinguish Spruce from other dynamic
graph data structures:

Operation Complexity. We analyze the time complexity of fundamental operations on Spruce
and compare them with previous state-of-the-art work in Table 1. For vertex operations, Spruce’s
time complexity is second only to Stinger, which uses a single hash table to index all vertices. For
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Table 1. Time complexity of fundamental operations. 𝒏 is the number of vertices, 𝒖 is the size of integer
universe and 𝒅 is the average degree of vertices.

Operation Stinger Teseo Sortledton Spruce
locate_vertex 𝑂 (1) 𝑂 (𝑙𝑔(𝑢)) 𝑂 (𝑙𝑔(𝑛)) 𝑂 (𝑙𝑔𝑙𝑔(𝑢))
insert_vertex 𝑂 (1) 𝑂 (𝑙𝑔(𝑢)) 𝑂 (𝑙𝑔(𝑛)) 𝑂 (𝑙𝑔𝑙𝑔(𝑢))
delete_vertex 𝑂 (𝑑) 𝑂 (𝑙𝑔(𝑢) + 𝑑) 𝑂 (𝑙𝑔(𝑛) + 𝑑) 𝑂 (𝑙𝑔𝑙𝑔(𝑢) + 𝑑)
insert_edge 𝑂 (𝑑) 𝑂 (𝑙𝑔(𝑢) + 𝑙𝑔(𝑑)) 𝑂 (𝑙𝑔(𝑛) + 𝑙𝑔(𝑑)) 𝑂 (𝑙𝑔𝑙𝑔(𝑢) + 𝑑)
delete_edge 𝑂 (𝑑) 𝑂 (𝑙𝑔(𝑢) + 𝑙𝑔(𝑑)) 𝑂 (𝑙𝑔(𝑛) + 𝑙𝑔(𝑑)) 𝑂 (𝑙𝑔𝑙𝑔(𝑢) + 𝑙𝑔(𝑑))
update_edge 𝑂 (𝑑) 𝑂 (𝑙𝑔(𝑢) + 𝑙𝑔(𝑑)) 𝑂 (𝑙𝑔(𝑛) + 𝑙𝑔(𝑑)) 𝑂 (𝑙𝑔𝑙𝑔(𝑢) + 𝑙𝑔(𝑑))
get_neighbours 𝑂 (𝑑) 𝑂 (𝑙𝑔(𝑢) + 𝑑) 𝑂 (𝑙𝑔(𝑛) + 𝑑) 𝑂 (𝑙𝑔𝑙𝑔(𝑢) + 𝑑)

edge operations (which need first to locate the edges’ corresponding vertices), Spruce demonstrates
superiority over other methods in terms of edge updates and deletion. For insertions, the cost for
inserting an edge into a bufferblock and merging a bufferblock into a sortedblock is 𝑂 (1) and 𝑂 (𝑑)
(𝑑 is the degree of the vertex), respectively. As real-world graphs are sparse [19, 44], the merge
operations are not frequently triggered for most vertices.

Memory consumption. Spruce uses the vEB-tree-like index and represents it by blocks sharing
the same prefixes, which reduces the levels and saves space compared to the original vEB-tree. The
most significant difference of this index compared to other graph indexes is that in Spruce, the
vertex identifiers are separated and stored in different levels, sharing prefixes to reduce memory
consumption, while others need to store the whole identifiers. Besides, the compact data structures
(bitvector and sortedblock) help further reduce memory consumption. We note that the space
savings also result in performance improvement for most operations due to performing fewer
memory accesses.

Graph data are extracted using graph labeling techniques, which map vertex in the graphs to a
set of integers [30] (vertex identifiers). Generally, these integers are nearly sequentially numbered
to provide efficiency for storage and computation [3, 32]. We define the gap as the difference of two
contiguous integers in an ordered set. Let graph G = (𝑉 , 𝐸), 𝑛𝑣 = |𝑉 |, 𝑛𝑒 = |𝐸 |, and 𝑑𝑖 be the number
of edges connected to vertex 𝑖 . Let𝑈 = {0, 1, 2, ..., 𝑢−1} be the set of integers in the universe and𝐺, 𝐵
be the average gap between contiguous vertex identifiers in 𝑉 and the size of a bitvector in a block,
respectively. For vertex identifier set 𝑉 = {𝑣1, 𝑣2, ...} where 𝑣𝑖 < 𝑣𝑖+1, 𝐺 = (∑𝑛𝑣−1

𝑖=1 (𝑣𝑖+1 − 𝑣𝑖 ))/𝑛𝑣 =
(𝑣𝑛𝑣

− 𝑣1)/𝑛𝑣 . Thus, 𝐺𝑛𝑣 denotes the scale of bits needed to store all keys within the range[
𝑣1, 𝑣𝑛𝑣

]
. In the middleblock level, we store bits in blocks of bitvectors, so there should be no

more than 𝑛𝑣 blocks. Therefore, the total space of middleblock level considering the block size
is 𝑂 (𝑚𝑖𝑛(𝐵⌈𝐺𝑛𝑣/𝐵⌉, 𝐵𝑛𝑣)) = 𝑂 (𝑚𝑖𝑛(𝐺𝑛𝑣, 𝐵𝑛𝑣)). Since the size of upper levels shrinks by square
root, the upper bound of the total space complexity is 𝑂 (𝑚𝑖𝑛(∑𝑙𝑔𝑙𝑔 (𝑢 )−1

𝑖=0 (𝐺𝑛𝑣)2
−𝑖
, 𝐵𝑛𝑣𝑙𝑔𝑙𝑔(𝑢))).

Ignoring lower-order terms, it is 𝑂 (𝑚𝑖𝑛(𝐺𝑛𝑣, 𝐵𝑛𝑣𝑙𝑔𝑙𝑔(𝑢))). For the common case when a large
amount of 8-byte vertex identifiers in graphs are sequentially numbered (𝐺=1~2),𝐺𝑛𝑣 is far less than
𝐵𝑛𝑣𝑙𝑔𝑙𝑔(𝑢), so the space complexity of Spruce is about 𝑂 (𝐺𝑛𝑣) and the consumption in practice is
low. According to Spruce index, when𝐺=1~2, only 1~2 bits of the bitvector in middleblock level are
used to represent a vertex identifier, a bit of the bitvector in topblock level can be shared by 215~216
vertex identifiers and a slot of the hash table is shared by at most 231~232 vertex identifiers. The
worst case occurs when the gap between every two vertex identifiers is greater than 𝑢1/2, where
each block (excluding the hash table) has only one element. However, such a case is rare in practice
and can be resolved by relabeling them [43]. For edge storage, the buffer block and sorted block
dynamically adjust their size according to the number of edges stored in them, so vertex 𝑖 uses
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𝑂 (𝑑𝑖 ) space to store edges. Since 𝑛𝑒 =
∑𝑛𝑣

𝑖=1 𝑑𝑖 , we can easily deduce that the total space for storing
edges in graph G is 𝑂 (𝑛𝑒 ).
Efficiency of data access. Compared to other methods, Spruce accesses fewer blocks when

getting adjacency edges. For example, to find a directed edge and then delete it, Spruce only needs
to access the source vertex’s bufferblock and sortedblock. Stinger and GraphOne need to traverse
𝑂 (𝑑/𝐵) (𝑑 and 𝐵 references to the vertex’s degree and block capacity, respectively) blocks in the
linked list, while Teseo and Sortledton need to access𝑂 (𝑙𝑔(𝑑/𝐵)) blocks. Thus, the compact storage
scheme for bufferblocks and sortedblocks provides better data locality when accessing memory,
which further benefits its performance.

5 CONCURRENCY SUPPORT
The method of concurrency control is another important factor affecting the performance of a
graph system. An ideal concurrency protocol for a graph system should have good scalability
and space efficiency while well satisfying the requirement of running updates concurrently with
computations. For this, we take advantage of the vEB tree’s feature of no splitting and merging of
nodes, present a lightweight protocol using a combination of ROWEX and optimistic locking, and
further introduce MVCC to support transactions concurrent operations.

5.1 General Idea
The core architecture of Spruce consists of two main components: the vertex index and the edge
storage blocks. We have implemented concurrency control mechanisms for two components
independently. For the vertex index, as discussed in section 4, Spruce’s index is designed such that
there’s no need for merging, splitting, or resizing of blocks. The operations only relevant to the
index are block allocation and deallocation. Based on these, we introduced the 𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑 𝑅𝑂𝑊𝐸𝑋 ,
which is an enhancement of ROWEX, using only exclusive locks and atomic operations for write
procedures, thereby eliminating the need for the RCU technique. The underlying principle of
Improved ROWEX is simple: when a block needs modification, the writer acquires only that block’s
lock (as opposed to acquiring locks for both the block and its parent). The modification is executed
through atomic operations. During this process, an additional verification checks that the target
data hasn’t been altered by another process after the lock’s acquisition, ensuring concurrency
correctness. If this verification fails, the writer releases the lock and restarts the operation for the
block. In our designed data structure, this verification does not require a timestamp.
For edge storage blocks, there is a requirement to ensure the correctness of neighbor queries,

which works similarly to the range scan. To achieve this, we implement an optimistic locking
strategy. However, a limitation of this strategy is that when a reader accesses frequently modified
data, it might undergo numerous restarts. To address this, we’ve refined the lock to be upgradeable.
Specifically, if the number of restarts surpasses a predetermined threshold, the reader updates its
optimistic lock to an exclusive one. To further enhance the system’s capabilities, we’ve integrated
version logs, enabling transactions in Spruce.

5.2 Concurrency Protocol
In the topblock and middleblock, every 64 bits in the bitvector as well as their corresponding
pointers share a single exclusive lock. In the bottomblock, the subpointer array uses the same
lock with the pointer to the bottomblock, and each vertex’s bufferblock and sortedblock has an
optimistic lock, which includes an exclusive lock and a timestamp.

Concurrency Protocol for Vertex Index. We first discuss the protocol for writers. In Spruce,
only insertion and deletion can modify the index structure. The protocol for modifying the topblock
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Algorithm 2: Concurrently Insert Value into MiddleBlock
Input: the pointer𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 to the middleblock, the value 𝑠𝑢𝑓 𝑖𝑑𝑥 (last 2 bytes of vertex id)

to be inserted.
Output: the pointer 𝑏𝑢𝑓 𝑏𝑙𝑜𝑐𝑘 to the value’s corresponding bufferblock.

1 acquire(𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑙𝑜𝑐𝑘𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥/64]) ;
2 if 𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑜𝑏𝑠𝑜𝑙𝑒𝑡𝑒_𝑓 𝑙𝑎𝑔 then
3 release(𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑙𝑜𝑐𝑘𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥/64]) ;
4 return NULL ; // restart from upper level

5 end
6 if !(𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑏𝑖𝑡𝑣𝑒𝑐𝑡𝑜𝑟 .get(𝑠𝑢𝑓 𝑖𝑑𝑥)) then
7 if !(𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑝𝑜𝑖𝑛𝑡𝑒𝑟𝑠 (𝑠𝑢𝑓 𝑖𝑑𝑥/64)) then
8 𝑏𝑜𝑡𝑏𝑙𝑜𝑐𝑘 = new bottomblock ;
9 𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑝𝑜𝑖𝑛𝑡𝑒𝑟𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥/64] = 𝑏𝑜𝑡𝑏𝑙𝑜𝑐𝑘 ;

10 else
11 𝑏𝑜𝑡𝑏𝑙𝑜𝑐𝑘 =𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑝𝑜𝑖𝑛𝑡𝑒𝑟𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥/64];
12 𝑏𝑢𝑓 𝑏𝑙𝑜𝑐𝑘 = new bufblock ;
13 𝑏𝑜𝑡𝑏𝑙𝑜𝑐𝑘 → 𝑝𝑜𝑖𝑛𝑡𝑒𝑟𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥%64] = 𝑏𝑢𝑓 𝑏𝑙𝑜𝑐𝑘 ;
14 𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑏𝑖𝑡𝑣𝑒𝑐𝑡𝑜𝑟 .set(𝑠𝑢𝑓 𝑖𝑑𝑥) ;
15 else
16 𝑏𝑢𝑓 𝑏𝑙𝑜𝑐𝑘 = (𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑝𝑜𝑖𝑛𝑡𝑒𝑟𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥/64]) → 𝑝𝑜𝑖𝑛𝑡𝑒𝑟𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥%64] ;
17 release(𝑚𝑖𝑑𝑏𝑙𝑜𝑐𝑘 → 𝑙𝑜𝑐𝑘𝑠 [𝑠𝑢𝑓 𝑖𝑑𝑥/64]) ;
18 return 𝑏𝑢𝑓 𝑏𝑙𝑜𝑐𝑘 ;

and middleblock is similar, and we use the middleblock as an example. As the pseudocode shown in
algorithm 2, the modification process on a middleblock during the insertion is performed in 4 steps:
(1) Acquire the lock based on the vertex identifier.
(2) Check whether the middleblock is obsolete. If the block is invalid (has been removed before

being locked), the insertion restarts from the upper level; else, continue the process.
(3) Reread the bitvector to check whether the bufferblock to be inserted in the lower level already

exists. If the block does not exist, allocate and insert a new block and edit associated pointers
and bitvector. In this process, the pointer array in the bottomblock may need to be allocated
or edited. If the block already exists, the pointer to the bufferblock is got directly.

(4) Release the lock and continue the insertion process in the bufferblock.
The modification on a middleblock during the deletion is triggered when a vertex is deleted, which
is performed differently from insertion:
(1) Acquire the lock based on the vertex identifier.
(2) Edit the bitvector and pointer. If the pointer array in the bottomblock is empty, the bot-

tomblock is marked obsolete.
(3) Release the lock.
(4) Check the whole bitvector in the block. If all bits are 0s, acquire all the locks in the block

and go to step 5. Otherwise, the deletion will be finished. The locks should be acquired
sequentially for each writer to avoid deadlock.

(5) Recheck the obsolete flag and the whole bitvector in the block. If the block is already marked
as obsolete, then the process completes directly. If all bits in the bitvector are 0s, clear the
block and mark it as obsolete, then continue the maintenance process in the upper level.

Proc. ACM Manag. Data, Vol. 2, No. 1 (SIGMOD), Article 27. Publication date: February 2024.



27:14 Jifan Shi, Biao Wang, and Yun Xu

Otherwise, the deletion completes because the bitvector indicates that new data has been
inserted between step 3 and 5.

For readers, they simply read data atomically, ignoring the locks. A similar check of the obsolete
flag is needed to ensure concurrency.

Concurrency Protocol for Edge Blocks. To modify a buffer-block or sortedblock, the writer
will first gain the exclusive lock before accessing the data, then edit the data without checking the
timestamp. The timestamp will be changed twice during this process: one before the modification
and the other after the modification. For readers, each holds a restart counter for the read. When
accessing a vertex’s bufferblock and sortedblock, the reader checks the timestamps before and
after the read. If the timestamps are not changed, then the read is successful. Otherwise, the reader
restarts reading these blocks and the restart counter plus one. If the restart count exceeds the
pre-defined threshold, the reader will acquire the exclusive lock for reading.

5.3 Correctness of Improved ROWEX
This subsection shows the correctness of our improved ROWEX on Spruce. Here we take the
middleblock as an example, and the proofs of ROWEX on the bottomblock and the topblock are
similar. Assume that two threads 𝑇1 and 𝑇2 concurrently access the same middleblock. If they both
perform Locate (Lookup), no conflict occurs and the result is obviously correct. If they both perform
Insert and need to set bits in the middleblock’s bitvector and corresponding pointers, the exclusivity
is guaranteed by the lock, and the recheck process in step (3) of 𝐼𝑛𝑠𝑒𝑟𝑡 makes sure that the former
inserted value would not be overwritten by the latter.
If 𝑇1 and 𝑇2 both perform Delete on the middleblock, the cases are similar to that of Insert. The

only difference is that after deleting the value in the bitvector and the pointer array, the thread
needs to decide whether the block is empty and should be deleted at step (3) of 𝐷𝑒𝑙𝑒𝑡𝑒 . If the block
is empty, the thread will acquire all locks in that block and delete the whole block. If𝑇1 and𝑇2 both
have detected that the block is empty, the one who gets the locks later will find the obsolete flag
true and quit the delete process since the block has already been deleted.
Then consider that 𝑇1 performs 𝐷𝑒𝑙𝑒𝑡𝑒 and 𝑇2 performs 𝐼𝑛𝑠𝑒𝑟𝑡 . If the target delete value is not

the only value in the middleblock, the cases are similar to the above; else, the following cases may
occur:

• Case 1: Delete completes before Insert. In this case, the middleblock is marked obsoleted
before Insert. 𝑇2 will find that the obsolete flag is true and restart 𝐼𝑛𝑠𝑒𝑟𝑡 from the upper level
to get a new middleblock for insertion.

• Case 2: Insert completes before Delete. After 𝑇2 inserts the value, 𝑇1 will find that the
bitvector is not empty at step (4) or step (5) of deletion and finish 𝐷𝑒𝑙𝑒𝑡𝑒 without clearing
the whole middleblock.

When 𝑇1 performs 𝐿𝑜𝑐𝑎𝑡𝑒 and 𝑇2 performs 𝐼𝑛𝑠𝑒𝑟𝑡/𝐷𝑒𝑙𝑒𝑡𝑒 , the cases are more complicated. The
cases for 𝐼𝑛𝑠𝑒𝑟𝑡 and𝐷𝑒𝑙𝑒𝑡𝑒 are similar. Due to the page limit, we only discuss the cases for concurrent
𝐿𝑜𝑐𝑎𝑡𝑒 and 𝐷𝑒𝑙𝑒𝑡𝑒 on a middleblock. 𝐷𝑒𝑙𝑒𝑡𝑒 firstly set the corresponding bit in the bitvector to 0
(then modify the pointer in the pointer array) while 𝐿𝑜𝑐𝑎𝑡𝑒 reads the bitvector and the pointer
sequentially. If 𝑇2 has deleted the whole middleblock before 𝑇1 reads it, 𝑇1 will find the block
obsoleted and restart reading from the upper level to get the latest result. For other cases, assume
that 𝑇1 attempts to read 𝑖 and 𝑇2 attempts to delete 𝑗 . If 𝑖 ≠ 𝑗 , the correctness is obvious since the
operations are done atomically. Otherwise, the possible interleavings of 𝑇1 and 𝑇2 are listed as
following:

• Case 1: 𝑻2 modified the bitvector before 𝑻1 reads it. 𝑇2 has deleted the value before 𝑇1
accesses it, thus 𝑇1 will return false, indicating that the value does not exist in the index.
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Fig. 6. Version design of Spruce.

• Case 2: 𝑻2 modified the bitvector after 𝑻1 reads it. In this case, 𝑇1 may get an empty
pointer or a pointer to an obsoleted bottomblock, which will trigger 𝑇1 to restart reading the
middleblock to get the latest correct result.

5.4 Version Management
Many real-time graph analytics need to access a consistent snapshot of the graph using transactions.
In Spruce, MVCC is supported to enable transnational concurrent operations. One of the goals of
Spruce is to save space. Thus, we gather all the versioned edges of a vertex in a log list structure
rather than maintaining a version list for each edge. As shown in Figure 6, each vertex has associated
a pointer in its bufferblock, which points to a linked list of logblocks storing the versions. Each
version record in the logblock is composed of 4 fields: (1) op_type, which indicates the operation
type on the data (e.g., edge deletion/update), (2) log_timestamp, which indicates the time when this
operation was committed, (3) ori_timestamp, which indicates the last modification time before
this record, (4) original_data, which stores the versioned edge/vertex data corresponding to the
ori_timestamp. Note that the initial insertions of edges or vertices are not recorded in logblocks.
Instead, we store them along with their timestamp directly in the bufferblock and sortedblock to
save space.

6 EVALUATION
Experimental Setup. We do our experiments on a dual-socket machine equipping Intel Xeon
Gold 5120 @ 2.20GHz processors and 500GB DDR4 RAM. Each CPU has 19.25 MB L3 Cache, 14
cores, and supports at most 28 threads. All the codes were complied with GCC 11.3.0 and the O3
parameters.
Graph Data. A variety of graphs are used in our experiment to evaluate the time and space

performance, as shown in Table 2. Com-Livejournal is an undirected graph of the LiveJournal
social network [16]. DOTA League is a weighted graph representing the relationship between many
game entities [33]. Orkut is a relationship graph of ground-truth communities from the Orkut
social network. Yahoo-Songs is a bipartite person–song rating network, which contains over 250
million ratings performed by over 1 million users [60]. The Graph500-X and Uniform-X datasets are
undirected power-law graphs and uniform-law graphs, respectively. Com-friendster is an undirected
graph of the Friendster social network [45].
Graph Benchmark. We run the experiment for Spruce and its competitors based on the GFE

(Graph Framework Evaluation) Driver, a C++ driver to evaluate updates and analytics on dynamic
structural graphs [42]. For graph algorithms, we implement kernels from LDBC Graphalytics
[34], which is an industrial-grade benchmark including several algorithms that cover real-world
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Table 2. Analysis of graph datasets. "K", "M", "B" stand for "thousand", "million" and "billion", respectively.
The "Top 0.1% Degree" means that this degree surpasses 99.9% of all the other vertices’ degrees.

Graph Dataset |V| |E| Avg. Deg. Max. Deg. Top 0.1% Deg. Avg. Gap Max. Gap Size(GB)
com-livejournal 4M 34M 17.35 14815 473 1.010 86 0.47
dota-league 61K 51M 1663.24 17004 12988 5.194 720 0.76
orkut 3M 117M 76.28 33313 1174 1.000 12 1.6
yahoo-songs 1.6M 256M 513.04 468425 23751 1.000 1 3.0
graph500-24 9M 260M 58.70 406416 7019 1.891 18 4.1
uniform-24 9M 260M 58.70 103 84 1.500 2 4.1
graph500-26 33M 1B 64.13 1003338 5340 2.046 21 17.5
uniform-26 33M 1B 64.13 111 90 1.500 2 17.5
com-friendster 65M 2B 55.06 5214 1612 1.903 1874 30.1
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Fig. 7. Insertion with random access pattern on (a) distribution-specific graphs and (b) real-world graphs.

workloads: breadth-first search (BFS), single-source shortest paths (SSSP), PageRank (PR), local
triangle counting (LCC), etc.
Competitors. We choose the recent state-of-the-art dynamic graph data structures for com-

parison: Stinger [24], GraphOne [38], LiveGraph [75], Teseo [43] and Sortledton [29]. LiveGraph,
Teseo, and Sortledton are transactional graph systems, while Stinger and GraphOne only provide
parallelization support for operations.

6.1 Dynamic Operations
In this subsection, we evaluate the throughput of dynamic operations (including insertion and
deletion) on a variety of graphs with multiple threads. Note that some methods did not finish the
experiment within the given time, so their results are not depicted in the provided figures.

6.1.1 Insertions. In this experiment, we randomly insert all edges (alongwith vertices) with weights
(they are generated randomly if the raw data does not contain weights) from the graph dataset
to an empty graph structure and report the average throughput. Figure 7(a) shows the insertion
throughput on graphs with certain distributions. For power-law graphs, Spruce performs best
among all the methods. For uniform-law graphs, though Stinger achieves the highest throughput on
unifrom-24, it cannot load uniform-26 and graph500-26 within the time limit. This is because Stinger
performs a linear search to check whether the edge exists, which leads to unbearable running
time for very large graphs. Spruce gets first place and second place on uniform-26 and uniform-24,
respectively. We note that support for transactions does have performance overhead, which is an
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important reason why transactional structures like Spruce and Sortledton have lower throughput
on some of the datasets (e.g., uniform-24) compared to non-transactional structures (Stinger).
Different from graphs with specific distributions, real-world graphs present a more practical

and complex form of data distribution. Therefore, we also test the performance of operations on
real-world graphs. Figure 7(b) depicts the throughput for insertion on four different real-world
graphs. The results demonstrate that Spruce has greater adaptability to real-world graphs, whose
insertion speed is up to 7.5× faster than GraphOne, 3.2× faster than Teseo, and 2.4× faster than
Sortledton. LiveGraph inserts no more than 1 million edges per second, which owes much to its
intricate transaction design.

Compared to some recent state-of-the-art techniques, such as the fat tree in Teseo and multilevel
vectors in Sortledton, our index doesn’t involve merging, splitting, or resizing of nodes and has a
better time complexity, enhancing the dynamic performance of the vertex index. The design of
bufferblocks and compact storage scheme for sortedblocks also provides edibility and good data
locality for edge modifications, which is suitable for real-world graphs where a majority of vertices
tend to have lower degrees (as indicated in Table 2).

6.1.2 Deletions. The deletions experiment starts with the data structure storing the input graphs
and deletes all the edges in the graph in random order.
Figure 8(a) shows the deletion throughput on distribution-specific graphs for all methods. For

power-law graphs, Spruce is up to 1.7× faster than Teseo and 1.9× faster than Sortledton. For
uniform graphs, Teseo and Sortledton are slightly faster than Spruce on uniform-24 while slower on
uniform-26. Stinger does not support edge versioning. On small, uniform graphs, the time required
for a linear search to find the edges that need to be deleted and the time for maintaining its hash
index are both relatively short. Thus, it outperforms all other competitors on uniform-24.

Figure 8(b) reports the deletion throughput on the real-world graphs. Spruce outperforms most
of the competitors with the throughput of 4.0 ∼ 4.6 meps, which is 0.9× ∼ 15.8× of Stinger and
1.4× ∼ 1.5× of Sortledton. Other competitors show relatively low throughput, less than 3 meps.

It is noted that in the deletion experiment, most of the modification operations are concentrated
at the adjacency edges of vertices, and an artful vertex index could provide quick access to these
vertices. GraphOne and LiveGraph do not perform well in this experiment due to the lack of an
efficient index. The performance of Stinger on different datasets varies widely because it leaves the
adjacency edges unsorted, and the time cost for linear search in linked lists mainly depends on the
degree of vertices. Spruce outperforms other methods thanks to the high-performance index and
compact storage scheme for sorted edges.
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Fig. 10. Memory consumption of different methods. (a) shows the memory consumption on graphs with
certain distributions. (b) shows memory consumption on real-world graphs. (c) and (d) report the memory
footprint of the system while experiments on graph500-24 and uniform-24 progressed, respectively.

6.1.3 Sequential Access Pattern. A number of real-world dynamic graphs show a sequential access
pattern. That is, the modification of edges within a certain period of time relates to the same
group of vertices and exhibits a strong temporal locality. In this experiment, we evaluate sequential
operation performance on Yahoo-Songs, which presents a strong sequential access pattern (vertices
and edges being inserted/deleted in sequential order of vertex identifiers). In the experiment, the
edges are inserted/deleted continuously with no sleep time, and we report the average throughput
of the whole process.
Figure 9 shows the result for evaluation in the form of a bar chart. GraphOne, LiveGraph, Sor-

tledton, and Spruce are able to finish all operations within the time limit. The result demonstrates
that Spruce takes the first place among all the methods when executing sequential operations. For
sequential insertion, Spruce reaches 3.0 meps per second, which is 1.9× faster than GraphOne. For
sequential deletion, Spruce reaches 1.8 meps per second, which is 1.8× faster than Sortledton. Com-
pared to random execution, all methods experience different degrees of performance degradation
with sequential execution. The slowdown is mainly caused by competition for accessing resources,
especially for methods using the vertex-centric locking strategy such as Livegraph and Sortledton.
GraphOne uses a global edge array to arrange insertions in batches, thus gaining considerable
throughput for sequential insertion. Even though Spruce uses one lock per vertex, the buffer design
undercut the performance degradation when inserting edges.

6.2 Memory Consumption
Here, we evaluate the amount of physical memory used to store dynamic graphs for different
methods. The Resident Set Size (RSS) in /proc/[pid]/statm [65] is used to trace the memory
footprint of the program or application. In the following, we first analyze the memory consumption
for loading the graphs and then evaluate the memory footprint during the loading process.
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Table 3. Performance of different graph algorithms. For baseline, we report the explicit execution time. For
all the methods, we report the slow-down over the baseline. The "–" means the graph algorithm does not
finish within the time limit.

Graph Method BFS PR SSSP WCC LCC Graph Method BFS PR SSSP WCC LCC

gr
ap
h5

00
-2
4

baseline 0.54s 2.11s 5.56s 8.24s 81.31s

un
ifo

rm
-2
4

baseline 0.51s 3.14s 6.39s 1.12s 3.29s
Stinger 1.75× 3.30× 1.75× 4.09× – Stinger 2.27× 2.87× 2.12× 2.31× 18.45×

GraphOne 5.27× 3.67× 1.68× 2.17× – GraphOne 11.45× 3.37× 2.46× 55.21× 19.70×
LiveGraph 5.75× 3.67× 1.69× 2.35× – LiveGraph 4.27× 3.21× 3.02× 2.25× 12.55×
Teseo 4.19× 3.52× 2.47× 3.35× 5.34× Teseo 2.65× 3.18× 3.33× 2.32× 22.46×

Sortledton 2.80× 2.26× 1.34× 3.55× 1.72× Sortledton 1.91× 2.42× 2.50× 1.48× 2.05×
Spruce 1.45× 1.80× 1.07× 1.91× 2.90× Spruce 1.36× 1.55× 1.43× 1.39× 5.50×

or
ku

t

baseline 0.13s 0.54s 1.72s 0.16s 2.80s

do
ta
-le

ag
ue

baseline 0.12s 2.04s 0.48s 0.33s 61.41s
Stinger 3.06× 5.58× 2.16× 6.99× 63.89× Stinger 8.90× 4.80× 2.61× 6.28× 19.13×

GraphOne 40.46× 12.23× 4.70× 161.54× 33.06× GraphOne 383.40× 24.70× 10.52× 133.84× 6.14×
LiveGraph 5.02× 4.91× 2.21× 4.35× 31.70× LiveGraph 9.94× 2.09× 1.37× 2.51× 7.92×
Teseo 3.81× 3.32× 2.38× 5.33× 196.1× Teseo 5.19× 1.52× 1.25× 2.45× 8.57×

Sortledton 3.77× 3.78× 2.13× 5.14× 2.63× Sortledton 3.63× 1.23× 0.92× 1.95× 1.04×
Spruce 1.69× 2.97× 1.23× 3.04× 5.22× Spruce 3.04× 1.01× 1.11× 2.39× 1.01×

Figure 10(a) and Figure 10(b) give the results of memory consumption for loading the whole
graph. The y-axis is the memory consumption shown in the logarithmic scale, and the x-axis
represents different graph datasets. We note that the physical memory used by all systems are
higher than the raw data size because (1) an undirected edge is stored as two directed edges, (2)
random 8-byte weights are generated during the insertion process (3) additional structures such
as timestamp and pointers are taken into consideration. For graphs with certain distributions
(Figure 10(a)), Spruce uses the least memory to dynamically load the graphs. Compared to the best
of competitors (Sortledton), Spruce saves about 5.5% ∼ 28.7% of memory. For real-world graphs
(Figure 10(b)), this gap is further widened: Spruce’s memory consumption is up to 38.5% lower
than Sortledton and 41.0% lower than GraphOne, respectively. LiveGraph suffers from severe space
overhead because it stores two timestamps per edge. Although Teseo implements the Compressed
Sparse Row (CSR) to store graphs, the memory consumption is still high due to the extra cost of
gaps in packed memory arrays. Spruce surpasses other methods owing to its compressed dynamic
index and compactly stored edges.
Figure 10(c) and Figure 10(d) record the variation of memory footprint with the progress of

insertions on two datasets of graphs having the same scale: graph500-24 and uniform-24. All of the
methods have an approximately linear relationship between the memory consumption and the
edges stored in the system, while Spruce gains the lowest slope on average. The curve of LiveGraph
rises more sharply on uniform-24 than graph500-24 because when a block is full, LiveGraph will
copy its data to a new block of twice its current size [75], which is unsuitable for uniform-law
graphs.

6.3 Graph Analytics
Now we evaluate the read performance of all the methods on different graphs using the benchmark
kernels of LDBC Benchmark Suite mentioned at the beginning of section 6. BFS, SSSP, PR, WCC,
and LCC are included to test the performance for various data access patterns. Table 3 reports the
run times of these graph algorithms. We use CSR as the baseline, and the run times of the other
methods are normalized to it. For each algorithm, we took the average run time of 5 trials, and the
best results excluding the baseline in the table are marked in bold font.

Breath-first Search and Single Source Shortest path. For all methods, we test the basic BFS
algorithms without direction optimization [11] and delta-stepping SSSP [52]. Both algorithms show
strong random access patterns of vertices and sequential access patterns of adjacency edges. As
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Fig. 11. The multi-thread scalability of different methods on graph500-24.

shown in table 3, Spruce gets the best run time among all the methods, except for the second best of
SSSP on dota-league, which owes to the fast locating of vertices in the index and good data locality
of neighbors.
PageRank and Weakly Connected Components. The data access patterns of PR and WCC

are similar, where all the vertices are sequentially accessed. The run times of PR on Spruce are
about 1.01× ∼ 2.97× of the baseline, which outperforms all other methods. For WCC, Spruce gives
the best results on all the datasets except the second best results on dota-league (3.17× baseline)
following Sortledton, which indicates that for index on small graphs, the superiority of 𝑂 (lg lg𝑢)
time over 𝑂 (lg𝑢) time is not significantly manifested.
Local Clustering Coefficient. For Spruce, we implement the same LCC algorithm as Teseo

and Sortledton, which requires that the adjacency edges of vertices are sorted. Table 3 shows that
Sortledton and Spruce are significantly better than other methods on all datasets. Specifically,
Spruce’s run time ties the first place on dota-league, while Sortledton takes the first place on other
graph datasets. The execution times of other methods have obvious gaps behind those of Sortledton
and Spruce. Spruce is slower than Sortledton on 3 of 4 datasets, which is mainly caused by the
disorder of edges in bufferblocks, and sorting them in LCC affects the performance of our method.

6.4 Concurrent Performance
This subsection reports the concurrent performance of dynamic graph storage structures, including
the scalability and the performance of concurrent read-write workloads.

6.4.1 Multi-thread Scalability. To evaluate multi-thread scalability, we test the insertion perfor-
mance with 1 ∼ 56 write threads on graph500-24. Figure 11 depicts the multi-thread performance
for all methods. Spruce, Stinger, and Teseo can scale up to 56 threads. Spruce scales better than
Teseo and Stinger at a peak throughput of 4.2 meps because its index uses a more lightweight
concurrency protocol, where no read-copy updates are needed when the graph is evolving. Sortleton
and LiveGraph only scale up to 42 and 28 threads due to the fierce competition from vertex-centric
locks. GraphOne merely scales to 8 threads, and its performance slows down significantly above 28
threads, which is due to the imbalanced workload between workers.

6.4.2 Concurrent Read and Write. In this part, we evaluate the performance of concurrent read-
write workloads. The setup of the experiment is the same as Teseo [43] as follows. For the writers,
they perform about 10 · |𝐸 | update operations, where |𝐸 | is the number of edges in the original
graph. The first 10% operations load the graph, and the other 90% operations are insertions and
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Fig. 12. Mixed read and write workload on graph500-24.

deletions that are balanced to keep the scale and data distribution of the graph stable. For the readers
(analytical threads), they execute graph analytical algorithms (BFS/PR) once the graph is loaded.
We choose the LiveGraph for comparison, which is a state-of-the-art graph system supporting
concurrent operations by snapshots. We report the run times and throughput of various graph
algorithms under different read-write workloads as follows.
Figure 12(a)~(c) reports the BFS latency with 0, 16, and 28 writers, respectively. Both Spruce

and LiveGraph show good support for parallel graph analytics on evolving graphs by reason that
their run times drop down significantly as the number of readers (analytical threads) increases.
Compared to the case that has no writers, the self-slowdown is 1.04× and 1.24× for Spruce and
LiveGraph on the heaviest write workload (28 writers), respectively. For PR, we get similar results
(Figure 12(d)~(f)).

Figure 12(g) and Figure 12(h) depict the update throughput of 16 and 28 writers. When the
number of writers is kept the same, the update throughput of both methods is not significantly
affected by the number of readers. When the number of writers increases from 16 to 28, LiveGraph
shows a minor increase in throughput (3.3% on average), while Spruce has a significant increase
(21.7% on average). We attribute such a difference to the different concurrency protocols used in the
two structures. The fine-grained MVCC protocol in LiveGraph for transactions puts heavy burdens
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on writers and restricts their throughput, while the lightweight locking strategy in Spruce makes it
easier for the writers to modify data.

7 RELATEDWORK
Relevant work includes tree-based indexes, concurrency control methods, and graph databases.

Tree-based Indexes. Lots of graph storage structures speed up graph queries as well as updates
using tree-based indexes, B+ tree and its variants are used in many graph systems [3, 55]. They have
high fanout and large node size, which is optimized for disk-based storage, and the basic operations
(put, get, delete, etc.) on B+ tree can be performed in 𝑂 (𝑙𝑔𝑛) time [9, 12, 58, 70]. Radix tree (radix
trie) is a kind of space-optimized trie where data insertion, deletion, and query operations can be
done in nearly constant time. Much recent work has further optimized this data structure and used
them for key-value store [15, 40] as well as graph representation [22, 59]. Teseo [22] picks Adaptive
radix trie (ART) [41] as its primary index, which designs different sizes of nodes to dynamically
adjust the fanout of internal nodes and use path compression technique to reduce the space usage.
Binary search trees (BST) are used for some in-memory graph storage methods [22, 23, 73]. Aspen
[23] uses the BST to store vertices. It introduces the hash technique to balance BST and improve
space efficiency by aggregating nodes in chunks. Pac-trees [22] further use BST to store edges and
apply difference encoding for tree leaves.
Graph Databases. The design of existing graph databases can be divided into two categories.

Databases in the first category (native graph databases) use specially designed structures for graph
storage [1–3], while those in the second category (non-native graph databases) rely on relational
database management systems (RDBMS) or key-value storage systems to support storing graphs
[17, 21, 67]. Most of these databases adopt tree-based structures for index construction and pointer-
based structures for edge storage. Thus, they can benefit from using Spruce as the basic storage
structure to save space and achieve higher throughput.

8 CONCLUSION
In this paper we present Spruce, a tree-based graph storage structure that is characterized by low
height, compression capabilities, and concurrency-friendly attributes. Spruce uses a novel index
developed from the vEB tree to reduce levels as well as compress identifiers for vertex index, and
combines the concept of adjacency list with CSR to store edges. Besides, we design a mixed locking
strategy from ROWEX and optimistic locking to allow Spruce for concurrent updates and analytics
on evolving graphs. In future work, we plan to extend Spruce’s structure to allow storing dynamic
graphs both in-memory and out-of-memory, which is expected to introduce a variation of LSM-Tree
and batch-updated logs to optimize for disk I/O. Furthermore, we are interested in expanding Spruce
to distributed systems and using Remote Direct Memory Access (RDMA) technology to improve its
performance.
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